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Abstract

In the epoch of multilingual large language
models (LLMs), it is still challenging to
evaluate the models’ understanding of lower-
resourced languages, which motivates further
development of expert-crafted natural language
understanding benchmarks. We introduce Be-
larusianGLUE — a natural language under-
standing benchmark for Belarusian, an East
Slavic language, with ~15K instances in five
tasks: sentiment analysis, linguistic acceptabil-
ity, word in context, Winograd schema chal-
lenge, textual entailment. A systematic evalu-
ation of BERT models and LL.Ms against this
novel benchmark reveals that both types of
models approach human-level performance on
easier tasks, such as sentiment analysis, but
there is a significant gap in performance be-
tween machine and human on a harder task —
Winograd schema challenge. We find the op-
timal choice of model type to be task-specific:
e.g. BERT models underperform on textual
entailment task but are competitive for linguis-
tic acceptability. We release the datasets' and
evaluation code.?

1 Introduction

Recent advances in NLP, such as large language
models (LLMs) based on transformer architectures
(Vaswani et al., 2017), have had groundbreaking
impact on the field. LLMs are projected to bring
significant economic effect in the future (Eloun-
dou et al., 2023), however, in the first place it is
anticipated to benefit the largest language commu-
nities, such as people speaking English or Chinese
(Xie and Avila, 2024). For smaller language com-
munities, especially those of vulnerable languages,
state-of-the-art NLP tools may help preserve and
promote the linguistic and cultural heritage (Mo-
hanty et al., 2024), maybe even (under favorable

"https://hf.co/datasets/maaxap/BelarusianGLUE
2https://github.com/maaxap/BelarusianGLUE

circumstances) stimulate language revival, given
that enough effort is put into improving the multilin-
gual capabilities of LLMs. The case of Belarusian,
an East Slavic language, illustrates this point.

In the UNESCO World Atlas of Languages, Be-
larusian is characterized as “potentially vulnera-
ble”.? According to the 2019 population census
data, 54% of the residents of Belarus consider Be-
larusian their native language but only 26% speak
it at home.* Based on statistical analysis of the cen-
sus data, it was argued that the true proportion of
Belarusian-speaking residents of Belarus is in fact
even lower (Sokolov, 2022). In an earlier study, 4%
respondents in urban areas of Belarus claimed to
be using standard Belarusian, possibly with some
Russian words, as their primary language of com-
munication, while 41% reported using substandard,
mixed Belarusian—Russian varieties (Kittel et al.,
2010). Despite its official status and symbolic im-
portance, Belarusian is a de facto minority lan-
guage in its home country (Zaprudski, 2007).

To advance computational support of a particular
language — such as Belarusian — in the epoch of
LLMs, it is crucial to have (1) training data, (2)
task-specific fine-tuning data, and (3) evaluation
data for this language available in the open. In
the case of Belarusian, as shown below, evaluation
datasets are the most glaring omission; multilingual
benchmarks that include tasks in Slavic languages,
such as the recent EU-20 set of benchmarks (Thell-
mann et al., 2024), can only serve as a proxy indi-
cator of the models’ performance in Belarusian. To
address this issue, we introduce BelarusianGLUE,
the first natural language understanding benchmark
for Belarusian, modeled after GLUE-type bench-
marks for other languages. It includes five novel
expert-crafted datasets.

3ht’cps: //en.wal.unesco.org/countries/belarus/
languages/belarusian

4https: //census.belstat.gov.by/saiku/?guest=
true&lang=en#query/open//public/F503N_en.saiku
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The rest of this paper is structured as follows.
Section 2 is a review of existing datasets, contain-
ing Belarusian data, and natural language under-
standing benchmarks. Section 3 is a detailed de-
scription of BelarusianGLUE, its guiding princi-
ples and the datasets included. In section 4, we
measure human performance on BelarusianGLUE
and compare it with the performance of BERT mod-
els and LLMs. Discussion and conclusion follow.

2 Related work

2.1 Belarusian data in multilingual datasets

Starting from (Buck et al., 2014), Belarusian texts
are available in Common Crawl-based massively
multilingual corpora: OSCAR (Ortiz Sudrez et al.,
2019), CC-100 (Conneau et al., 2020; Wenzek
et al., 2020), mC4 (Xue et al., 2021), CulturaX
(Nguyen et al., 2023), and HPLT (de Gibert et al.,
2024) that also includes data from the Internet
Archive’s crawls. In each of the above, the amount
of Belarusian texts ranges from several dozen mil-
lion to several billion tokens, which is two—three
orders of magnitude less than Russian, two orders
less than Polish, one order less than Ukrainian, on
par with e.g. Kazakh, Armenian, or Icelandic.

Belarusian is not entirely lacking training data
in other modalities than text: e.g. Common Voice
(Ardila et al., 2020) includes 1873 hours of speech
recordings in Belarusian, as of March 2025.

The amount of task-specific data for Belarusian
is smaller, and their quality is generally lower. As
an example, consider machine translation. Among
the parallel corpora available in OPUS (Tiedemann,
2012), the largest ones that include Belarusian
data are NLLB (NLLB Team et al., 2022) derived
from Common Crawl and ParaCrawl (Bafion et al.,
2020), bilingual HPLT and two other Common
Crawl-based corpora: CCMatrix (Schwenk et al.,
2021) and CCAligned (El-Kishky et al., 2020). We
labeled random samples of 100 Belarusian—English
aligned sentence pairs from each corpus, follow-
ing the taxonomy of Kreutzer et al. (2022), and
found the ratios of natural, correctly translated sen-
tences to be 17%, 41%, 7%, and 31% respectively
in NLLB, HPLT, CCMatrix, and CCAligned.6

Instruction tuning is another example. Upad-
hayay and Behzadan (2024) introduced a version
of Alpaca-52K and Dolly-15K instruction tuning
datasets machine-translated into 132 languages, in-

5https://opus.nlpl .eu
%The labeled samples can be viewed here.

cluding Belarusian. Although the overall quality
of the Belarusian translations is high, there is still
some noise in translations of English-specific tasks,
code snippets, rare words, etc.

Evaluation datasets for Belarusian are scarce:
available for some of the more traditional NLP
tasks, such as POS tagging and dependency parsing,
e.g. in Universal Dependencies (Shishkina and Lya-
shevskaya, 2022), but not available for most tasks
related to natural language understanding, thus pro-
viding no guidance for future models supporting
Belarusian. The situation has begun to improve
only recently: e.g. the question-answering bench-
mark INCLUDE (Romanou et al., 2024) contains
several hundred instances in Belarusian.

2.2 GLUE-type benchmarks

Language understanding benchmarks emerged as a
way of assessing transformer models’ capabilities
to understand linguistic structure above the word
level and apply this understanding in downstream
tasks. The benchmarks are often based on pre-
existing datasets and cover a wide range of tasks,
from sentiment analysis to question answering and
beyond. It is common to frame the tasks as classifi-
cation, although other types of tasks, e.g. sequence
tagging, may also be included in the benchmark.
Most of the GLUE-type benchmarks created
to date are monolingual. While the original
GLUE and SuperGLUE focused on English (Wang
et al., 2019a,b), their influence has since expanded
through the development of benchmarks for many
genetically and typologically diverse languages,
such as Chinese (Xu et al., 2020), Arabic (El-
madany et al., 2022), or Hungarian (Ligeti-Nagy
et al., 2024). Russian and Ukrainian, the two East
Slavic languages most closely related to Belaru-
sian, are covered by RussianSuperGLUE (Shavrina
et al., 2020) and Eval-UA-tion (Hamotskyi et al.,
2024) respectively; one more benchmark, MERA
(Fenogenova et al., 2024), specifically targeting
LLMs, has recently been proposed for Russian.
Another neighboring and related language, Polish,
has two comprehensive benchmarks: KLEJ (Rybak
et al., 2020) and LEPISZCZE (Augustyniak et al.,
2022). Language understanding datasets have also
been created for smaller Slavic languages, such as
Bulgarian (Hardalov et al., 2023) or Slovene (Zagar
and Robnik-Sikonja, 2022). Multilingual bench-
marks XGLUE (Liang et al., 2020) and XTREME-
R (Ruder et al., 2021) include tasks for Slavic lan-
guages, however, Belarusian is missing from both.
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No. instances

Dataset ID Task Instance type rain . dev  test
BeSLS sentiment analysis sentence 1500 250 250
BelaCoLA acceptability prediction sentence 1992 800 800
BeWiC word sense disambiguation ~ word + sentence pair 5626 400 400
BeWSC coreference resolution sentence / sentence pair 570 200 200
BeRTE-WD textual entailment sentence pair 1080 360 360

Table 1: Datasets summary.

3 BelarusianGLUE

BelarusianGLUE is a natural language understand-
ing benchmark that includes five novel expert-
crafted datasets (summarized in Table 1), with all
tasks formulated as binary classification. Sample
instances from each dataset are shown in Table 4
in Appendix A. All Belarusian examples below are
given in romanized spelling.

3.1 Guiding principles

During the benchmark development we adhered to
the following principles:

 Prefer quality over size. The material was se-
lected from representative sources for each dataset
(see the descriptions below). When necessary to
construct or label linguistic data in Belarusian, this
was done by at least two fluent speakers of Belaru-
sian with a background in linguistics (M.A. or Ph.D.
degree). Each dataset was thoroughly reviewed.

* When possible, leverage existing resources.
For example, Wikidata properties and labels in Be-
larusian were leveraged to build a textual entail-
ment dataset, with careful attention given to gender
and cultural balance (representation of women, Be-
larusian objects, etc.). Some of our datasets are
modeled after similar resources in other languages:
e.g., to construct the train set of a Belarusian Wino-
grad schema challenge (WSC), English instances
were translated, incorporating insights from the
corresponding Russian dataset and adapting exam-
ples where needed. This approach minimized effort
and maximized the quality and consistency of new
datasets while respecting the unique characteristics
of the target language.

» Take into account the specifics of Belaru-
sian. While sampling linguistic data from various
sources, we tried to reflect the variability of modern
Belarusian language. E.g., the distribution of ortho-
graphic variants in the sentiment analysis dataset
reflects the real-world diversity of written Belaru-
sian: most sentences follow the official modern
orthography (narkamaiika), some — less than 10%
— use the classical orthography (taraskievica), and

a tiny minority is written in Latin script (facinka).

* Embrace open licensing. While the sources
are variously (and not always permissively) li-
censed, we made sure that none of the passages
borrowed or derived from copyrighted work are
longer than one sentence. We believe such use
of copyrighted material for scholarly purposes to
qualify under fair use or similar provisions in most
legislations, thus allowing us to publish the novel
datasets under an open license.

3.2 Tasks

3.2.1 Sentiment analysis

BeSLS is a small dataset of sentiment-labeled Be-
larusian sentences, partially inspired by a similar
English dataset from (Kotzias et al., 2015).

Data sources: The sentences were sampled
from newspaper articles, reviews posted by the
users of online shopping and booking platforms,
messages in thematic Telegram channels and other
social media, such as Mastodon. Five domains are
covered: movie reviews, book reviews, hotel and
travel reviews, consumer product reviews, social
media posts.

Methodology of data selection and processing:
In multilingual sources, non-Belarusian sentences
were filtered out using Lingua.” Following Petro-
vi¢ et al. (2010), we anonymized user mentions
in Mastodon posts. The sentences were manually
tagged for sentiment polarity using a two-stage ap-
proach: initial labeling by one expert followed by
comprehensive review and refinement by another.
This results in 100% agreement, as either both la-
belers agree on the label, or the instance is not
included in the dataset.

Dataset structure: The dataset contains 2000
sentences with positive or negative polarity. The
classes are balanced: 50% positive and 50% nega-
tive, none of the sentences are neutral. Sentences
are equally distributed over domains: 300 per do-
main in the train set, 50 in the dev and test sets.

"https://github.com/pemistahl/lingua-py
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3.2.2 Linguistic acceptability

BelaCoL A is a small-scale Belarusian corpus of
linguistic acceptability, similar to CoLA (Warstadt
et al., 2019) and RuCoLA (Mikhailov et al., 2022),
with some inspiration also taken from BLiMP
(Warstadt et al., 2020).

Data sources: We used five major sources of
data to create the corpus:

1) sentences from Russian linguistic publica-
tions included in RuCoL A, manually translated
into Belarusian and reviewed (we made sure to
keep only instances with acceptability judgments
transferable from the original Russian sentences to
their Belarusian translations, due to deep similari-
ties between Russian and Belarusian grammar);

2) contexts from Belarusian language textbooks
and other normative sources;

3) sentences from the Belarusian section of Com-
mon Voice project, evaluated as unacceptable by
speakers of Belarusian participating in the project;

4) passages produced by lightweight, non-state-
of-the-art language models, i.e. hallucinations;

5) outputs of machine translation models.

Methodology of data selection and process-
ing: All unacceptable sentences in the corpus were
taken from the sources “as is” or with minor sim-
plifications. Unlike the original CoLA, they ex-
emplify not only morphological, syntactic, and
semantic violations, but also certain pragmatical
anomalies, prescriptive rule violations, and errors
produced by language models, such as hallucina-
tions and machine translation errors, which don’t
always fall neatly into a single category. Their
corresponding acceptable sentences were extracted
from the sources (if available) or, more typically,
constructed by the experts — three of the paper’s
authors. For example, a hallucinated sentence Jana
navat Zlohku zachvalavaiisia i vyjsaii ‘She even
got.3SG.M a little excited and left.3SG.M’ is trans-
formed to Jon navat Zlohku zachvalavaiisia i vyjsaii
‘He even got.35G.M a little excited and left.3SG.M’
by correcting the gender agreement.

Dataset structure: The dataset contains 3592
sentences tagged as acceptable or unacceptable.
The class balance is close to 50 : 50. The sentences
have been randomly shuffled. Sentences translated
from Russian, extracted from Belarusian textbooks
and Common Voice data constitute the in-domain
set, split into train/dev/test sets. Hallucinations and
machine translations constitute the out-of-domain
set, split into dev/test sets.

3.2.3 Word in context

BeWiC is a Word-in-Context dataset for Belarusian,
similar to the original WiC (Pilehvar and Camacho-
Collados, 2019) and RUSSE (Shavrina et al., 2020,
section 3.1.2). It can be viewed as a version of
word sense disambiguation task.

Data sources: The dataset is based on the Ex-
planatory Dictionary of Belarusian (Ttumacalny
stoiinik bietaruskaj movy, 1977-1984, vol. 1-
5). While a newer dictionary exists (Ttumacalny
stotinik bietaruskaj litaraturnaj movy, 1996, re-
vised 2022), our choice of the older source was
deliberate based on several advantages: broader
lexical coverage, machine-readable accessibility
and, crucially, availability of illustrative contexts.

Methodology of data selection and processing:
For most words and word senses, the dictionary
provides usage examples — phrases or sentences.
To make each context one sentence long, we ex-
panded phrases to full sentences by finding suitable
contexts on the web or constructing them from
scratch. E.g., the phrase abarvac spietyja jahady
‘to pick ripe berries’ was expanded to My abarvali
Spietyja jahady “We’ve picked the ripe berries’, and
hruntotiny adkaz ‘a profound answer’ to Hruntoiiny
adkaz vucnia tisciesyii nastaiinika ‘The student’s
profound answer made the teacher happy’.

Each instance in the dataset is a pair of contexts
c1, co containing the target word w. The contexts
refer either to the same word sense of w or to two
different homonyms of w. An instance is positive
if both ¢; and ¢y refer to the same word sense of
w, and negative if ¢; and co refer to two different
homonyms of w (possibly belonging to different
parts of speech), which are listed separately in the
dictionary with their respective word senses. This
is a stronger distinction than in WiC, so that less
instances can be constructed from the dictionary
data but they are easier to solve for humans and
therefore don’t require pruning.

Dataset structure: The dataset contains 6426 in-
stances. The dev and test sets contain 400 instances
each, half of them positive and half negative. None
of the sentences repeat across instances in the dev
and test sets, and each target word is represented by
< 3 instances. The training set contains all positive
and negative instances that can be constructed from
the remaining sentences.

3.24

BeWSC is a Belarusian version of the Winograd
schema challenge, WSC (Levesque et al., 2012).

Winograd schema challenge
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The dataset is available in two flavors: WSC proper,
formatted as in SuperGLUE, and WNLI, format-
ted as in GLUE, i.e. converted into an NLI task.
The number of instances and their (randomized)
ordering are the same in both variants.

Data sources: Most of the training instances
have been manually translated into Belarusian from
the standard English dataset, WSC-285%; when
adaptation was not possible, we translated those
items from the similar Russian dataset RWSD
(Shavrina et al., 2020, section 3.1.4) that were cre-
ated specifically to replace unsuitable English sen-
tences. The dev and test instances are based on or
inspired by contexts from fiction books in Belaru-
sian, available on the web.

Methodology of data selection and process-
ing: Issues in English — Belarusian translation
of the training instances are typically caused by
differences in grammar, such as the grammatical-
ization of gender in Belarusian, or the reflexive
pronoun svoj, which is equivalent to English pos-
sessive pronouns in certain contexts but doesn’t
have ambiguous reference. In such cases, the sen-
tences were adapted to maintain the overall mean-
ing of the original while altering its grammatical
structure and wording.

The dev and test sentences were sampled (with
modifications) from a corpus of Belarusian fic-
tion books: we split the texts into sentences using
sentence-splitter,” added morphological tags
using beltagge r,10 extracted all sentences with a
personal pronoun and at least two distinct nouns
that precede it and have matching gender/number,
then processed the output manually. These in-
stances are intended to be hard to solve by selec-
tional restrictions. Not all of them are Google-
proof, as some sentences follow the source contexts
rather closely.

Dataset structure: The training set has 570 in-
stances, the dev and test sets have 200 instances
each. Half of the instances are positive (the an-
tecedent is correct), and half negative.

3.2.5 Textual entailment

BeRTE-WD is a small-scale textual entailment
dataset for Belarusian, derived from Wikidata.!!
Data sources: To produce the sentences, we

8https ://cs.nyu.edu/~davise/papers/
WinogradSchemas/WSCollection.html

9https ://pypi.org/project/sentence-splitter

Yhttps://github.com/volchek/beltagger

Yhttps://www.wikidata.org

extracted all statements from a June 2024 dump
of Wikidata such that: (1) the property relates an
entity to a timestamp, a number, or another entity;
and (2) all entities in the statement, i.e. one or both,
have Belarusian labels available.

Methodology of data selection and processing:
Each instance in the dataset is a pair of sentences
in Belarusian, denoted “text” (¢) and “hypothesis”
(h); t is said to entail A if, typically, a human read-
ing ¢ would infer that h is most likely true (Dagan
et al., 2006). Unlike many of the standard bench-
marks, such as SNLI (Bowman et al., 2015), MNLI
(Williams et al., 2018), or XNLI (Conneau et al.,
2018), we don’t distinguish between contradictory
and neutral pairs, so the labels are binary: entail-
ment or non-entailment.

For each of the three value types, as described
above, we manually sampled 200 diverse state-
ments. Three fluent speakers of Belarusian then
transformed the statements into texts and wrote two
hypotheses per text: one entailed, one non-entailed.
Additional texts and hypotheses were produced
from the same statements grouped into pairs.

The entailed hypotheses have at their core a wide
range of phenomena, including but not limited to
timestamp or numeric comparison, reasoning about
time intervals, conversion of units, domain-specific
or world knowledge, logical consequence, para-
phrasing, etc. A non-entailed hypothesis is typi-
cally produced by modifying the entailed one to
make its claim contrary or neutral w.r.t. the text.

Dataset structure: The dataset contains 1800 in-
stances. Train/dev/test split was obtained by group-
ing the statement pairs belonging to each value type
into 60 : 20 : 20, so that none of the source state-
ments would overlap between the samples. The
dataset is balanced by class (half of the instances en-
tailed, half non-entailed) and by value type (equal
counts of timestamps, numbers, and entities).

3.3 Evaluation

For BeSLS, BeWiC, BeWSC and BeRTE-WD, ac-
curacy is reported. For BelaCoLLA, Matthews cor-
relation and accuracy are reported. Although there
have been attempts to evaluate model performance
on various datasets with a single metric, such as
Krippendorff’s alpha (Berdicevskis et al., 2023), or
a unified set of metrics, such as accuracy, precision,
recall, and F1 (Augustyniak et al., 2022), these
choices are still not very popular, so we use the
most common evaluation metric(s) for each dataset
type, to ensure compatibility of our results with
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related work for other languages.

4 Experiments

4.1 Human baseline

We evaluated human performance on each dataset
for comparison with the performance of NLP mod-
els. The usual procedure, outlined e.g. in (Wang
et al., 2019a, §5.2), involves recruiting paid crowd-
workers, who are first provided with task-specific
instructions, then asked to label a few dozen dev
set instances as a pre-screening, and then proceed
to annotate a sample of test set instances. Due to
the low availability of crowdworkers fluent in Be-
larusian, we recruited unpaid volunteers from the
language community and followed a simplified ver-
sion of the above procedure. We wrote task-specific
instructions including labeled examples from the
train set (3 positive + 3 negative) and 5 self-check
instances from the dev set. A random sample of
100 instances, balanced by class and certain other
parameters (such as in-domain / out-of-domain in
BelaCoLA, PoS of the target word in BeWiC, etc.),
was then extracted from the test set and split into
5 groups of 20 instances with approximately the
same balance of classes in each group. 5 volun-
teers, all of them competent and fluent speakers of
Belarusian, were invited to tag the samples. Each
volunteer tagged 20 instances per dataset, i.e. 100
instances in total, without overlaps (a single label
obtained per instance). A balanced Latin square
(Bradley, 1958) was used to reduce order effects
while presenting the samples to volunteers.

Human baseline scores are shown in Table 2.
BeSLS gold labels are in near-perfect agreement
with speaker judgments, while in all other datasets
the agreement is around 90%. The human base-
line in BelaCoL A is lower than in other tasks but
this difference in scores isn’t statistically signifi-
cant, given the sample size. It might reflect the
unique linguistic situation of Belarusian with two
codified standards (narkamaiika and taraskievica),
so that even competent speakers show variation in
grammatical form usage.

Dataset Metric Score
BeSLS acc 0.99
BelaCoLLA acc/ MCC 0.87/0.754
BeWiC acc 0.91
BeWSC acc 0.91
BeRTE-WD acc 0.89

Table 2: Human baseline scores.

4.2 BERT baselines

We fine-tuned mBERT (Devlin et al., 2019), XLM-
R base (Conneau et al., 2020), mDeBERTa-v3 (He
et al., 2023) and a recent monolingual model — Be-
larusian HPLT BERT (Samuel et al., 2023; de Gib-
ert et al., 2024) on each of the five training sets
separately. All tasks were formulated as binary
classification: in particular, BeWSC was presented
in WNLI format, i.e. as a sentence pair classifi-
cation task. Evaluation scores for BelaCoLA in-
domain and out-of-domain instances were calcu-
lated separately. The models were fine-tuned for 5
epochs with learning rate 2e-5, batch size 16 on a
single GeForce RTX 4090 GPU. Snapshots were
saved once per epoch, and the best snapshot for
evaluation was selected by the dev set accuracy.

The results are shown in Table 3. Since
mDeBERTa-v3 has the strongest overall perfor-
mance, we experimented with additional pre-
training of this model on Belarusian texts from
HPLT 1.2 (deduplicated version'? with custom fil-
tering applied), adjusting the script published by
the model authors.'® This brought some more per-
formance gains. Further experiments are targeting
this enhanced version of mDeBERTa-v3.

With the size of our training datasets ranging
between several hundred and a few thousand in-
stances, it may be beneficial to freeze a subset of
the model’s layers while training the classifier on
top of it (GrieBhaber et al., 2020). We tried pro-
gressively freezing the layers of mDeBERTa-v3
during fine-tuning: only the embeddings or 3, 6, 9,
12 layers in addition to the embeddings. As shown
in Table 3, the model’s performance on BelaCoLA
and BeWiC goes up but is sensitive to the number
of layers frozen: in particular, prediction quality
drops abruptly when all layers are frozen and only
the classification head is trained. Also, freezing
layers doesn’t help to beat the trivial baseline on
BeWSC and BeRTE-WD.

We also tried transfer learning by mixing our
training data with instances from larger datasets:

* Sentiment analysis: all positive and negative
instances no longer than 500 characters with self-
confidence score at least 0.7 were taken from the
train folds of MMS (Augustyniak et al., 2023) for
all languages in it. The classes were balanced per

Zhttps://data.hplt-project.org/one/monotext/
deduplicated/be_map. txt

13https: //github.com/microsoft/DeBERTa/blob/
master/experiments/language_model/rtd.sh
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Model Dataset: BeSLS BelaCoLAid. BelaColLA o.0.d. BeWiC BeWSC BeRTE-WD
Metric: acc acc / MCC acc / MCC acc acc acc
mBERT 0.712 0.490 /-0.029 0.510/0.029 0.515 0.500 0.517
XLM-R 0.816 0.510/0.033 0.506/0.019 0.500 0.500 0.503
HPLT BERT be 0912 0.480/-0.048 0.576/0.167 0.575 0.495 0.506
mDeBERTa-v3:
Original 0.892 0.623/0.260 0.74270.488 0.613 0.500 0.511
With pre-train
no layers 0.916 0.620/0.274 0.78470.589 0.678 0.500 0.522
only emb. 0.928 0.610/0.234 0.826 / 0.666 0.678 0.500 0.514
Frozen: emb. + 3 0.916 0.640/0.297 0.828 / 0.666 0.685 0.500 0.514
" emb. +6 0.924 0.633/0.322 0.772/0.570 0.690 0.500 0.517
emb. +9 0.916 0.657/0.362 0.788 7 0.590 0.710 0.490 0.494
emb. +12  0.508 0.547/0.221 0.628 / 0.369 0.510 0.500 0.500
With pre-train & transfer
no layers 0.904 0.693/0.425 0.802/0.622 0.745 0.650 0.633
only emb. 0.896 0.717/0.461 0.822/0.661 0.760 0.500 0.661
Frozen: emb. + 3 0.916 0.720/0.449 0.830/0.677 0.768 0.500 0.664
" emb. +6 0.896 0.743 /7 0.502 0.838 / 0.688 0.773 0.500 0.619
emb. +9 0.920 0.707 / 0.454 0.826/0.671 0.748 0.600 0.600
emb. + 12  0.848 0.637/0.348 0.730/0.480 0.510 0.515 0.494

Table 3: Results of BERT model fine-tuning.

language by subsampling the larger class. Together
with the BeSLS data, there are ~970K instances.

* Linguistic acceptability: all train and dev in-
stances were taken from MELA v1.0 (Zhang et al.,
2024), as well as Dutch COLA! and HuCOLA
(Ligeti-Nagy et al., 2024). Positive instances were
subsampled to maintain the class balance. Together
with the BelaCoLLA data, there are ~42K instances.

* Word in context: all train and dev instances
were taken from XL-WiC (Raganato et al., 2020)
and RUSSE (Shavrina et al., 2020, section 3.1.2).
Negative instances in RUSSE were subsampled
to maintain the class balance. Together with the
BeWiC data, there are ~145K instances.

* Winograd schema challenge: all training in-
stances were taken from WinoGrande (Sakaguchi
et al., 2021) and XWINO (Tikhonov and Ryabinin,
2021), and all German, French, Russian instances
— from the folder Im_wino_x of Wino-X (Emelin
and Sennrich, 2021). To deal with three differ-
ent formats in the data, we brought all instances
to WNLI structure by constructing the hypotheses
automatically from the original sentences: the pro-
noun or the _ sign is replaced with one of the two
coreference candidate spans, and the label is 1 with
the correct candidate and O otherwise. Note this
is a very crude procedure, so that in morphologi-
cally richer languages it often produces ungrammat-
ical (although comprehensible) sentences. Together
with the BeWSC data, there are ~110K instances.

* Textual entailment: all instances in the folds

14https://huggingface.co/datasets/GroNLP/
dutch-cola

dev_matched and dev_mismatched were taken
from MNLI (Williams et al., 2018), and all dev
instances — from XNLI (Conneau et al., 2018).
Since there are three balanced classes (entailment /
neutral / contradiction), we subsampled half of the
neutral / contradictory instances to represent non-
entailment. Together with the BeRTE-WD data,
there are ~40K instances.

Transfer learning allows to beat the trivial base-
line on BeWSC and BeRTE-WD (see Table 3).
Improvement is also observed in other datasets.

4.3 LLM baselines

We added configurations for BelarusianGLUE
tasks to a fork of Im-evaluation-harness (Gao
et al., 2024). Four types of prompts are examined:
* instructions in Belarusian, zero-shot or few-
shot (11 instances, the same as those provided to
humans to establish their baseline performance);
* instructions in English, zero-shot or few-shot
(first 10 instances in the dev set of each dataset).
Predictions are estimated from log probabilities
of the tokens @ / 1 to follow the target instance.
We measured the performance of local LLMs be-
low 15B parameters on BelarusianGLUE. Among
recent (as of December 2024) models and model
families with multilingual capabilities, we evalu-
ated Llama 3.1 and 3.2 (Dubey et al., 2024), Phi
3 and 3.5 (Abdin et al., 2024), Gemma 2 (Riviere
et al., 2024), Qwen 2 and 2.5 (Yang et al., 2024),
Mistral Nemo and Ministral (Jiang et al., 2023),
Aya 23 8B (Aryabumi et al., 2024). Additionally
we tested several models that demonstrate state-
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Figure 1: Local LLM size vs. accuracy on BelarusianGLUE. Each point represents a single evaluation run against a
local LLM with prompt in Belarusian (blue) or English (red), zero-shot (circle marks) or few-shot (triangle marks).
Scores < 0.5 are not shown. Dotted lines are human scores and the best BERT model scores on each dataset
respectively. Dashed line is the Pareto front of optimal LLM performance at given size.

of-the-art performance for Ukrainian and Russian:
Sherlock (Boros et al., 2024) and Vikhr (Nikolich
et al., 2024), based on various versions of Llama
and Mistral, — as well as several older multilingual
models: XGLM-7.5B (Lin et al., 2022), mGPT-
13B (Shliazhko et al., 2023), BLOOM (Scao et al.,
2023) and BLOOMZ (Muennighoff et al., 2023)
up to 7B parameters.

Our evaluation of state-of-the-art commercial
models was less systematic: we tested GPT-4o0 and
Claude 3.5 Sonnet, but, since their APIs don’t sup-
port sampling log probabilities for the tokens speci-
fied in advance (such as @ / 1), we only checked for
exact match. This may understate the true perfor-
mance of these models in comparison with the local
models. Due to Claude’s tendency to include rea-
soning in its outputs, an additional post-processing
step was required to extract predictions.

Full evaluation results are available in the Tables
6-9 in Appendix B. Among the local LLMs below
15B parameters, Gemma 2 9B is the top competi-
tor, in line with the findings of Thellmann et al.
(2024). When a model beats the trivial baseline of
50% accuracy, its few-shot scores tend to be better
than zero-shot ones, while the impact of prompting
language, Belarusian or English, isn’t as clear and
varies between datasets.

Figure 1 visualizes the dependency between
model size and its scores. Larger models gener-

ally perform better, although the Pareto fronts show
that the relation isn’t linear. Both in zero-shot and
in few-shot setting, LLMs outperform supervised
BERT baselines on BeSLS and, most impressively,
BeRTE-WD, which may be a sign of inherently
stronger reasoning capabilities. In other tasks, the
supervised baselines are closer to the human level.

Additionally, we tried fine-tuning Gemma 2 9B
with PEFT!3 on each of the five training sets sepa-
rately. LORA adapters were trained in 4-bit preci-
sion for 10 epochs with learning rate 2e-4, batch
size 64 on a single GPU. Snapshots were saved
once per epoch, and the best snapshot was selected
by the dev set loss. As shown in Table 5 in Ap-
pendix B, this brings some improvements, espe-
cially in BeWiC and BeRTE-WD, although there
doesn’t seem to be any consistent pattern.

Overall, the highest scores were observed
for commercial models with Belarusian prompts.
While both GPT-40 and Claude perform well with
Belarusian prompts in the zero-shot setting, their
behavior diverges with in-context examples. GPT-
40 maintains consistent performance with Belaru-
sian prompts and shows improvements in certain
tasks with the English ones. Claude 3.5 Sonnet
tends to provide reasoning, when prompted in Be-
larusian, and shows weaker performance on Be-
WSC with in-context examples.

Bhttps://github.com/huggingface/peft
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5 Discussion

Our findings indicate that a traditional GLUE-type
benchmark for a lower-resourced language (Be-
larusian) may still be challenging for the current
generation of LLMs. This offers a complementary
perspective to Fenogenova et al. (2024) who assess
the benchmarks existing for a related high-resource
language (Russian) to be not challenging enough.
Unlike Rybak et al. (2020), we find that a
multilingual pretrained BERT model, such as
mDeBERTa-v3, is able to outperform a more nar-
rowly focused, monolingual model, such as Belaru-
sian HPLT BERT, possibly due to more advanced
architecture or larger scale of the pre-training data.
Our results support the conventional wisdom that
the model size is not the only factor that affects the
down-stream performance (Hardalov et al., 2023).

6 Conclusion

We have introduced BelarusianGLUE and mea-
sured how BERT models and LLMs perform on
this novel benchmark, as compared with human per-
formance. The easiest dataset, BeSLS, is mostly
solved, although some of the instances in it are
challenging even for state-of-the-art commercial
LLMs: they are struggling to correctly classify
instances with implied positivity that relies on do-
main knowledge or complex pragmatics. For the
hardest dataset, BeWSC, there is still a significant
gap in performance between human and machine.
To obtain higher scores from the LLMs, further
prompting tweaks may be required.

We release the datasets'® and evaluation code.!”

In the future, we may want to expand the bench-
mark by adding a diagnostic dataset (present in
many of the GLUE-type benchmarks); a perplex-
ity dataset for evaluating generative capabilities
of multilingual LLMs, applied to Belarusian; a
culture-specific QA dataset that would be hard for
the current generation of LLMs but reasonably
easy for the native speakers, etc. Converting all
datasets to the alternative Belarusian orthographies,
taraskievica and facinka, may help understand how
the model performance on Belarusian language
tasks depends on the choice of orthography. Fol-
lowing the common practice, we may want to cre-
ate a leaderboard to automate evaluation of new
models on BelarusianGLUE. For the cutting-edge
reasoning models, not covered in our evaluation, it

16https ://hf.co/datasets/maaxap/BelarusianGLUE
"https://github.com/maaxap/BelarusianGLUE

remains to be investigated how the token budget
(Wang et al., 2024) affects performance. Finally,
the analysis of model errors is also a promising
direction of further research.
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A Sample instances

Dataset ID Instance Label
Nie razumieju, amu niekamu nie spadabatasia kniha.

‘I don’t understand why someone didn’t like the book.’
Stolki pafasu, a na vychadzie adzin psyk.

‘So much pathos, and nothing at the end.’

AleS zativaZyii na drevie niezvycajnych ptusak.

‘Ales noticed unusual birds on the tree.’

Jany li¢yli jaho talenavitymi.

‘They considered him talented.PL.’

U spravazdacnym daktadzie starsynia Zviarnuii uvahu
na Serah vaznych momantaii. | Uviecary ii ktubie,

pasla daktada, byta mastackaja castka.

‘In the status report, the chairman drew attention

to a number of important points. | In the evening

in the club, after the report, there was a performance.’
Hordaja hatava alenia, upryhoZanaja raskidzistymi rahami,
byta krychu pryiiZniata, vusy nasciaroZany. | Prypyniiisysia
na rahu vulicy, Natalla Maksimaiina pacakata,

pakul projdzie katona aiitamasyn z vajskoticami.

“The deer’s proud head, decorated with spreading antlers,
was slightly raised, the ears were alert. | Having stopped
at the corner of the street, Natalla Maksimatina waited
for a column of cars with soldiers to pass.’

Navat smiety voin byii biassilny supra¢ lutaha lva,

i navat vostry miec nie moh dapamahdcy jamu.

(= Navat vostry mie¢ nie moh dapamahcy voinu.)

‘Even a brave warrior was powerless against the fierce
lion, and even a sharp sword could not help him.’

(= ‘Even a sharp sword could not help the warrior.”)

Ja apusciii haracuju datori u vadu, i jana astyta.

(= Vada astyta.)

‘I dipped my hot palm into water, and it cooled down.’
(= ‘The water cooled down.”)

Natatka Babina pieraktata kulinarnuju knihu
«Litoiiskaja kucharka». = Natatka Babina maje dosvied
u halinie pieraktadu.

‘Natatka Babina translated the cookbook

“Lithuanian Cook”. = Natalka Babina has experience

in the field of translation.’

Kamianieckaja vieZa byta pabudavana 1i 1288 hodzie,

a Novy zamak u Hrodnie byii pabudavany ii 1751 hodzie.
= Kamianieckaja vieZa byta pabudavana bols jak na
Catyry stahodZdzi paZniej za Novy zamak u Hrodnie.
‘The Kamianiec Tower was built in 1288, and

the New Castle in Hrodna was built in 1751.

= The Kamianiec Tower was built more than

four centuries later than the New Castle in Hrodna.’

BeSLS

BelaCoLLA

BeWiC

BeWSC

BeRTE-WD

Table 4: Sample instances (in romanized spelling) with English translations.

B Detailed results of LLM evaluation

Dataset: BeSLS BelaCoLAid. BelaCoLA o.o.d. BeWiC BeWSC BeRTE-WD
Prompt language and type

Metric: acc acc / MCC acc / MCC acc acc acc
zero-shot  0.944 0.620/0.247 0.698 /0.397 0.585 0.585 0.664
Belarusian few-shot  0.960 0.663 / 0.327 0.698 /0.396 0.585 0.605 0.772
zero-shot w. fine-tuning  0.936 0.620/0.255 0.678/0.356 0.685 0.585 0.792
S zero-shot 0928  0.550/0.124  0.592/0.202  0.600 0575 0.764
English few-shot  0.952 0.580/0.235 0.708 / 0.443 0.633 0.605 0.781
zero-shot w. fine-tuning  0.956 0.643/0.287 0.686/0.379 0.635 0.605 0.814

Table 5: Results of Gemma 2 9B fine-tuning.
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Dataset: BeSLS BelaCoLA i.d. BelaCoLA o.0.d. BeWiC BeWSC BeRTE-WD

Metric: acc acc / MCC acc/ MCC acc acc acc
Model ID on HuggingFace Size Prec.
ai-forever/mGPT-13B 13,0 8bit 0.500 0.500 / 0.000 0.500/0.000 0.500 0.500 0.503
bigscience/bloom-1b1 1,1 full 0.504 0.500/ 0.000 0.500/0.000 0.500 0.500 0.503
bigscience/bloom-3b 3,0 full 0.488 0.497/-0.014 0.502/0.010 0.500 0.505 0.500
bigscience/bloom-7b1 7,1 full 0.500 0.500/ 0.000 0.500/0.000 0.500 0.500 0.500
bigscience/bloomz-1b1 1,1 full 0.520 0.510/0.023 0.492/-0.019 0.498 0.500 0.500
bigscience/bloomz-3b 3,0 full 0.500 0.500 / 0.000 0.498 / -0.026 0.500 0.500 0.500
bigscience/bloomz-7b1 7,1 full 0.500 0.500 / 0.000 0.500/0.000 0.500 0.500 0.500
CohereForAl/aya-23-8B 8,0 full 0.520 0.510/0.078 0.508 /0.074 0.500 0.490 0.503
facebook/xglm-7.5B 7,5 full 0.456 0.497 /-0.007 0.516/0.033 0.495 0.505 0.497
google/gemma-2-2b-it 2,6 full 0.596 0.497/-0.034 0.506 / 0.060 0.508 0.500 0.519
google/gemma-2-9b-it 9,2 full 0.944 0.620/ 0.247 0.698 / 0.397 0.585 0.585 0.664
meta-llama/Llama-3.1-8B-Instruct 8,0 full 0.884 0.530/0.063 0.598/0.198 0.508 0.530 0.636
meta-llama/Llama-3.2-1B-Instruct 1,2 full 0.556 0.500 / 0.000 0.520/0.040 0.493 0.495 0.492
meta-1lama/Llama-3.2-3B-Instruct 3,2 full 0.544 0.533/0.069 0.502 /0.004 0.518 0.500 0.539
microsoft/Phi-3-medium-4k-instruct 14,0 8bit 0.496 0.493/-0.019 0.494 /-0.020 0.528 0.495 0.578
microsoft/Phi-3-small-8k-instruct 7.4 full 0.540 0.537/0.091 0.492 /-0.021 0.538 0.510 0.572
microsoft/Phi-3.5-mini-instruct 3,8 full 0.552 0.537/0.133 0.498 / -0.009 0.495 0.500 0.506
mistralai/Ministral-8B-Instruct-2410 8,0 full 0.900 0.563/0.171 0.574/0.186 0.553 0.535 0.614
mistralai/Mistral-Nemo-Instruct-2407 12,2 8bit 0.880 0.550/0.164 0.606 /0.297 0.503 0.520 0.658
Qwen/Qwen2-0.5B-Instruct 0,5 full 0.504 0.523/0.084 0.504/0.014 0.498 0.505 0.500
Qwen/Qwen2-1.5B-Instruct 1,5 full 0.512 0.503/0.058 0.498 / -0.045 0.500 0.480 0.533
Qwen/Qwen2-7B-Instruct 7,6 full 0.516 0.507 / 0.082 0.522/0.129 0.498 0.530 0.644
Qwen/Qwen2.5-0.5B-Instruct 0,5 full 0.536 0.490 /-0.046 0.502/0.009 0.498 0.500 0.497
Qwen/Qwen2.5-1.5B-Instruct 1,5 full 0.616 0.440/-0.120 0.484 /-0.032 0.523 0.500 0.539
Qwen/Qwen2.5-3B-Instruct 3,1 full 0.528 0.507/0.034 0.488 /-0.036 0.610 0.505 0.600
Qwen/Qwen2.5-7B-Instruct 7,6 full 0.400 0.550/0.115 0.548 /0.123 0.550 0.520 0.697
Qwen/Qwen2.5-14B-Instruct 14,8 8bit 0.436 0.520/0.065 0.522/0.091 0.590 0.580 0.719
SherlockAssistant/Mistral-7B- 72 ful 0536 051370038  0550/0.116 0490  0.500 0.550
Instruct-Ukrainian
Vikhrmodels/Vikhr-7B-instruct_0.4 7,6 full 0.612 0.497/-0.018 0.506/0.041 0.503 0.490 0.519
Vikhrmodels/Vikhr-Llama3.1-8B-
Instruct-R-21-09-24 8,0 full 0.840 0.580/0.169 0.608 /0.218 0.508 0.560 0.639
o o128~ 122 8bit 0904  0543/0.087  0622/0245 0513 0560 0.675
claude-3-5-sonnet-20241022 — — 0.956 0.747 / 0.523 0.882/0.767 0.878 0.775 0.778
gpt-40-2024-11-20 — — 0.976 0.700/0.473 0.860/0.739 0.850 0.710 0.889

Table 6: Results of LLM evaluation with zero-shot prompts in Belarusian.

Dataset: BeSLS BelaCoLA i.d. BelaCoLA o.0.d. BeWiC BeWSC BeRTE-WD

Metric: acc acc / MCC acc / MCC acc acc acc
Model ID on HuggingFace Size Prec.
ai-forever/mGPT-13B 13,0 8bit 0.500 0.500 / 0.000 0.500/0.000 0.505 0.500 0.500
bigscience/bloom-1bl 1,1 full 0.508 0.490/-0.101 0.500/ 0.000 0.495 0.500 0.497
bigscience/bloom-3b 3,0 full 0.552 0.490/-0.038 0.498 /-0.007 0.483 0.500 0.494
bigscience/bloom-7b1 7,1 full 0.504 0.500/ 0.000 0.500/0.000 0.500 0.500 0.497
bigscience/bloomz-1b1 1,1 full 0.500 0.500 / 0.000 0.500/0.000 0.500 0.500 0.500
bigscience/bloomz-3b 3,0 full 0.500 0.500 / 0.000 0.500/0.000 0.500 0.500 0.500
bigscience/bloomz-7b1 7.1 full 0.504 0.500 / 0.000 0.500/ 0.000 0.460 0.500 0.500
CohereForAl/aya-23-8B 8,0 full 0.636 0.510/0.028 0.520/0.051 0.500 0.500 0.528
facebook/xglm-7.5B 7,5 full 0.568 0.533/0.077 0.510/0.025 0.500 0.500 0.511
google/gemma-2-2b-it 2,6 full 0.712 0.503/0.010 0.534/0.105 0.600 0.515 0.539
google/gemma-2-9b-it 9,2 full 0.960 0.663 /0.327 0.698 / 0.396 0.585 0.605 0.772
meta-llama/Llama-3.1-8B-Instruct 8,0 full 0.912 0.520/0.067 0.550/0.133 0.580 0.580 0.672
meta-1lama/Llama-3.2-1B-Instruct 1,2 full 0.572 0.490 /-0.046 0.506/0.038 0.535 0.500 0.531
meta-1lama/Llama-3.2-3B-Instruct 3,2 full 0.784 0.497 /-0.008 0.504 /0.009 0.525 0.515 0.583
microsoft/Phi-3-medium-4k-instruct 14,0 8bit 0.740 0.530/0.065 0.526/0.058 0.555 0.550 0.611
microsoft/Phi-3-small-8k-instruct 7.4 full 0.668 0.507/0.019 0.502 /0.006 0.530 0.495 0.617
microsoft/Phi-3.5-mini-instruct 3,8 full 0.608 0.483/-0.035 0.490 /-0.022 0.503 0.530 0.525
mistralai/Ministral-8B-Instruct-2410 8,0 full 0.872 0.587/0.201 0.612/0.249 0.585 0.560 0.694
mistralai/Mistral-Nemo-Instruct-2407 12,2 8bit 0.908 0.607/0.213 0.666/0.334 0.615 0.600 0.719
Qwen/Qwen2-0.5B-Instruct 0,5 full 0.568 0.470 /-0.065 0.492/-0.017 0.435 0.505 0.514
Qwen/Qwen2-1.5B-Instruct 1,5 full 0.692 0.503/0.034 0.500/ 0.000 0.508 0.510 0.544
Qwen/Qwen2-7B-Instruct 7,6 full 0.864 0.530/0.071 0.560/0.138 0.558 0.535 0.664
Qwen/Qwen2.5-0.5B-Instruct 0,5 full 0.592 0.500/ 0.000 0.472 /-0.060 0.443 0.515 0.500
Qwen/Qwen2.5-1.5B-Instruct 1,5 full 0.584 0.513/0.028 0.522/0.046 0.468 0.510 0.544
Qwen/Qwen2.5-3B-Instruct 3,1 full 0.536 0.517/0.033 0.550/0.105 0.505 0.480 0.597
Qwen/Qwen?2.5-7B-Instruct 7,6 full 0.788 0.573/0.148 0.610/0.220 0.590 0.580 0.697
Qwen/Qwen2.5-14B-Instruct 14,8 8bit 0.888 0.577/0.201 0.620/0.286 0.693 0.610 0.750
SherlockAssistant/Mistral-7B- N

S 7,2 full 0.748 0.510/0.024 0.534/0.087 0.528 0.505 0.622

Instruct-Ukrainian
Vikhrmodels/Vikhr-7B-instruct_0.4 7,6 full 0.764 0.510/0.026 0.494/-0.014 0.548 0.510 0.594
Vikhrmodels/Vikhr-Llama3.1-8B-
Instruct-R-21-09-24 8,0 full 0.920 0.557/0.136 0.600/0.227 0.590 0.610 0.686
I‘;‘;?i‘fgf;’_\(f)ngemOMB' 122 8bit 0920  0510/0.039 0.526/0.136 0.593 0.610 0.739
claude-3-5-sonnet-20241022 — — 0.964 0.773 / 0.565 0.874/0.748 0.755 0.570 0.806
gpt-40-2024-11-20 — — 0.980 0.733/0.513 0.864/0.733 0.843 0.740 0.883

Table 7: Results of LLM evaluation with few-shot prompts in Belarusian.
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Dataset: BeSLS BelaCoLA i.d. BelaCoLA o.0.d. BeWiC BeWSC BeRTE-WD

Metric: acc acc / MCC acc/ MCC acc acc acc
Model ID on HuggingFace Size Prec.
ai-forever/mGPT-13B 13,0 8bit 0.500 0.500 / 0.000 0.500/0.000 0.500 0.500 0.500
bigscience/bloom-1b1 1,1 full 0.500 0.500/ 0.000 0.500/0.000 0.500 0.500 0.500
bigscience/bloom-3b 3,0 full 0.500 0.500 / 0.000 0.500 / 0.000 0.500 0.500 0.500
bigscience/bloom-7b1 7,1 full 0.500 0.500/ 0.000 0.500/0.000 0.500 0.500 0.500
bigscience/bloomz-1b1 1,1 full 0.500 0.500/ 0.000 0.500/0.000 0.500 0.510 0.500
bigscience/bloomz-3b 3,0 full 0.500 0.500 / 0.000 0.500/0.000 0.500 0.500 0.500
bigscience/bloomz-7b1 7,1 full 0.500 0.500 / 0.000 0.500/0.000 0.500 0.500 0.503
CohereForAl/aya-23-8B 8,0 full 0.656 0.503/0.034 0.488 / -0.064 0.498 0.500 0.542
facebook/xglm-7.5B 7,5 full 0.500 0.500/ 0.000 0.500 / 0.000 0.500 0.500 0.500
google/gemma-2-2b-it 2,6 full 0.852 0.533/0.083 0.520/0.057 0.515 0.510 0.575
google/gemma-2-9b-it 9,2 full 0.928 0.550/0.124 0.592/0.202 0.600 0.575 0.764
meta-llama/Llama-3.1-8B-Instruct 8,0 full 0.840 0.497 /-0.026 0.498 /-0.014 0.493 0.520 0.642
meta-llama/Llama-3.2-1B-Instruct 1,2 full 0.532 0.500 / 0.000 0.500/0.000 0.505 0.500 0.506
meta-1lama/Llama-3.2-3B-Instruct 3,2 full 0.688 0.500/ 0.000 0.504 /0.037 0.483 0.500 0.553
microsoft/Phi-3-medium-4k-instruct 14,0 8bit 0.708 0.493/-0.041 0.502/0.020 0.520 0.515 0.606
microsoft/Phi-3-small-8k-instruct 7.4 full 0.756 0.530/0.070 0.522/0.045 0.473 0.480 0.625
microsoft/Phi-3.5-mini-instruct 3,8 full 0.700 0.517/0.041 0.518/0.049 0.498 0.490 0.517
mistralai/Ministral-8B-Instruct-2410 8,0 full 0.840 0.487/-0.074 0.500/0.000 0.513 0.510 0.658
mistralai/Mistral-Nemo-Instruct-2407 12,2 8bit 0.892 0.477/-0.063 0.520/0.048 0.553 0.540 0.700
Qwen/Qwen2-0.5B-Instruct 0,5 full 0.504 0.500 / 0.000 0.500/0.000 0.498 0.500 0.514
Qwen/Qwen2-1.5B-Instruct 1,5 full 0.556 0.503/0.018 0.490 / -0.052 0.500 0.505 0.578
Qwen/Qwen2-7B-Instruct 7,6 full 0.744 0.543/0.096 0.522/0.044 0.575 0.515 0.661
Qwen/Qwen2.5-0.5B-Instruct 0,5 full 0.500 0.500/ 0.000 0.502/0.045 0.500 0.505 0.508
Qwen/Qwen2.5-1.5B-Instruct 1,5 full 0.704 0.500/ 0.000 0.502/0.045 0.495 0.500 0.572
Qwen/Qwen2.5-3B-Instruct 3,1 full 0.776 0.530/0.064 0.542/0.090 0.500 0.525 0.625
Qwen/Qwen2.5-7B-Instruct 7,6 full 0.756 0.500 / 0.000 0.508 /0.037 0.505 0.540 0.697
Qwen/Qwen2.5-14B-Instruct 14,8 8bit 0.848 0.533/0.067 0.552/0.105 0.508 0.560 0.692
SherlockAssistant/Mistral-7B- 72 ful 0764  0560/0.121  0504/0.008 0533  0.505 0.606
Instruct-Ukrainian
Vikhrmodels/Vikhr-7B-instruct_0.4 7,6 full 0.508 0.510/0.027 0.516/0.045 0.538 0.505 0.625
Vikhrmodels/Vikhr-Llama3.1-8B-
Instruct-R-21-09-24 8,0 full 0.780 0.497/-0.034 0.504 /0.023 0.543 0.545 0.644
o o128+ 122 8bit 0876  0533/0.068  0540/0.087 0495 0520 0.594
claude-3-5-sonnet-20241022 — — 0.828 0.670/0.389 0.808/0.632 0.585 0.710 0.506
gpt-40-2024-11-20 — — 0.964 0.680/ 0.450 0.814/0.674 0.845 0.685 0.911

Table 8: Results of LLM evaluation with zero-shot prompts in English.

Dataset: BeSLS BelaCoLA i.d. BelaCoLA o.0.d. BeWiC BeWSC BeRTE-WD

Metric: acc acc / MCC acc / MCC acc acc acc
Model ID on HuggingFace Size Prec.
ai-forever/mGPT-13B 13,0 8bit 0.500 0.497 /-0.058 0.470/-0.070 0.483 0.500 0.514
bigscience/bloom-1bl 1,1 full 0.496 0.497/-0.034 0.470/-0.070 0.490 0.500 0.514
bigscience/bloom-3b 3,0 full 0.576 0.510/0.025 0.462/-0.076 0.478 0.505 0.494
bigscience/bloom-7b1 7,1 full 0.616 0.497 /-0.058 0.496 /-0.014 0.525 0.500 0.500
bigscience/bloomz-1b1 1,1 full 0.500 0.500 / 0.000 0.496 / -0.063 0.500 0.500 0.500
bigscience/bloomz-3b 3,0 full 0.500 0.500 / 0.000 0.480/-0.094 0.500 0.500 0.500
bigscience/bloomz-7b1 7.1 full 0.496 0.500 / 0.000 0.498 /-0.045 0.500 0.500 0.503
CohereForAl/aya-23-8B 8,0 full 0.820 0.513/0.033 0.560/0.120 0.528 0.500 0.622
facebook/xglm-7.5B 7,5 full 0.504 0.473 /-0.056 0.488 /-0.030 0.508 0.505 0.494
google/gemma-2-2b-it 2,6 full 0.884 0.543/0.157 0.594 /0.205 0.530 0.475 0.631
google/gemma-2-9b-it 9,2 full 0.952 0.580/0.235 0.708 / 0.443 0.633 0.605 0.781
meta-llama/Llama-3.1-8B-Instruct 8,0 full 0.912 0.540/0.160 0.596/0.215 0.558 0.525 0.706
meta-1lama/Llama-3.2-1B-Instruct 1,2 full 0.692 0.513/0.031 0.510/0.020 0.500 0.510 0.514
meta-1lama/Llama-3.2-3B-Instruct 3,2 full 0.820 0.533/0.096 0.556/0.112 0.515 0.495 0.625
microsoft/Phi-3-medium-4k-instruct 14,0 8bit 0.808 0.487 /-0.068 0.548 /0.096 0.558 0.525 0.647
microsoft/Phi-3-small-8k-instruct 7.4 full 0.784 0.523/0.084 0.520/0.058 0.523 0.495 0.608
microsoft/Phi-3.5-mini-instruct 3,8 full 0.720 0.490/-0.028 0.520/0.040 0.533 0.490 0.536
mistralai/Ministral-8B-Instruct-2410 8,0 full 0.932 0.517/0.068 0.624/0.297 0.515 0.520 0.764
mistralai/Mistral-Nemo-Instruct-2407 12,2 8bit 0.940 0.553/0.154 0.648 /0.343 0.595 0.540 0.769
Qwen/Qwen2-0.5B-Instruct 0,5 full 0.632 0.500 / 0.000 0.494 /-0.018 0.500 0.500 0.500
Qwen/Qwen2-1.5B-Instruct 1,5 full 0.664 0.503 /0.009 0.496 /-0.023 0.505 0.505 0.569
Qwen/Qwen2-7B-Instruct 7,6 full 0.888 0.510/0.046 0.564/0.171 0.608 0.505 0.692
Qwen/Qwen2.5-0.5B-Instruct 0,5 full 0.500 0.503 /0.008 0.496 / -0.045 0.500 0.500 0.508
Qwen/Qwen2.5-1.5B-Instruct 1,5 full 0.752 0.487/-0.028 0.540/0.094 0.503 0.510 0.533
Qwen/Qwen2.5-3B-Instruct 3,1 full 0.772 0.540/0.082 0.584/0.190 0.500 0.515 0.650
Qwen/Qwen?2.5-7B-Instruct 7,6 full 0.904 0.567/0.179 0.642/0.285 0.575 0.490 0.731
Qwen/Qwen2.5-14B-Instruct 14,8 8bit 0.924 0.587/0.174 0.658 /0.339 0.600 0.525 0.758
SherlockAssistant/Mistral-7B- N

S 7,2 full 0.836 0.557/0.114 0.560/0.122 0.510 0.535 0.639

Instruct-Ukrainian
Vikhrmodels/Vikhr-7B-instruct_0.4 7,6 full 0.752 0.500 / 0.000 0.536/0.098 0.550 0.510 0.642
Vikhrmodels/Vikhr-Llama3.1-8B-
Instruct-R-21-09-24 8,0 full 0.936 0.590/0.233 0.614/0.256 0.548 0.550 0.714
I‘:}‘;?i‘fgf;’_\(f)ﬁhfemo'lm' 122 8bit 0932 0.590/0.186 0.606 /0.246 0.585 0.570 0.761
claude-3-5-sonnet-20241022 — — 0.888 0.667/0.383 0.754 /0.540 0.585 0.515 0.656
gpt-40-2024-11-20 — — 0.976 0.720/ 0.506 0.864 / 0.742 0.848 0.740 0.914

Table 9: Results of LLM evaluation with few-shot prompts in English.
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