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Abstract
Designing solutions for complex engineering
challenges is crucial in human production ac-
tivities. However, previous research in the
retrieval-augmented generation (RAG) field has
not sufficiently addressed tasks related to the
design of complex engineering solutions. To
fill this gap, we introduce a new benchmark,
SolutionBench, to evaluate a system’s ability
to generate complete and feasible solutions for
engineering problems with multiple complex
constraints. To further advance the design of
complex engineering solutions, we propose a
novel system, SolutionRAG, that leverages the
tree-based exploration and bi-point thinking
mechanism to generate reliable solutions. Ex-
tensive experimental results demonstrate that
SolutionRAG achieves state-of-the-art (SOTA)
performance on the SolutionBench, highlight-
ing its potential to enhance the automation
and reliability of complex engineering solu-
tion design in real-world applications. https:
//github.com/icip-cas/DeepSolution.

1 Introduction

Designing solutions for complex engineering re-
quirements is a crucial work in human produc-
tion activities (Ogot and Kremer, 2004; ElMaraghy
et al., 2012). These requirements typically include
multiple real-world constraints and expect com-
plete and feasible solutions (e.g., Design a safe and
efficient hospital construction plan in an area with
annual rainfall of 3000 millimeters, expansive soil
conditions, and frequent seismic activity). Human
experts complete such work by consulting exten-
sive professional knowledge, carefully designing,
and strictly deliberating, which require significant
time and human resources (Kalogerakis et al., 2010;
De Weck et al., 2011). With the continuous devel-
opment of retrieval-augmented generation (RAG)
techniques, the engineering fields anticipate a cred-
ible RAG system that can automatically generate
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Please design a safe and efficient hospital
construction plan in an area with annual
rainfall of 3000 millimeters, expansive soil
conditions, and the frequent seismic activity.

 
Using preloading technology to alleviate soil 
swelling and enhance earthquake resistance. 
Then using Nano materials for foundation to 
alleviate corrosion caused by high rainfall and 
reduce horizontal fluctuations from seismic …

Engineering Requirement   

Reliable Solution

Age of President’s first son?

Engine’s working principle?

Question of Multi-hop QA

Question of Long-form QA

10 years old.

 

The material composition 
is… and the structure is…

Answer of Multi-hop QA

Answer of Long-form QA

Proposed Task and System in This Work Prior Related Works

SolutionRAG via Bi-point Thinking Tree

Design process Solution judging

Pruned solution node
Retained solution node
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Retained comment node
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Multi-round RAG

…
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RAG

Round-n 
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Figure 1: This paper proposes the complex engineering
solution design task and a new system that can generate
reliable solutions via the bi-point thinking tree.

reliable solutions for these complex engineering
requirements (Yu et al., 2024; Zhou et al., 2024).

Unfortunately, prior works in RAG field do not
sufficiently research the complex engineering solu-
tion design task. Existing relevant papers mainly fo-
cus on Long-form QA or Multi-hop QA (Zhu et al.,
2024; Tan et al., 2024), where the questions are
integrated or composed of multiple sub-questions
and the expected answers are typically assembled
knowledge paragraphs or entity fragments. Unlike
these tasks, requirements of the complex engineer-
ing solution design task involve multiple real-world
constraints and demand complete and feasible so-
lutions (Fortus et al., 2005; Jonassen et al., 2006),
as shown in Figure 1. Therefore, researching com-
plex engineering solution design based on RAG
technology is a valuable gap that needs to be filled.

To fill this gap, we first introduce a new bench-
mark, SolutionBench, to evaluate whether a sys-
tem can generate complete and feasible solutions
for complex engineering requirements with multi-
ple constraints. Firstly, to ensure the data source’s
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authority, authenticity, and diversity, we collect
thousands of engineering reports about solution
design from authoritative journals in various engi-
neering domains. Then, to build data that is con-
venient for testing and evaluation, we refer to the
generative information extraction technologies (Lu
et al., 2022; Zhang et al., 2025) and employ LLMs
to extract useful content from these reports based
on a manually formatted template, capturing real-
world complex requirements, expert-authored so-
lutions, analytical knowledge used to interpret the
requirements, technical knowledge applied in ad-
dressing the requirements, and explanations for
the expert’s solution design process. Finally, we
manually verify and revise the extracted content,
merge all knowledge within the same domain into
a unified knowledge base, and then harvest a com-
plete benchmark for complex engineering solution
design that covers eight engineering domains.

To further advance complex engineering solu-
tion design, we propose SolutionRAG, which can
generate reliable solutions through tree-based ex-
ploration and bi-point thinking. Firstly, the im-
provement process from suboptimal solutions to
reliable solutions is flexible, rather than with a
fixed reasoning pattern. Therefore, SolutionRAG
conducts the tree-based exploration, where each
branch represents a different improvement direc-
tion. Secondly, due to the presence of multiple real-
world constraints within the requirements, system-
generated solutions cannot guarantee the satisfac-
tion of all constraints. Therefore, SolutionRAG
employs the bi-point thinking, which alternates be-
tween solution designing and reviewing during the
tree growth, gradually improving reliability of gen-
erated solutions. Finally, to balance inference effi-
ciency and performance, SolutionRAG implements
pruning based on node evaluation, which can keep
the inference process along the most promising
solutions and the most helpful reviewed comments.

In experiments, we evaluate various types of
methods on SolutionBench to assess their ability
in complex engineering solution design, including
deep thinking models without RAG, standard RAG
approaches, multi-round iterative RAG methods,
and our SolutionRAG. Experimental results show
that LLMs relying solely on internal knowledge
cannot effectively solve such tasks. Previous RAG
methods also fail to generate satisfactory solutions.
In contrast, our proposed SolutionRAG proves to
be a more advanced approach. The main contribu-
tions of this paper can be summarized as follows:

• We construct SolutionBench, which can evalu-
ate a system’s ability for complex engineering
solution design from real-world scenarios.

• We propose SolutionRAG, which can boost
complex engineering solution design through
tree-based exploration and bi-point thinking.

• We conduct extensive experiments, and results
show existing methods perform poorly and
SolutionRAG is an advanced improvement.

2 SolutionBench

As mentioned above, research on complex engi-
neering solution design tasks has significant value
in enhancing the productivity of human society, but
previous works in RAG field do not explore this
in depth. Therefore, this paper introduces a new
benchmark, SolutionBench, which can evaluate a
system’s ability to design solutions for complex en-
gineering requirements. Specifically, as illustrated
in Figure 2, we first collect engineering technical
reports about complex solution design from author-
itative journals across various engineering fields.
Then, based on manually formatted extraction tem-
plates, we use powerful LLMs to implement useful
content extraction. Finally, after manually check-
ing and removing redundancy, the extracted content
is integrated into a complete benchmark. Here is
detailed process of constructing SolutionBench:

2.1 Authoritative Data Source
To ensure the credibility of benchmark, we primar-
ily consider two key factors when determining data
sources: the authority and authenticity of data, as
well as the diversity of engineering domains.

Authority and Authenticity. In order to ensure
the benchmark’s evaluation results can accurately
reflect the system’s capabilities under real engi-
neering requirements, it is essential to ensure the
data sources come from authoritative experts and
real-world scenarios. To this end, we select authori-
tative journals in engineering fields as data sources,
choosing engineering reports that involve complex
engineering solution design. The requirements in
these reports are derived from real industrial sce-
narios and provided by industry experts under strict
peer review, thus ensuring the authenticity and au-
thority of data sources. The detailed list of used
engineering journals is shown in Appendix A.

Domain Diversity. Since the need for complex
engineering solution design is urgent in multiple
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Reports

Template

Extracted
Content

Solution
Bench

1. Technical report about one hospital
construction in a frequent seismic high
rainfall area with expansive soil condition.

2. Design of the remediation plan for the
polycyclic hydrocarbon contaminated sites.

3. Design of grinding system for aircraft
engine integrated blade robot.

…

Engineering Reports SolutionBench

Datapoints
ID: 1, Domain: Arc., Source: Report1,
Requirement: Design a safe and efficient
hospital construction plan in area with …
Solution: Using preloading technology to
alleviate soil swelling and enhance the …
Analytical K.: [1,4], Technical K.: [2,5]
Explanation: First concern on expansive
soil’s water-swelling by the preloading …

ID: 2, …

Knowledge Base
1. Impact of earthquakes is reflected in
horizontal vibration causing the ground …
2. Nano bearings can reduce the horizontal
seismic vibration by special structure and...
3. Artificial heat metering can enable real-
time monitoring of the radiator heating …
4. Expansive soil causes ground to bulge
when absorbing water due to the porous …
5. Static preloading can effectively reduce
soil settlement by overweight machinery…

Environment

Water

Telecom

Transportation

Mining Architecture

Aerospace Farming

Engineering Domains

Figure 2: Illustration of the SolutionBench construction method, which includes collecting technology reports from
engineering journals to ensure authority and authenticity, extracting useful content based on a manually formatted
template and powerful LLMs, and finally harvesting the benchmark after manual verification and merging.

engineering domains, the data sources used to con-
struct benchmark must cover a broad range of do-
mains to ensure comprehensive evaluation. To this
end, we select authoritative journals from eight ma-
jor categories based on the discipline classification
mechanism of the search websites: Environment,
Mining, Transportation, Aerospace, Telecom, Ar-
chitecture, Water Resource, and Farming. The cov-
erage of these fields ensures that the data sources
include diverse engineering scenarios, providing a
broad reference for system evaluation.

2.2 Template-based Extraction via LLM

To transform original engineering technical reports
into data for evaluation and scoring, we format a
template manually and extract following content
from each report via LLMs: requirement, solution,
analytical knowledge, technical knowledge, and
explanation, based on the generative information
extraction (Lu et al., 2022; Zhang et al., 2025).

Template. In order to facilitate the testing and
scoring, we format an extraction template includ-
ing following keys: (1) Requirement, which refers
to the complex needs from real engineering scenar-
ios addressed in reports, (2) Solution, which is the
complete and reliable solution designed by top in-
dustry experts, (3) Analytical Knowledge, which is
the professional knowledge used by experts when
analyzing the complex requirements during solu-
tion design process (e.g., Impact of earthquakes
is mainly reflected in horizontal vibration), (4)
Technical Knowledge, which is the professional
knowledge used by experts to address the complex
requirements and develop the complete solutions
(e.g., Nano bearings can reduce the horizontal seis-
mic vibration by special structure), (5) Explana-
tion, which outlines how the experts use analytical
knowledge and technical knowledge to analyze the
complex requirements and gradually design com-

plete solutions. This explanation can serve as an
auxiliary reference during the evaluation process.
The complete template used to implement the ex-
traction process is shown in the Appendix B.

Extraction Process. Since the original engineer-
ing reports are in PDF format and cannot be directly
processed for content extraction, we first use the
marker tool1 to convert the PDF files into plain text.
And then we input the plain text along with the
manually formatted template into GPT-4o (Ope-
nAI, 2024a), extracting content as described in the
template. Finally we transform extracted content
into JSON format and save it for further process.

2.3 Manual Data Verification

To further ensure the credibility of the benchmark,
we manually check correctness and remove the
redundancy for the extracted content.

Correctness Checking. Since the LLM is a prob-
abilistic model and cannot guarantee that every
extracted piece of content aligns with our speci-
fications, we manually check each extracted con-
tent. On one hand, we examine whether the content
matches the information in original engineering re-
ports, on the other hand, we assess whether the
content adheres to definitions in the template. For
incorrect content, we directly correct it manually.

Redundancy Removing. Since we select many
technical reports as data sources for each engineer-
ing domain, the analytical knowledge and technical
knowledge used to address complex requirements
from the same domain may be similar or even iden-
tical, resulting in redundancy when constructing
a large knowledge base. Therefore, we manually
check duplicates for the knowledge in each domain.
If duplicates are found, we manually merge the
redundant knowledge to one knowledge.

1https://github.com/VikParuchuri/marker
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Engineering Domain # Datapoint # Knowledge

Environment (Env.) 119 554
Mining (Min.) 117 543
Transportation (Tra.) 124 870
Aerospace (Aer.) 115 802
Telecom (Tel.) 116 840
Architecture (Arc.) 118 858
Water Resource (Wat.) 119 802
Farming (Far.) 122 868

Table 1: Statistics of the SolutionBench, which include
data and knowledge across eight engineering domains.
The number of datapoints in dataset and the number of
knowledge in knowledge base are shown above.

2.4 Datapoint and Knowledge Base

After above manual verification, we do content
integrate and get 8 high-quality datasets for the 8
domains, correspondingly with 8 knowledge base.
The detailed statistics of benchmark is in Table 1.

Datapoint Format. The content of datapoints of
every domain is as following formula:

D = {qi, si, {k(a)j }Ai
j=1, {k

(t)
j }Ti

j=1, ei}Ni=1 (1)

where D is the dataset for one domain, N is data
number, qi is one requirement, si is the goldn so-
lution, k(a)j is an analytical knowledge used for

qi and Ai is the total number, k(t)j is a technical
knowledge used for qi and Ti is the total number.

Knowledge Base. In order to get the referential
knowledge base for each engineering domain, we
collect all the k(a)j and k

(t)
j within the same domain

into a large corpus, as shown in following:

K = ∪[{k(a)j }Ai
j=1, {k

(t)
j }Ti

j=1] = {ki}Mi=1 (2)

where K is the knowledge base for one domain,
and M is the number of knowledge in K.

Evaluation Formulating. There are two ways to
using SolutionBench for evaluation. The first one
is that given a requirement q and expect an reliable
solution ŝ, as shown in following formula:

ŝ = F(q) (3)

And the second one is RAG setting, which extra
provides the relevant knowledge base for retrieval
and augmentation, as shown in following formula:

ŝ = F(q,K) (4)

Since the completion of above tasks requires var-
ious engineering expertise, which is prone to hallu-
cination issues in regular-sized LLMs (Jiang et al.,
2023), we mainly focus on the RAG setting in this
paper. At the same time, we also test some power-
ful deep reasoning LLMs in experiments without
using RAG, the details are in Section 4.

3 SolutionRAG

To further advance research in complex engineer-
ing solution design, we propose SolutionRAG, a
system that can generate reliable solutions through
tree-based exploration and bi-point thinking. Spe-
cially, as illustrated in Figure 3, since the improve-
ment process from a suboptimal solution to a reli-
able one is flexible and lacks a fixed reasoning pat-
tern, SolutionRAG performs tree-base exploration
to find the most effective improvement process for
each input requirement. Moreover, due to the multi-
ple real-world constraints within the requirements,
the system cannot directly guarantee the generated
solutions satisfy all constraints. Therefore, Solu-
tionRAG employs a bi-point thinking approach,
alternating between solution design and review,
gradually enhancing the solution’s completeness
and reliability. Finally, to balance inference perfor-
mance and efficiency, SolutionRAG employs node
evaluation to prune the tree, ensuring that the infer-
ence process follows the most promising solutions
and the most helpful reviewed comments.

3.1 Bi-point Thinking Tree

To explore the optimal process for solution im-
provement during inference and ensure the output
solutions meet all constraints in the requirements,
SolutionRAG performs inference based on a bi-
point thinking tree, which consists of alternating
connected solution nodes and comment nodes.

Solution Node. The content within a solution
nodes is the solution designed for the given require-
ment, which is expected to be a complete and feasi-
ble solution meeting all constraints specified in the
requirement. The solution nodes at the shallower
levels of the tree typically have a lower degree of
reliability for the given requirement, while those
at deeper levels have a higher degree of reliability.
For convenience, we use s

(i)
j represents the j-th

solution node at the i-th layer of the tree.

Comment Node. The content within a comment
node is the comment obtained from reviewing a
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Requirement
Please design a safe and efficient hospital
construction plan in an area with annual
rainfall of 3000 millimeters, expansive soil
conditions, and the frequent seismic activity.

Solution 1-2
Using the preloading technology to alleviate the
soil swelling and enhance earthquake resistance.
Then using steel materials for the robust base…

Comment 2-1
Above ignores high rainfall and
the expansive soil conditions,
which will cause corrosion and
instability for building structure.

Comment 2-2
Preloading in above solution is
useful for resisting the seismic
activity. But not consider the
expansive soil and high rainfall.

Comment 2-3
Steel material is easily damaged
by the corrosive substances from
rainfall, and cannot resist seismic
horizontal fluctuations from …

Comment 2-4
Above is ok for expansive soil
and the seismic activity of the
requirement. But it not consider
aesthetic appearance issue, ...

Solution 1-1
The requirement difficulty is only in seismic
activity causing foundation instability, thus we do
preloading technology for a robust foundation, …

Solution 3-1
Improvement for Solution 1-2,
changing steel to the Nano to
alleviate horizontal fluctuations
and high rainfall’s corrosion …

Solution 3-2
Improve the Solution 1-2, using
great electrical-based corrosion-
protection steel base to resist the
high rainfall’s corrosive issue.

Solution 3-3
Keep Solution 1-2 because the
aesthetic appearance issues in
comment is not a key problem
of the original requirement.

Solution 3-4
Improve Solution 1-2 by using
the regular beautiful appearance
method, this is not the key point
in original requirement.

Comment 4-1
This is a complete and reliable
solution, all the possible issue
from real-world constraints of
requirement is addressed.

Comment 4-2
Above can resist high rainfall,
expansive soil and the seismic
activity, but still not complete
in detail, such as parameter …

Comment 4-3
By knowledge, expansive soil
in requirement cause electrical-
based steel to not-work, above
solution is bad and will cause…

Comment 4-4
The electrical-based corrosion-
protection steel technology in
above solution can resist high
rainfall’s corrosive issue but …

Pruned comment node Review process

Retained comment node Solution judging

Pruned solution node Design process

Retained solution node Comment judging

Reliability
Score: 1 Reli. Score: 2 Reli. Score: 3 Reli. Score: 4

Helpfulness Score: 3 Help. Score: 4
Help.
Score: 1

Help.
Score: 1

Reli. Score: 5 Reli. Score: 4 Reli. Score: 1 Reli. Score: 3

Review
Input

1-2

Proposal
1 Steel ok for rain ?
2 Nice appearance ?

Retrieval
1 Steel feature is …
2 Appearance plan… 

Comments
2-3 2-4

KB

Design
Input
1-2

Retrieval
1 Nano is used to…
2 Corrosion-protect…

Solutions

KB

Proposal
1 Change material ?
2 Add protection ?

3-23-1

2-3

Figure 3: Illustration of SolutionRAG, we set the child number of each node as 2 for easy presentation above.
SolutionRAG uses tree-based exploration to find optimal solution improvement process, bi-point thinking to
guarantee generated solutions satisfy all constraints, and a pruning mechanism to balance efficiency and performance.

particular solution, which indicates the aspects in
which the solution still has deficiencies with re-
spect to the given requirement. For convenience
of description, we use c

(i+1)
j represents the j-th

comment node at the (i+ 1)-th layer of the tree.

Tree Structure. The above-mentioned solution
nodes and comment nodes are alternately con-
nected to form a bi-point thinking tree, where the
child nodes of a solution node are comment nodes,
and the child nodes of a comment node are solution
nodes, as shown in the following formula:

s
(i)
j → {c(i+1)

h }Hh=1 (5)

c
(i+1)
j → {s(i+2)

h }Hh=1 (6)

where H is the number of child node in tree. The
content of the root node of the tree is the require-
ment q, so i is at least one in above formula.

3.2 Solution Improvement via Tree Growth
In this section, we introduce how SolutionRAG
specifically achieves continuous improvement of
solutions through the growth process of aforemen-
tioned bi-point thinking tree, including the node
expansion and node evaluation process.

Node Expansion. During the growth process of
the bi-point thinking tree, there are two types of
node expansion actions, one is based on the re-
quirement or comment node to design new solution
nodes, and the other is based on reviewing the so-
lution node to create new comment nodes.

(1) Design. Given the requirement q and a spe-
cific comment c(i+1)

j as input (if i is at least one),

the design process generate H proposals {ph}Hh=1

through random sampling using a LLM, represent-
ing H different directions for designing:

{ph}Hh=1 = LLM(q, c
(i+1)
j ) (7)

Then, small-scale relevant knowledge Kh is re-
trieved from the knowledge base K for each ph:

Kh = Retrieval(ph,K) = {kr}Rr=1 (8)

Finally, q, c(i+1)
j , Kh, and the history solution

s
(i)
z are concatenated as input, allowing the LLM

to output a more refined new solution:

s
(i+2)
h = LLM(q, s(i)z , c

(i+1)
j ,Kh) (9)

Thus, we obtain H new solutions {s(i+2)
h }Hh=1

refined based on the comment c(i+1)
j . Note that

during the generation of solution nodes in the first
layer, there are no previous solutions or comments,
so we initialize s

(i)
z and c

(i+1)
j as empty text.

(2) Review. Similar to the previous process,
the review process also consists of three steps:
First, proposals {ph}Hh=1 are generated based on q

and s
(i)
j , representing H distinct review directions.

Next, knowledge Kh is retrieved for each ph. Fi-
nally, comments {c(i+1)

h }Hh=1 are generated for s(i)j

based on q, s(i)j , and Kh. The maximum depth of
the bi-point thinking tree, denoted as L, is a hyper-
parameter. Prompts for this part are Appendix C.

Node Evaluation. As described in above node
expansion part, the number of nodes becomes enor-
mous as the tree grows, leading to significant time

4384



consumption during inference. To this end, during
tree growth, we do prune by each node score from
its child nodes, meaning whether s(i)j is an reliable

solution based on {c(i+1)
h }Hh=1 and whether c(i+1)

j

is a helpful comment for solution improvement
based on {s(i+2)

h }Hh=1. Specifically, for judging
s
(i)
j , we put s(i)j , c(i+1)

h , and a suffix us together as

the LLM input, and get the reliability score Jh(s
(i)
j )

by calculating LLM-predicted average logits of us:

Jh(s
(i)
j ) = Logits(us|s(i)j , c

(i+1)
h ) (10)

where us is “According to the comment, above so-
lution is reliable”. And then get final score J (s

(i)
j )

for s(i)j by average all {Jh(s
(i)
j )}Hh=1. Similarly, for

judging c
(i+1)
j , we use s

(i)
z , c(i+1)

j , s(i+2)
h , and uc

as input, and get the helpfulness score Jh(c
(i+1)
j )

by calculating LLM-predicted average logits:

Jh(c
(i+1)
j ) = Logits(uc|s(i)z , c

(i+1)
j , s

(i+2)
h ) (11)

where uc is “Comparing the new solution and
old solution, the comment is helpful”, and get
J (c

(i+1)
j ) after same averaging process.

During the tree growth, for each layer we only
keep the W highest-scoring nodes, aiming to keep
the inference process always focus on the most
promising solutions and the most helpful reviewed
comments, thus achieving a balance between effi-
ciency and performance. The nodes that are used
in final inference process are called retained nodes,
while those not-used are pruned nodes.

4 Experiments

4.1 Experimental Settings

Evaluation Metrics. Since expected system out-
put in SolutionBench are solutions that may have
various textual expressions, rule-based metrics are
difficult to provide a score that aligns with human
habits (Xu et al., 2023; Mayfield et al., 2024). To
this end, we follow metrics of previous Long-form
QA evaluation methods (Tan et al., 2024; Wang
et al., 2024a), using GPT-4o2 as score evaluator
to compute two scores, (1) Analytical Score: We
integrate the expert-designed solution, analytical
knowledge used by experts, and the explanation as
reference, and then let evaluator judge whether the
system-designed solution, like the expert-designed

2https://openai.com/index/hello-gpt-4o/

one, uses the correct analytical knowledge to ad-
equately analysis the complex constraints in re-
quirements. (2) Technical Score: Similarly, we
integrate the expert-designed solution, technical
knowledge used by experts, and the explanation as
reference, and then let evaluator judge whether the
system-designed solution, like the expert-designed
one, uses the correct technical knowledge to tackle
the complex constraints in requirements. Both ana-
lytical score and technical score are range from 0
to 100. Prompts for this part are in Appendix D.

Selected Baselines. In order to comprehensively
evaluate the abilities of various types of systems
in solving complex engineering solution design
tasks, we extensively select multiple types of
methods as baselines in the experiments. Specif-
ically, (1) Deep Reasoning Models: This type
includes models like o1-2024-12-17 (OpenAI,
2024b), GLM-Zero-Preview (Zhipu, 2024), and
QwQ-32B-Preview (Qwen, 2024), which possess
strong long-chain reasoning capabilities, but do not
utilize external knowledge like RAG. (2) Single-
round RAG Methods: These methods perform
only one round of retrieval and generation, where
Naive-RAG (Lewis et al., 2020) does not process
the retrieval results, while Rerank-RAG (Li et al.,
2023) uses an additional model to re-rank the re-
trieval results. (3) Multi-round RAG Methods:
These methods conduct multiple rounds of RAG,
iteratively performing tasks such as question rewrit-
ing, retrieval, filtering, and generating intermediate
answer. We choose 3 accredited methods, which
are Self-RAG (Asai et al., 2024), GenGround (Shi
et al., 2024), and RQ-RAG (Chan et al., 2024).

Implementation Details. For deep reasoning
models in baselines, we directly use official API
for experiments. For the single-round and multi-
round RAG methods, we follow their official pro-
cess. For SolutionRAG, we set maximum tree
depth L as 5, number of child per node H as 2,
and number of retained node W in pruning as 1.
To ensure fair comparison, we adopt the follow-
ing same implementation setting for SolutionRAG
and all RAG-based methods in baselines: base
model is Qwen2.5-7B-Instruct (Team, 2024), re-
trieval model is NV-Embed-v2 (Lee et al., 2025),
and the number of retrieval results R is setting as 10.
For convenience, in all RAG-based experiments,
we deploy the base model as API by vLLM3.

3https://pypi.org/project/vllm/

4385

https://openai.com/index/hello-gpt-4o/
https://pypi.org/project/vllm/


Method
Env. Min. Tra. Aer. Tel. Arc. Wat. Far.

AS TS AS TS AS TS AS TS AS TS AS TS AS TS AS TS

Deep Reasoning Models

o1-2024-12-17 (OpenAI, 2024b) 60.5 48.3 51.9 37.5 57.3 44.7 57.8 47.6 63.5 52.3 61.2 52.0 59.9 50.4 62.9 52.2
GLM-Zero-Preview (Zhipu, 2024) 47.0 30.6 43.2 22.2 45.2 27.0 42.3 25.7 45.1 31.7 47.7 32.4 47.3 30.8 51.4 36.6
QwQ-32B-Preview (Qwen, 2024) 54.3 38.7 48.0 27.9 47.2 29.3 47.4 31.9 52.2 35.9 51.3 35.6 49.2 33.0 53.4 37.0

Single-round RAG Methods

Naïve-RAG (Lewis et al., 2020) 64.8 62.2 57.2 40.1 62.7 54.9 67.7 65.4 67.4 66.8 66.2 63.3 66.0 57.5 65.7 63.0
Rerank-RAG (Li et al., 2023) 62.7 60.7 53.4 38.4 60.0 49.7 65.6 65.2 66.1 63.4 66.4 62.8 64.1 55.4 64.0 59.7

Multi-round RAG Methods

Self-RAG (Asai et al., 2024) 64.2 63.6 56.1 41.6 62.9 56.5 68.8 69.9 67.6 66.9 66.7 65.9 64.8 58.6 65.1 61.1
GenGround (Shi et al., 2024) 54.8 46.1 53.0 33.3 54.7 37.2 55.7 46.0 58.3 50.7 60.1 50.7 60.4 48.9 59.8 52.7
RQ-RAG (Chan et al., 2024) 53.5 44.4 48.9 28.7 53.8 38.8 55.0 46.1 57.9 44.6 56.3 46.9 54.3 39.8 57.2 45.2

Tree-based Exploration and Bi-point Thinking

SolutionRAG (Ours) 66.4 67.9 59.7 50.5 64.1 58.5 69.9 72.7 68.8 69.0 67.9 68.0 66.0 60.7 66.9 65.2

Table 2: Main experimental results on SolutionBench with eight engineering domains, the AS is the analytical score
and TS is the technical score. The table shows that previous methods perform poorly for complex engineering
solution design. In contrast, our SolutionRAG is able to output more complete and reliable solutions.

Method
Env. Min. Tra. Aer. Tel. Arc. Wat. Far. Overall

AS TS AS TS AS TS AS TS AS TS AS TS AS TS AS TS AS TS

SolutionRAG 66.4 67.9 59.7 50.5 64.1 58.5 69.9 72.7 68.8 69.0 67.9 68.0 66.0 60.7 66.9 65.2 66.2 64.1
w/o tree structure 63.5 66.5 57.3 46.2 63.1 57.4 60.8 68.4 60.9 63.7 66.2 67.2 65.6 59.9 64.2 63.9 62.7 61.7
w/o bi-point thinking 62.8 64.7 55.6 47.3 61.5 55.7 63.2 68.3 62.6 64.8 67.5 67.3 64.4 59.1 65.2 64.7 62.9 61.5

Table 3: Ablation results for tree-based exploration and bi-point thinking. The table shows that both mechanisms
have obviously positive effects for SolutionRAG and exhibit a similar level of importance in the overall.

4.2 Overall Results

Results compared with baselines are shown in the
Table 2, there are two main conclusions:

Previous methods fail to effectively address
the complex engineering solution design. The
table shows that, on one hand, deep reasoning mod-
els without RAG perform poorly across all eight
domains in SolutionBench. For example, GLM-
Zero-Preview achieves an analytical score of only
42.3 in the aerospace domain. On the other hand,
RAG-based methods achieve some better perfor-
mance but still remain at relatively low levels. For
instance, Naive-RAG obtains a technical score of
only 40.1 in the mining engineering domain, and
Self-RAG achieves a technical score of just 63.6 in
the environmental engineering domain.

In contrast, SolutionRAG is an effective sys-
tem for complex engineering solution design
tasks. The table shows that SolutionRAG achieves
SOTA performance across all of eight domains
in the benchmark, demonstrating a significant im-
provement over baseline methods. For example,
in the mining domain, SolutionRAG improves the
technical score by 10.4 compared to Naive-RAG
and by 8.9 compared to Self-RAG. These exper-

imental results confirm that SolutionRAG can ef-
fectively handle complex solution design tasks in
various real-world engineering scenarios.

4.3 Ablation Results

Since tree-based exploration and bi-point thinking
are two key mechanisms in SolutionRAG, we con-
duct two ablation experiments, results are shown
in Table 3, where “w/o tree structure” is that each
node generates only one child, resulting in a single-
chain inference pattern, and “w/o bi-point thinking”
is that the tree does not include reviewing and all
nodes are solutions, leading to a uni-point thinking
inference pattern. There are two main conclusions:

Both of the tree-based exploration and bi-
point thinking have positive effects. The table
shows that removing either mechanism leads to a
significant decline in performance, indicating that
these two mechanisms are indeed central to solving
complex engineering solution design tasks.

Tree-based exploration and bi-point thinking
exhibit a similar level of importance. The table
shows that after removing these two mechanisms,
overall performance decline is quite similar, indi-
cating these two mechanisms hold a comparable
level of importance in SolutionRAG.
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Figure 4: Performance changes during the tree growth.
The figure shows that scores become higher as the tree
grows, proving SolutionRAG can indeed improve the
solution scores as inference being deep.

4.4 Detailed Analysis

In order to further validate the SolutionRAG, we
do some detailed analysis, including performance
changeing during the tree growth process and ef-
fectiveness of the node evaluation in SolutionRAG.

Performance during Tree Growth. To exam-
ine whether the solutions actually improve as the
tree depth increases in SolutionRAG inference, we
score the solutions from the layer-1, 3, and 5 of
the tree. The experimental results are shown in
Figure 4, performance gradually improves from the
shallow layer to the deep layer, which proves that
SolutionRAG can indeed improve the solution as
inference process being deep.

Effectiveness of Node Evaluation. To examine
whether node evaluation mechanism for pruning
the tree is effective, we compare the scores of solu-
tions from the retained nodes with those from the
pruned nodes. The results are shown in Figure 5,
where the scores of solutions from the retained
nodes are significantly higher than pruned nodes,
which proves that node evaluation is an effective
mechanism for judging and pruning.

5 Related Work

Complex QA Tasks. Recent works in the RAG
field mainly focused on knowledge-based question
answering tasks that require some level of reason-
ing. (1) Multi-hop QA. The question is a combi-
nation of multiple sub-questions, and the expected
answer is an entity fragment from relevant knowl-
edge documents (Yang et al., 2018; Ho et al., 2020;
Zhu et al., 2024; Wu et al., 2024). (2) Long-form
QA. The question is an open-ended and compre-
hensive question, and the expected answer is a text
paragraph formed by integrating knowledge frag-
ments from relevant documents (Fan et al., 2019;

40.0

55.0

70.0

85.0

Env.  Min.  Tra.  Aer.  Tel.  Arc.  Wat.  Far.

Technical Score

55.0

60.0

65.0

70.0

Env. Min. Tra. Aer.  Tel.  Arc.  Wat.  Far.

Analytical Score
Retained Pruned

Figure 5: Effectiveness of node evaluation mechanism.
The figure shows that scores in retained nodes are higher
than in pruned nodes, thus the node evaluation is an ef-
fective method for judging and pruning in SolutionRAG.

Stelmakh et al., 2022; Tan et al., 2024; Qi et al.,
2024). Compared to above two tasks, questions
of complex engineering solution design are with
multiple real-world constraints. And the expected
answer is a solution needing flexible improvement
process, rather than an entity fragment or simply
integrated paragraph. Therefore, complex engineer-
ing solution design is a novel and challenging task.

Advanced RAG. Prior advanced RAG systems
use a multi-round approach to iteratively perform
rewriting, retrieval, reranking, and generating in-
termediate answers (Asai et al., 2024; Shi et al.,
2024; Chan et al., 2024; Wang et al., 2024b; Tran
et al., 2024; Yu et al., 2024). Compared to these
systems, SolutionRAG is with a bi-point thinking
tree, which can respond to challenges of complex
engineering solution design. Recently some papers
construct RAG systems based on MCTS, achieving
better performance through deep thinking (Jiang
et al., 2024; Li et al., 2025a; Wu et al., 2025). How-
ever, these methods lack a mechanism to ensure
that all engineering requirements are met, thus fail-
ing to guarantee the reliability of solutions.

6 Conclusion

In this paper, we first construct SolutionBench
based on engineering reports across various do-
mains, which can examine the ability of systems on
complex engineering solution design. Further, we
propose SolutionRAG, which explore the optimal
solution-improvement process and gradually gen-
erates reliable solutions by a bi-point thinking tree.
In experiments, previous methods perform poorly
in complex engineering solution design task, while
SolutionRAG represents a good improvement over
existing approaches. This paper offers a promising
direction and can inspire the further research.
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7 Limitations

Complex engineering solution design is a task re-
quiring deep research based on professional knowl-
edge, which demands the model has strong capabil-
ities in problem analysis, solution reasoning, and
critical thinking. In this paper, due to limited GPU
computational resources, we construct the system
by the existing capabilities of LLMs, without con-
sidering special training. Therefore, a possible
direction for future work is to use reinforcement
learning to train LLMs, in order to develop more
powerful complex engineering solution design sys-
tems. Additionally, due to the same limitation in
GPU computational resources, we do not exten-
sively explore hyperparameters such as the width
and depth of the tree in our experiments. This could
be a valuable research topic for future work.
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A List of Engineering Journals

In order to ensure that the data sources used to con-
struct the benchmark are authentic, authoritative,
and diverse, we select engineering reports on solu-
tion design from authoritative journals in multiple
engineering fields as our data sources. If the report
is in Chinese, we extract the useful content, then
use GPT-4o to translate the content into English
and manually verify its accuracy. We list the used
engineering journals, including the journal name
and ISSN meaning the international standard se-
rial number. The detailed list of used engineering
journals is shown in Table 4, 9 and 10.

B Template for Extraction

In order to obtain the necessary content for evaluat-
ing and judging systems from engineering reports,
we manually format a template. When extracting,
we combine the report with this template, input
it into GPT-4o, and then organize the output into
JSON format and save it. The extracted content
includes: real-world complex requirements, expert-
authored solutions, analytical knowledge used to
interpret the requirements, technical knowledge ap-
plied in addressing the requirements, and explana-
tions for the expert’s solution design process. The
complete template is shown in Figure 6.

C Prompt for Node Expansion

In the growth of the tree, there are two expansion
processes: design and review. The review process
is divided into two stages: generating proposals
based on parent node information and generating
comments based on retrieved documents. The de-
sign process is also divided into two stages: gener-
ating proposals based on parent node information
and generating solutions based on retrieved doc-
uments. Moreover, the design process based on
the root node and the design process based on the
comment node use different prompts due to the
differences in input information. All the prompts
mentioned in this section are shown in Figure 7.

Environment

Journal Name ISSN

Journal of Environmental Engineering Technology 1674-991X
Environmental Sanitation Engineering 1005-8206
The Administration and Technique of Environmental Monitoring 1006-2009
Environment and Development 2095-672X
Environmental Protection and Technology 1674-0254
Green Environmental Protection Building Materials 1673-6680
Journal of Henan University of Urban Construction 1674-7046
Urban Management and Science & Technology 1008-2271
Science and Technology Square 1671-4792
Construction Materials & Decoration 1673-0038
Intelligent City 2096-1936
Instrument Standardization & Metrology 1672-5611
Northwest Hydropower 1006-2610
Technology & Economics in Petrochemicals 1674-1099
Water Purification Technology 1009-0177
Construction Science and Technology 1671-3915
Urban Geology 2097-3764
Engineering and Construction 1673-5781
Engineering and Technological Research 2096-2789
Scientific and Technological Innovation 2096-4390
Engineering & Test 1674-3407
Inner Mongolia Water Resources 1009-0088
China Cement 1671-8321
Guangdong Chemical Industry 1007-1865
Jiangxi Building Materials 1006-2890
Tianjin Science & Technology 1006-8945
Journal of Zhejiang University of Water Resources and Electric Power 2095-7092
China Municipal Engineering 1004-4655
China Storage & Transport 1005-0434

Mining

Journal Name ISSN

Coal Engineering 1671-0959
Mining Engineering 1671-8550
Mechanical Management and Development 1003-773X
Coal and Chemical Industry 2095-5979
Colliery Mechanical & Electrical Technology 1001-0874
Modern Mining 1674-6082
China Mine Engineering 1672-609X
Shandong Coal Science and Technology 1005-2801
Jiangxi Coal Science & Technology 1006-2572
Metal Mine 1001-1250
Modern Chemical Research 1672-8114
Petroleum Geology and Engineering 1673-8217
Coal Mine Modernization 1009-0797
Shaanxi Coal 1671-749X
Drilling Engineering 2096-9686
Mineral Resources and Geology 1001-5663
Mine Surveying 1001-358X
Coal 1005-2798
Mining Equipment 2095-1418
Inner Mongolia Coal Economy 1008-0155
Inner Mongolia Petrochemical Industry 1006-7981
Energy and Energy Conservation 2095-0802
China Plant Engineering 1671-0711
Engineering and Construction 1673-5781
Scientific and Technological Innovation 2096-4390
Engineering & Test 1674-3407
Energy Technology and Management 1672-9943
Coal Technology 1008-8725

Table 4: List of the engineering journals used for con-
struction the benchmark. The information for environ-
ment domain and mining domain is shown above, and
information for other domains is in Table 9 and 10.

D Prompt for Scores Calculation

In order to evaluate the solutions provided by the
system, we follow the methods from previous Long-
form QA evaluation (Tan et al., 2024; Wang et al.,
2024a; Li et al., 2025b), and use a LLM-based
scoring method. Specifically, for a given solu-
tion generated by the system, we calculate two
scores: (1) Analytical score, which uses the golden
solution, explanation, and corresponding analyti-
cal knowledge as references, allowing GPT-4o to
assess whether the system’s solution sufficiently
consider the challenges posed by the complex con-
straints in the requirements. (2) Technical score,
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which uses the golden solution, explanation, and
corresponding technical knowledge as references,
allowing GPT-4o to evaluate whether the system’s
solution correctly apply the appropriate technolo-
gies to address the complex constraints in the re-
quirements. Both analytical score and technical
score are range from 0 to 100. The used prompts
for score calculation are shown in Figure 8.

E Experiment Results on More LLMs

In order to further demonstrate the effectiveness
of SolutionRAG, we conduct experiments using
various LLMs as base models. The experimental
results show that SolutionRAG still achieves the
best performance, proving its strong generalization
capability across different base models. Detailed
experimental results are shown in Table 5, 6, 7, 8.
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The above is a solution for a complex task. You need to extract the following content from the input document, with the following requirements:
1. Extraction must strictly follow the template.
2. Extraction must strictly be based on the document content; no additional information may be added.
3. The extracted content must be detailed, including specific values and professional terms.

{
"title": "", # The title of the document
"requirement": "Under these conditions of..., complete the task of...", # A detailed and comprehensive description of the task in the document, covering all the conditions mentioned in the above analysis
"solution": "This paper proposes the solution of..., specifically, first, considering the conditions of..., and the challenges faced, using... technologies, through... achieved...; secondly,...", # Based on the explanation, a detailed and comprehensive 

introduction to the solution in the document    
”analytical knowledge": [ # Extract the analysis of the task from the document, with specific values and professional terms

{
"idx": "analysis0",
"condition": "Condition is...", # The description of task conditions in the document
"challenge": "Under this condition, conducting... will face challenges such as..., which may lead to... consequences" # Based on the document's analysis, the challenges and potential negative consequences encountered in the task due to 

this condition
},
...

],
"technical knowledge": [ # Extract the solutions for the task from the document, with specific values and professional terms

{
"idx": "technology0",
"name": "...technology", # A key technology in the solution in the document
"detail": "This technology applies to..., and can achieve..." # The scope and effects of the technology mentioned in the document, with specific values and professional terms

},
...

],
"explanation": [ # Find the reasoning from the task to the solution in the document, corresponding to the analysis. For each analysis, an explanation must be provided; one analysis may correspond to one or more technologies

{
"idx": "explanation0",
"content": "In response to analysis0, considering the conditions of... and the challenges that may arise, the use of technology0... achieves...", # Find the explanation in the document that describes how the mentioned technologies solve the 

challenges from the analysis
},
...

],
}

Example:
{

"title": "Analysis of Difficulties in High-Temperature and Ultra-Deep Geothermal Well Drilling and Construction Plan Design in Datong Area",
"requirement": "Under the conditions of complex strata, high-temperature and high-pressure environments, and ultra-deep high geostress, complete the task of drilling a geothermal exploration well to a depth of 4000 meters, requiring full-core 

sampling, a core recovery rate of ≥70%, and meeting well inclination and logging quality requirements.",
"solution": "This paper proposes a construction solution for complex strata, high-temperature high-pressure, and ultra-deep high geostress conditions. Specifically, first, considering the complexity of the strata, which may lead to hole collapse 

and stuck pipe, the use of high-temperature drilling fluid technology and wireline coring technology, through optimizing tools and mud performance, achieved efficient drilling and core recovery; secondly, to address the high-temperature and 
high-pressure environment that may lead to blowout risks, high-temperature drilling fluid and well control technology were employed, ensuring construction safety through sealing agent formulations and blowout preventer configuration; finally, 
to address the wall instability issues caused by ultra-deep high geostress, the automatic drilling system and cementing technology were used, ensuring wall stability and progress through stable drilling pressure and high-performance cementing."

"analytical knowledge": [
{

"idx": "analysis0",
"condition": "The condition is complex strata, including Quaternary and Neogene loose strata, and deep rocks of the Precambrian Jining group, possibly with fractured rock layers.",
"challenge": "Under this condition, drilling will face challenges such as hole collapse, excessive wear on drilling tools, low rock drillability, and stuck pipe, which may lead to low construction efficiency, tool damage, or hole instability."

},
{

"idx": "analysis1",
"condition": "The condition is a high-temperature and high-pressure environment, with temperatures exceeding 150°C at depths above 1500 meters, and even higher temperatures at greater depths.",
"challenge": "Under this condition, drilling will face challenges such as high temperature resistance requirements for drilling fluids and tools, and a high risk of blowouts, which may lead to blowout accidents and drilling fluid failure."

},
{

"idx": "analysis2",
"condition": "The condition is ultra-deep hole with high stress, with depths exceeding 3000 meters, potentially causing high geostress issues.",
"challenge": "Under this condition, drilling will face challenges such as wall instability, collapse, necking, and losses, which may lead to deformation or interruption of the drilling process."

}
],
"technical knowledge": [

{
"idx": "technology0",
"name": "High-Temperature Drilling Fluid Technology",
"detail": "This technology applies to high-temperature strata, using high-temperature-resistant water-based drilling fluids with a resistance of 240°C and 220°C sealing agents, which can operate stably at 236°C, ensuring hole wall stability 

and drilling fluid performance."
},
{

"idx": "technology1",
"name": "Wireline Coring Drilling Technology",
"detail": "This technology is suitable for deep rock drilling, achieving stable and efficient core sampling in hard rocks by reducing tripping time and improving drilling efficiency."

},
{

"idx": "technology2",
"name": "Automatic Drilling System",
"detail": "Suitable for deep hole construction, it modifies traditional drilling rigs to achieve stepless speed regulation and stable control of drilling pressure, meeting the requirement of 1.2 meters/hour drilling speed for deep wells."

},
{

"idx": "technology3",
"name": "Well Control and Cementing Technology",
"detail": "Uses 244.5 mm casing and a high-temperature-resistant cement system, with a blowout preventer that has a sealing pressure of 14 MPa, effectively preventing blowout accidents in high-temperature and high-pressure wells."

}
],
"explanation": [

{
"idx": "explanation0",
"content": "In response to analysis0, considering that complex strata may lead to hole collapse and stuck pipe, the use of technology1 and technology0, through efficient tool design and optimized mud performance, achieved stable 

drilling and high core recovery rates."
},
{

"idx": "explanation1",
"content": "In response to analysis1, considering that high-temperature and high-pressure conditions may trigger blowouts and drilling fluid failure, the use of technology0 and technology3, through high-temperature-resistant formulations 

and blowout preventer configurations, ensured construction safety and continuity."
},
{

"idx": "explanation2",
"content": "In response to analysis2, considering that ultra-deep high geostress may lead to wall collapse and necking, the use of technology2 and technology3, through stable drilling pressure and high-performance cementing, resolved 

the complex issues caused by geostress."
}

],
}

Figure 6: Template used to extract useful content from original engineering reports, aiming to capture real-world
complex requirements, expert-authored solutions, analytical knowledge used to interpret the requirements, technical
knowledge applied in addressing the requirements, and explanations for the expert’s solution design process.
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prompt_for_get_solution_proposal_from_root = """<Instruction>:
In order to solve the following question, I need to search for relevant knowledge in external knowledge bases. Please generate a proposal based on the question and tell me what areas 
of knowledge I should search for.

<Question>:
{requirement}

<Proposal>:

"""

prompt_for_get_comment_proposal = """<Instruction>:
For the following question, there is currently a candidate solution. To evaluate this candidate solution, I need to search for relevant knowledge in external knowledge bases. Please 
generate a proposal based on the question and the candidate solution, and tell me what areas of knowledge I should search for.

<Question>:
{requirement}

<Candidate Solution>:
{solution}

<Proposal>:"""

prompt_for_get_solution_proposal = """<Instruction>:
For the following question, there is a candidate solution as well as an expert's evaluation of this candidate solution. In order to redesign a better solution, I need to search for relevant 
knowledge in external knowledge bases. Please generate a proposal based on the question and the candidate solution, and tell me what areas of knowledge I should search for.

<Question>:
{requirement}

<Candidate Solution>:
{old_solution}

<Critique for Candidate Solution>:
{comment}

<Proposal>:"""

prompt_for_get_solution_for_root = """<Instruction>:
Based on the reference knowledge, design a good solution for the question. Be sure to make full use of reference knowledge to analyze the challenges contained within the question 
and provide a comprehensive solution.

<Question>:
{requirement}

<Reference>:
{reference}

<Solution>:"""

prompt_for_get_doubt = """<Instruction>: 
For the following question, a candidate solution has already been provided. You need to critique the candidate solution based on the reference knowledge. Be sure to make full use of 
the reference knowledge to identify the shortcomings of the old solution in terms of its analysis of the challenges in the question and its technical implementation.

<Question>:
{requirement}

<Candidate Solution>:
{solution}

<Reference>:
{reference}

<Critique>:"""

prompt_for_get_solution = """<Instruction>:
For the following question, an old solution has already been provided and its shortcomings have been pointed out by human experts. You need to redesign a better solution based on 
the reference knowledge and the guidance from human experts. Be sure to make full use of the reference knowledge to analyze the challenges contained within the question and 
provide a comprehensive solution.

<Question>:
{question}

<Candidate Solution>:
{old_solution}

<Critique for Candidate Solution>:
{comment}

<Reference>:
{reference}

<New Solution>:"""

Figure 7: Prompts used in node expansion of tree growth, including generating solution proposals and solutions
based on the root node, generating comment proposals and comments based on a solution node, and generating
solution proposals and solutions based on a comment node.
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"""<<Task>>
{task}

<<Model-generated solution>>
{solution}

<<Judgement reference>>
## Analysis knowledge:
{analysis_knowledge}
## Technology knowledge:
{technology_knowledge}
## Goldn explanation:
{golden_explanation}
## Goldn solution:
{golden_solution}

<<Instruction>>
The above <<Task>> is a complex requirement in an actual engineering scenario. The above <<Model-generated solution>> is a solution generated by a certain model. You 
are required to evaluate this solution based on the <<Judgement reference>> annotated by a human expert. The <<Judgement reference>> consists of the following 
components: 
(a) Analysis knowledge: A deep analysis of the various restrictive factors present in this complex requirement. 
(b) Technology knowledge: A detailed explanation of the various technologies that must be used to solve this complex requirement. 
(c) Golden explanation: An explanation of how to use these technologies to overcome various challenges. 
(d) Golden solution: The standard solution provided by human experts.
Your evaluation of the <<Model-generated solution>> must fully consider the <<Judgement reference>>. The specific evaluation requirements are as follows.

<<Requirements>>
1. You need to evaluate the solution above from 2 dimensions. The range for each of the three scores is an integer between 0 and 100, where the minimum score is 0 and the 
maximum score is 100.
2. The scoring details for the 2 dimensions are as follows:
(2.1) Analysis Score: Refer to the aforementioned Analysis knowledge, Golden explanation, and Golden solution to assess whether the <<Model-generated solution>> has 
thoroughly considered the various restrictive factors in the <<Task>>. Pay special attention to listing each restrictive factor in the Analysis knowledge one by one and 
evaluating whether the model output has considered these factors. If considered, you need to specify which part of the <<Model-generated solution>> addresses the restrictive 
factor, and whether this part is sufficiently correct and specific.
(2.1.1) If no factors are considered, score 0.
(2.1.2) If factors are considered but the analysis is not entirely correct, score 11-30 depending on the degree of correctness.
(2.1.3) If factors are considered and the analysis is correct but not specific, score 31-60 depending on the level of specificity.
(2.1.4) If factors are considered, the analysis is correct, and it is specific, score 61-90 based on its similarity to the standard Analysis knowledge.
(2.1.5) If it is fully consistent with the standard Analysis knowledge, score 100.
(2.2) Technology Score: Refer to the aforementioned Technology knowledge, Golden explanation, and Golden solution to evaluate whether the <<Model-generated 
solution>> has employed appropriate technologies to address the challenges in the <<Task>>. Pay special attention to listing each technology in the Technology knowledge 
one by one and evaluating whether the model output has used these technologies. If used, you need to specify which part of the <<Model-generated solution>> utilizes the 
technology, and whether this part is sufficiently correct and specific.
(2.2.1) If no technologies are used, score 0.
(2.2.2) If technologies are used but not entirely correctly, score 11-30 depending on the degree of correctness.
(2.2.3) If technologies are used and correctly applied but not specific, score 31-60 depending on the level of specificity.
(2.2.4) If technologies are used correctly and specifically, score 61-90 based on their similarity to the standard Technology knowledge.
(2.2.5) If it is fully consistent with the standard Technology knowledge, score 100.
3. During the evaluation process, you must first evaluate the solution based on the three dimensions mentioned above and display your reasoning process. After completing 
your reasoning, you must output the identifier ##Scores## followed by your evaluation results in the form of a dictionary, i.e.: ##Scores## {{"Analysis Score": int, 
"Technology Score": int}}
4. Note that a longer solution is not necessarily better. The sole basis of your evaluation process is the aforementioned Judgement reference, and your evaluation results must 
fully take this reference into account.
5. Below is an example you can refer to when completing your evaluation:
## An example of evaluation:
1. For Analysis Score Evaluation. The analysis evaluates whether the solution adequately considers restrictive factors in the task. Let's analyze each factor from the Analysis 
knowledge and compare it with the model's solution:
For (analysis_0) Uneven soil particle distribution and high groundwater levels: The solution mentions groundwater analysis (in Geotechnical Investigation and Analysis) and 
dewatering systems (in Water Management). It also discusses preventing water ingress but does not explicitly address piping issues or the specific use of interlocking casing 
piles to stabilize the foundation pit. While the factors are considered, the analysis lacks detail and specificity regarding solutions such as technology for groundwater cut-off 
and particle stabilization. Conclusion: Analysis is present and mostly correct but lacks specificity in addressing key risks like piping and groundwater intrusion. Score: 60/100.
For (analysis_1) Deep excavation with moderately weathered limestone: The solution discusses slope stability analysis and phased excavation to control depth, as well as 
bracing and anchoring systems for stabilization. However, it does not explicitly address challenges such as settlement risks or hard rock excavation in limestone. The 
application of pre-applied axial force in steel supports is not mentioned, which is critical for ensuring stability. Conclusion: The analysis is partially correct but lacks depth 
and specificity regarding excavation in moderately weathered limestone and associated risks. Score: 50/100.
For (analysis_2) Sensitive surrounding environment: The solution acknowledges sensitivity in the surrounding environment and mentions real-time monitoring and mitigation 
measures (e.g., structural impact assessments, emergency response plans). However, it does not provide detailed measures for preventing settlement or damage to 
underground pipelines or nearby structures, such as dynamic monitoring and quantified safety parameters. Conclusion: The analysis is correct but not specific enough 
regarding risks to surrounding buildings and underground pipelines. Score: 60/100. 
Overall Analysis Score: While the solution considers the main restrictive factors, it does not address all of them comprehensively or with sufficient specificity. Final Analysis 
Score: 57/100.
2. For Technology Score Evaluation. The evaluation checks whether appropriate technologies were employed. Let's analyze each technology from the Technology knowledge:
For (technology_0) Casing Interlocking Pile Technology: The solution does not explicitly mention casing interlocking pile technology, which is critical for ensuring 
foundation pit enclosure and managing groundwater effectively. Instead, it suggests general retaining structures like sheet piles and diaphragm walls, which are less specific 
for high groundwater conditions. Conclusion: This technology is not applied. Score: 0/100.
For (technology_1) Layered Excavation and Steel Support System: The solution mentions phased excavation and the use of steel supports and bracing but does not include 
details about pre-applied axial forces, which are vital for controlling deformation and ensuring stability. The specificity of this technology's application is lacking. Conclusion: 
Partially applied. Score: 50/100.
For (technology_2) Precipitation and Grouting Measures: The solution discusses dewatering systems and drainage channels but omits the use of grouting measures, which are 
essential for controlling groundwater levels and preventing leakage. Grouting was explicitly required in the reference but is absent here. Conclusion: Partially applied. Score: 
40/100.
For (technology_3) Dynamic Monitoring and Protection Measures: The solution includes real-time monitoring with sensors and references emergency response measures. 
However, it does not quantify safety metrics, such as settlement rates, or specify dynamic adjustment strategies. These omissions limit the specificity of this technology's 
application. Conclusion: Partially applied. Score: 50/100.
Overall Technology Score: The solution employs some relevant technologies but omits critical ones (e.g., casing interlocking piles and grouting measures) and lacks 
specificity in others. Final Technology Score: 35/100.
Final Scores
##Scores## {{"Analysis Score": 57, "Technology Score": 35}}

<<Judgement>>"""

Figure 8: Prompts for calculating analytical score and technical score, which uses the golden solution, explanation,
and corresponding analytical and technical knowledge as references, allowing GPT-4o to assess whether the system’s
solution sufficiently consider the challenges posed by the complex constraints and apply the appropriate technologies
to address the complex constraints in the requirements.
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Method
Env. Min. Tra. Aer. Tel. Arc. Wat. Far.

AS TS AS TS AS TS AS TS AS TS AS TS AS TS AS TS

Single-round RAG Methods

Naïve-RAG (Lewis et al., 2020) 59.7 56.9 55.6 37.8 60.8 56.8 68.6 66.7 69.4 67.5 68.4 63.5 64.6 56.8 62.6 59.2
Rerank-RAG (Li et al., 2023) 61.2 58.0 54.2 37.9 60.6 56.2 68.5 65.0 66.4 67.8 63.1 59.2 62.2 62.7 68.2 56.6

Multi-round RAG Methods

Self-RAG (Asai et al., 2024) 60.3 62.0 56.8 40.3 61.1 56.5 65.4 64.2 70.5 71.4 69.2 64.8 60.8 59.5 66.6 64.4
GenGround (Shi et al., 2024) 43.8 36.5 38.2 21.5 52.6 41.8 53.5 39.6 62.5 48.3 53.8 45.8 54.9 47.2 55.8 42.7
RQ-RAG (Chan et al., 2024) 53.3 43.8 45.4 21.7 54.0 45.0 53.3 43.5 59.3 47.6 56.2 48.1 57.8 45.6 62.2 50.6

Tree-based Exploration and Bi-point Thinking

SolutionRAG (Ours) 63.0 63.1 58.0 42.4 64.2 62.4 70.8 68.2 72.2 73.0 71.0 71.3 65.9 65.2 70.2 65.6

Table 5: Main experimental results based on Mistral-7B-Instruct-v0.3.

Method
Env. Min. Tra. Aer. Tel. Arc. Wat. Far.

AS TS AS TS AS TS AS TS AS TS AS TS AS TS AS TS

Single-round RAG Methods

Naïve-RAG (Lewis et al., 2020) 54.3 57.0 51.2 41.1 56.4 52.1 65.9 68.1 65.2 59.8 61.6 59.9 61.3 54.4 66.2 65.0
Rerank-RAG (Li et al., 2023) 51.7 52.3 48.4 31.9 54.6 51.6 62.3 64.8 63.3 63.4 59.8 53.1 60.9 49.6 65.9 59.4

Multi-round RAG Methods

Self-RAG (Asai et al., 2024) 55.8 56.5 49.2 32.2 57.0 51.5 64.0 66.7 63.6 63.3 65.1 60.8 59.9 54.5 65.8 65.9
GenGround (Shi et al., 2024) 48.9 43.0 33.2 26.9 46.7 38.2 51.6 45.3 46.8 34.6 49.0 37.2 50.1 39.4 51.0 42.8
RQ-RAG (Chan et al., 2024) 46.1 39.7 41.8 17.9 51.1 40.4 47.7 33.8 51.6 38.0 54.3 43.3 48.2 36.2 55.4 46.6

Tree-based Exploration and Bi-point Thinking

SolutionRAG (Ours) 56.9 57.6 53.9 42.0 58.6 53.0 68.8 70.2 65.6 65.1 66.2 61.8 62.6 56.8 67.3 68.8

Table 6: Main experimental results based on Llama-3.1-8B-Instruct.

Method
Env. Min. Tra. Aer. Tel. Arc. Wat. Far.

AS TS AS TS AS TS AS TS AS TS AS TS AS TS AS TS

Single-round RAG Methods

Naïve-RAG (Lewis et al., 2020) 61.2 58.0 56.4 36.0 62.4 54.7 67.0 64.2 62.6 65.6 66.2 62.1 63.6 54.0 64.4 61.5
Rerank-RAG (Li et al., 2023) 62.1 60.2 52.8 34.4 59.2 48.3 64.2 65.1 63.4 61.3 62.2 57.0 64.7 53.7 57.9 59.6

Multi-round RAG Methods

Self-RAG (Asai et al., 2024) 63.0 64.2 54.1 35.0 62.9 55.4 68.6 69.2 64.5 65.4 64.5 64.7 63.9 56.6 61.0 58.6
GenGround (Shi et al., 2024) 50.1 37.5 50.6 29.9 53.3 36.0 54.8 45.3 56.5 48.3 57.8 50.2 58.2 46.5 58.1 51.4
RQ-RAG (Chan et al., 2024) 52.7 43.7 47.9 25.5 51.6 37.1 54.1 44.9 57.1 43.5 54.2 44.6 49.9 38.9 58.0 44.3

Tree-based Exploration and Bi-point Thinking

SolutionRAG (Ours) 65.6 64.2 58.6 44.6 63.6 57.7 69.8 71.5 66.1 67.8 67.6 66.9 64.9 59.8 66.9 64.3

Table 7: Main experimental results based on Qwen2.5-3B-Instruct.

Method
Env. Min. Tra. Aer. Tel. Arc. Wat. Far.

AS TS AS TS AS TS AS TS AS TS AS TS AS TS AS TS

Single-round RAG Methods

Naïve-RAG (Lewis et al., 2020) 49.0 41.5 47.0 25.3 54.7 46.6 55.5 52.7 58.4 55.9 56.2 50.8 53.5 43.5 61.3 51.6
Rerank-RAG (Li et al., 2023) 50.6 43.5 50.2 31.2 50.0 41.2 53.9 49.9 59.5 54.8 50.6 40.8 54.6 49.1 60.6 52.8

Multi-round RAG Methods

Self-RAG (Asai et al., 2024) 49.6 44.2 48.3 30.4 51.5 45.6 53.7 47.5 57.7 53.8 56.4 51.9 55.7 48.8 57.8 53.0
GenGround (Shi et al., 2024) 23.4 12.4 22.5 16.0 34.7 32.2 32.1 22.6 41.1 36.0 26.5 19.5 35.0 30.6 42.6 43.8
RQ-RAG (Chan et al., 2024) 42.8 29.6 46.0 25.0 46.5 33.1 41.6 34.6 45.4 30.9 46.3 35.4 50.1 38.2 49.3 37.7

Tree-based Exploration and Bi-point Thinking

SolutionRAG (Ours) 51.6 46.2 50.6 33.2 58.1 49.6 57.0 56.7 61.5 57.7 58.1 53.3 56.2 50.4 62.1 54.2

Table 8: Main experimental results based on Qwen2.5-0.5B-Instruct.
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Transportation

Journal Name ISSN

Railway Construction Technology 1009-4539
Northern Communications 1673-6052
China Municipal Engineering 1004-4655
Highway 0451-0712
Urban Roads Bridges & Flood Control 1009-7716
Technology Innovation and Application 2095-2945
Marine Equipment/Materials & Marketing 1006-6969
Engineering and Construction 1673-5781
Port Operation 1000-8969
Structural Engineers 1005-0159
China Highway 1006-3897
Engineering and Technological Research 2096-2789
Construction Machinery Technology & Management 1004-0005
TranspoWorld 1006-8872
Railway Investigation and Surveying 1672-7479
Transport Construction & Management 1673-8098
Guangdong Water Resources and Hydropower 1008-0112
Western China Communications Science & Technology 1673-4874
Jiangsu Science and Technology Information 1004-7530
Value Engineering 1006-4311
Hoisting and Conveying Machinery 1001-0785
Jiangxi Building Materials 1006-2890
Scientific and Technological Innovation 2096-4390
Transport Business China 1673-3681
Sichuan Cement 0451-0712

Aerospace

Journal Name ISSN

Spacecraft Engineering 1673-8748
Aeronautical Manufacturing Technology 1671-833X
Aviation Maintenance & Engineering 1672-0989
Journal of Ordnance Equipment Engineering 2096-2304
Aeroengine 2096-2304
Space International 2096-2304
Avionics Technology 1006-141X
System Simulation Technology 1673-1964
Journal of Civil Aviation 2096-4994
Safety & EMC 1005-9776
Internal Combustion Engine & Parts 1674-957X
Aeronautical Computing Technique 1671-654X
Meteorological Science and Technology 1671-6345
Journal of Astronautics 1000-1328
Communications Technology 1002-0802
Laser & Optoelectronics Progress 1006-4125
Engineering & Test 1674-3407
Chinese Space Science and Technology 1000-758X
Ship Electronic Engineering 1672-9730
China Science and Technology Information 1672-9730
Journal of Deep Space Exploration 2096-9287
China Educational Technology & Equipment 1671-489X
Micromotors 1671-489X
Spacecraft Recovery & Remote Sensing 1009-8518
Journal of Chengdu Aeronautic Polytechnic 1671-4024

Telecom

Journal Name ISSN

Systems Engineering and Electronics 1001-506X
Electronic Technology & Software Engineering 2095-5650
Video Engineering 1002-8692
Telecom Engineering Technics and Standardization 1008-5599
Radio & Television Network 2096-806X
Study on Optical Communications 1005-8788
Electronics Quality 1003-0107
Radio & Television Information 1007-1997
Changjiang Information & Communications 2096-9759
Automation in Petro-Chemical Industry 1007-7324
Telecommunications Science 1000-0801
Computer Knowledge and Technology 1009-3044
Journal of Electronics & Information Technology 1009-5896
Laser & Optoelectronics Progress 1006-4125
China Digital Cable TV 1007-7022
Radio Engineering 1003-3106
Journal of Beijing Electronic Science and Technology Institute 1672-464X
Laser Journal 0253-2743
Designing Techniques of Posts and Telecommunications 1007-3043
Wireless Internet Science and Technology 1672-6944
Journal of University of South China(Science and Technology) 1673-0062
Audio Engineering 1002-8684
Automation Application 1674-778X
Chinese Journal of Lasers 0258-7025
Journal of Smart Agriculture 2096-9902

Table 9: List of the engineering journals used for con-
struction the benchmark.

Architecture

Journal Name ISSN

Building Technology Development 1001-523X
Building Structure 1002-848X
Construction & Design for Engineering 1007-9467
Modern Paint & Finishing 1007-9548
Architecture Technology 1000-4726
Theoretical Research in Urban Construction 2095-2104
Urban Architecture Space 2097-1141
Art and Design 1008-2832
Architecture & Culture 1672-4909
Journal of Yangzhou Polytechnic College 1008-3693
Heating Ventilating & Air Conditioning 1002-8501
Construction Machinery & Maintenance 1006-2114
China Science and Technology Information 1001-8972
Construction Machinery and Equipment 1000-1212
Journal of Municipal Technology 1009-7767
Jiangxi Building Materials 1006-2890
Urban Roads Bridges & Flood Control 1009-7716
Fujian Construction Science & Technology 1006-3943
Sichuan Cement 1007-6344
Engineering and Technological Research 2096-2789
Journal of North China Institute of Science and Technology 1672-7169
Tianjin Construction Science and Technology 1008-3197
World Forestry Research 1001-4241
Jiangsu Building Materials 1004-5538
Shanghai Construction Science & Technology 1005-6637

Water Resource

Journal Name ISSN

Design of Water Resources & Hydroelectric Engineering 1007-6980
Hydro Science and Cold Zone Engineering 2096-5419
Journal of Water Resources and Architectural Engineering 1672-1144
Mechanical & Electrical Technique of Hydropower Station 1672-5387
Yangtze River 1001-4179
Port & Waterway Engineering 1002-4972
Technical Supervision in Water Resources 1008-1305
Small Hydro Power 1007-7642
Pearl River 1001-9235
Water Conservancy Construction and Management 2097-0528
Water Conservancy Science and Technology and Economy 1006-7175
Water Resources Planning and Design 1672-2469
Construction Quality 1671-3702
Henan Water Resources and South-to-North Water Diversion 1673-8853
Engineering and Construction 1673-5781
Technology and Market 1006-8554
Beijing Water 1673-4637
Port Engineering Technology 2097-3519
Water Resources & Hydropower of Northeast China 1002-0624
Mechanical and Electrical Information 1671-0797
Maritime Safety 2097-1745
Gansu Water Resources and Hydropower Technology 2095-0144
Water Power 0559-9342
Shanxi Water Resources 1004-7042
Haihe Water Resources 1004-7328

Farming

Journal Name ISSN

Modern Agricultural Science and Technology 1007-5739
Farm Machinery 1000-9868
Cereal & Feed Industry 1003-6202
Journal of Agricultural Mechanization Research 1003-188X
Forestry Machinery & Woodworking Equipment 2095-2953
Transactions of the Chinese Society of Agricultural Engineering 1002-6819
Forest Research 1001-1498
Times Agricultural Machinery 2095-980X
Protection Forest Science and Technology 1005-5215
Journal of Beijing University of Agriculture 1002-3186
Contemporary Horticulture 1006-4958
China Southern Agricultural Machinery 1672-3872
Forest Inventory and Planning 1671-3168
Agricultural Machinery Using & Maintenance 2097-4515
Journal of Green Science and Technology 1674-9944
China Forest Products Industry 1001-5299
Forestry Machinery & Woodworking Equipment 2095-2953
The Food Industry 1004-471X
Journal of Hebei Forestry Science and Technology 1002-3356
Electrical Automation 1000-3886
Journal of Library and Information Science 2096-1162
Forest Science and Technology 2097-0285
Chinese Journal of Ecology 1000-4890
Popular Standardization 1007-1350
Management & Technology of SME 1673-1069

Table 10: List of the engineering journals used for con-
struction the benchmark.
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