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Abstract

Agents built on large language models (LLMs)
have excelled in turn-by-turn human-AlI collab-
oration but struggle with simultaneous tasks
requiring real-time interaction. Latency is-
sues and the challenge of inferring variable
human strategies hinder their ability to make
autonomous decisions without explicit instruc-
tions. Through experiments with current in-
dependent System [ and System 2 methods,
we validate the necessity of using Dual Pro-
cess Theory (DPT) in real-time tasks. We
propose DPT-Agent, a novel language agent
framework that integrates System I and Sys-
tem 2 for efficient real-time simultaneous
human-Al collaboration. DPT-Agent’s Sys-
tem I uses a Finite-state Machine (FSM) and
code-as-policy for fast, intuitive, and control-
lable decision-making. DPT-Agent’s System
2 integrates Theory of Mind (ToM) and asyn-
chronous reflection to infer human intentions
and perform reasoning-based autonomous de-
cisions. We demonstrate the effectiveness of
DPT-Agent through further experiments' with
rule-based agents and human collaborators,
showing significant improvements over main-
stream LLM-based frameworks. DPT-Agent
can effectively help LLMs convert correct slow
thinking and reasoning into executable actions,
thereby improving performance. To the best
of our knowledge, DPT-Agent is the first lan-
guage agent framework that achieves success-
ful real-time simultaneous human-Al collabora-
tion autonomously. Code of DPT-Agent can be
found in https://github.com/sjtu-marl/
DPT-Agent.

1 Introduction

Large language models (LLMs) have revolution-
ized generalization capabilities and interaction
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Figure 1: How DPT-Agent Collaborates with Human
Simultaneously.

methods, driving the application of human-AlI col-
laboration in real-world tasks. LLM-based agents
have already been successfully applied to many
collaborative tasks with humans, such as writ-
ing (Wan et al., 2024) and coding (Prather et al.,
2024), where humans and the agents interact turn-
by-turn. However, many collaborative tasks in
shared workspaces require entities involved in the
collaboration to cooperate simultaneously in the
environment (Salikutluk et al., 2024; Dourish and
Bellotti, 1992). Unlike turn-by-turn collaborative
tasks, the simultaneous collaboration tasks that are
time-sensitive require real-time responses to part-
ners and interaction with the environment (Shao
et al., 2024; Gong et al., 2024), as well as reasoning
about dynamically changing human partners’ strate-
gies and environments (Wang et al., 2024). Such
simultaneous human-Al collaboration tasks present
two challenges for LLM-based agents: real-time
responsiveness and autonomous collaboration
adapted to humans.

The real-time responsiveness issues faced by
LLMs in inference time have been widely dis-
cussed. Larger models with stronger reasoning
capabilities often suffer from significant latency
(Zhou et al., 2024), making it difficult for them
to respond quickly to dynamic changes in human
interactions and environments in highly real-time
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scenarios. The combination of fast and slow think-
ing using System I and System 2 based on Dual
Process Theory (DPT) (Kahneman, 2011; Evans
and Stanovich, 2013) has already been applied to
address real-time issues via the combination of
large and small models in language agent frame-
works (Liu et al., 2024b). However, this method
still cannot resolve the contradiction between la-
tency and performance fundamentally, as it uses
small models as System 1.

The agent frameworks designed for collaborat-
ing with humans also face challenges of insufficient
autonomy and difficulty in adapting to human strat-
egy variability. Agents in the shared workspace
tasks are regarded as independent collaborators
joining the partnership (Dafoe et al., 2021). How-
ever, most collaborative agent frameworks still re-
quire human input to output actions or strategies
(Liu et al., 2024b; Guan et al., 2023), failing to
collaborate with humans autonomously. Further-
more, humans in shared workspace tasks might per-
ceive and engage with agents like how they interact
with human partners for fostering collaboration
like inferring agents’ intentions to adjust strategies
(Zhang et al., 2024b), which further enhances the
challenge of simultaneous human-Al collaboration.
Researchers also point out that LLMs are still lim-
ited in their ability to adapt to dynamic human strat-
egy changes (Zhang et al., 2024c), making it dif-
ficult to transition reasoning into decision-making
for effective adaptation (Riemer et al., 2024).

To address these challenges, we propose
DPT-Agent, which leverages Dual Process Theory
(DPT) to integrate FSM-based System I and LLM-
driven System 2, as shown in Figure 1. Based on the
intuitive thinking and fast decision-making char-
acteristics of System I, we use a Finite-state Ma-
chine (FSM) for low-level action decision-making
and execution, while employing a code-as-policy
(Liang et al., 2023) approach to enable System 2’s
slow thinking to guide and control fast decisions.
For slow thinking (System 2), we design a Theory
of Mind (ToM) mechanism for actively inferring
human intentions and reflecting on environmental
feedback based on how humans infer the partners
and situations in shared workspace collaboration
(Krych-Appelbaum et al., 2007). We also further
improve the performance of the reflection mecha-
nism with an asynchronous design to achieve better
efficiency in self-evolution.

Building on the shared workspace task environ-
ment which is a hard version of Overcooked from

Zhang et al. (2024b), we further develop a real-time
simultaneous human-Al collaboration environment
with new layouts and conduct multiple experiments
in single agent setup, with rule-based agent and real
humans. We aim to understand: 1) DPT-Agent’s
capability in real-time tasks, 2) DPT-Agent’s ca-
pability in collaboration, and 3) DPT-Agent’s per-
formance in collaboration with humans simultane-
ously.

In the experiments collaborating with rule-based
agents, DPT-Agent outperforms strong language
agent frameworks. In reasoning models that suffer
from extremely high latency due to long thinking
processes, DPT-Agent framework further demon-
strates its ability to effectively convert thinking into
action and improve performance. When collaborat-
ing with real humans, DPT-Agent also outperforms
these baselines in both subjective and objective re-
sults, showing the significant improvement brought
by asynchronous reflection and ToM module to
infer humans.

In summary, our contributions are as follows:

* We experimentally analyze LLMs indepen-
dently as System I and System 2 in real-time
tasks, highlighting the challenge of the trade-
off between performance and latency.

* We propose DPT-Agent that integrates FSM-
based System [ for fast and intuitive decision-
making and LLM-driven System 2 for deliber-
ate and analytical reasoning, effectively bal-
ancing latency and performance.

* We conduct extensive experiments with rule-
based agents and human participants, demon-
strating that DPT-Agent outperforms existing
language agent frameworks in real-time simul-
taneous human-Al collaboration.

To the best of our knowledge, DPT-Agent is the
first agent framework that can achieve successful
real-time simultaneous human-Al collaboration au-
tonomously in the hard version of Overcooked,
which is one step closer to real-world application.

2 Related Works

Dual Process Theory (DPT). Dual Process The-
ory (DPT) (Evans and Stanovich, 2013) refers to
human cognition operates through two distinct sys-
tems: System I, which is fast, automatic, and in-
tuitive, and System 2, which is slower, deliberate,
and analytical (Kahneman, 2011). DPT explains
how humans think during the perception-decision
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process. The ability to effectively integrate Sys-
tem I and System 2 helps humans accomplish com-
plex perception and decision-making tasks. Nu-
merous LL.M-based reasoning frameworks also uti-
lized DPT to facilitate human-related interactions
like dialogue (He et al., 2024) and mitigate latency
issues via using a small model as System I (Liu
et al., 2024b). Many current agent frameworks
use System 2-based approaches to assist with plan-
ning and decision-making (Yu et al., 2024; Zhang
et al., 2024c¢), such as chain-of-thought (CoT) (Wei
et al., 2022), ReAct (Yao et al., 2022), and Reflex-
ion (Shinn et al., 2024). DPT-Agent is inspired by
DPT, further alleviating latency issues in System I
and endowing the agent with greater autonomy and
adaptability to humans in the design of System 2.

Simultaneous Human-AlI Collaboration. Most
tasks related to LLMs in human-AlI collaboration
research pose lower demands on real-time respon-
siveness, such as task-oriented dialogue systems
(Yi et al., 2024) and word-guessing (Ashktorab
et al., 2021), where players take actions turn-by-
turn. However, collaborative tasks in the real world
are often simultaneous, requiring real-time reason-
ing, which presents latency challenges for many
LLM-based frameworks (Liang et al., 2023). An-
other significant challenge of simultaneous collabo-
rative tasks is adapting to humans, who are unfamil-
iar partners not encountered during training (Wang
et al., 2024; Li et al., 2023; Carroll et al., 2019;
Zhang et al., 2024a). Theory of Mind (ToM) (Rabi-
nowitz et al., 2018; Baron-Cohen et al., 1985) has
been introduced to enhance reasoning in human-
Al collaborative scenarios (Wester et al., 2024).
However, studies have pointed out that LLMs fail
to achieve functional ToM (Riemer et al., 2024),
where reasoning cannot be effectively implemented
in decision-making processes. To adapt to humans,
DPT-Agent integrates DPT and ToM to support the
entire process from perception to reasoning and
decision-making, achieving functional ToM while
ensuring real-time performance.

3 Why We Need Dual Process Theory?

To understand the necessity of DPT in real-time
simultaneous human-Al collaboration, we first ex-
amine the real-time responsiveness and task com-
pletion capabilities of using large language models
(LLMs) independently as System I and System 2
agents.

In the Overcooked environment (Zhang et al.,
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Figure 2: LLM as Independent System 1 and System
2 in Overcooked. Mean score means the inter-quartile
mean score of 20 games. We define score efficiency as
the average score gained per macro action. The size of
each model’s circle represents latency, which is the time
taken from the request to the output of a macro action.

2024b), we employ a single-agent setup, Counter
Circuit (shown on the left in Figure 4), to compare
the performance of typical LLM-based System I-
only agents using mainstream LLMs of varying
sizes with that of an FSM-based agent. Addition-
ally, we include the DeepSeek-R1 series reasoning
model (Guo et al., 2025) and OpenAl’s 03-mini,
which incorporate System 2 capabilities with long
CoT as agents for this task.

To evaluate the performance of the System I-
only agents in real-time task completion, we as-
sess action output latency, task score, and score
efficiency. Each model is evaluated over 20 runs,
using the same game introduction prompt (Ap-
pendix B), instruction prompt (Appendix C.1), and
output prompt (Appendix D.1).

As shown in Figure 2, with detailed data pro-
vided in Appendix G, as independent System I,
models with fewer than 20B parameters excel in
latency but often have near-zero score efficiency,
indicating fast responses but ineffective actions.
Since missed orders lead to score deductions, some
high-score-efficiency models with high latency still
score below zero. The models that can balance
capability in generating scoring actions with low
latency perform better. When the reasoning mod-
els use long CoT as the System 2, despite their
stronger reasoning capabilities, their performance
presents even lower score efficiency and overall
scores compared to many smaller models function-
ing as System 1. Additionally, all agents perform
worse than the FSM agent.

These results show that LL.M-based indepen-
dent System I and System 2 agents struggle with
low-latency models lacking capability and high-
capability models suffering from excessive latency.
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This phenomenon highlights the need for a frame-
work to integrate System I and System 2, balancing
capability and latency in real-time tasks.

4 DPT-Agent Framework

To enable real-time responsiveness and seam-
less autonomous collaboration that aligns with
human cognitive processes, we propose Dual
Process Theory Agent framework (DPT-Agent).
DPT-Agent integrates both System I, which facili-
tates fast, intuitive decision-making, and System 2,
which supports deliberate, analytical reasoning.

Formulation. We model real-time simultaneous
human-AlI collaboration as a two-agent decentral-
ized Markov decision process (DEC-MDP) (Bern-
stein et al., 2002). The framework is defined by the
tuple (S, { A"}, { A"}, p, P, 7) where S is the state
space, A’ and A" denote the agent’s and human’s
action spaces, p : S — [0, 1] is the initial state
distribution, P : S x A x § — [0, 1] governs tran-
sitions with A = A% x A" as the joint action space,
and r : § x A — R is the reward function. At
each timestep t, the agent executes a} € A° while
the human performs a} € A" simultaneously, in-
ducing the joint action a; = (al,a}!) that drives
state transitions through P(s;11|s¢, a;). We further
develop modular formulations for DPT-Agent in
the following sections.

4.1 System 2: Deliberate and Analytical
Reasoning

When facing complex situations, humans often rely
on System 2 to process large amounts of infor-
mation to aid decision-making. Inspired by this
process, we designed System 2 for DPT-Agent, in-
tegrating environmental feedback for Theory of
Mind and self-evolution-based inference, which
aims to enable advanced reasoning and planning
while dynamically adapting to human partners. We
also refine the reflection mechanism (Shinn et al.,
2024) by using asynchronous reflection to facilitate
efficient and flexible self-evolution of strategies.

4.1.1 Theory of Mind for Inferring Human

Equipped with the Theory of Mind (ToM) capa-
bility, individuals can infer others’ mental states
as beliefs by analyzing their actions and commu-
nication history, allowing them to understand and
anticipate their behaviors (Premack and Woodruff,
1978). In the context of ToM, belief refers to an in-
dividual’s perception of events, which subsequently

shapes their actions (Baron-Cohen et al., 1985; Ra-
binowitz et al., 2018; Wen et al., 2019). We develop
a Theory of Mind module that enables the agent
to construct a belief about the human, encompass-
ing aspects such as tendencies, conventions, and
plans, based on observed human behaviors. The
belief output from the ToM module influences the
strategy by guiding both the strategy reflection in
System 2 and the decision-making in System 1.

To formulate the ToM process, we denote
the history from time-step O to time-step ¢ of
the game that the agent perceives as 719y =
{(s0,ab,al, 7o), ..., (s, at,al,r,)}. The Theory
of Mind module takes in the history 7g.;, summa-
rizes the history, infers the conventions and tenden-
cies of the human, and explains how the agent’s
policy can be adjusted to coordinate better with the
human player. The Theory of Mind module outputs
the belief in natural language, as shown in Figure 3.
The n-th ToM process execution can be formal-
ized as b" = LLM (7o, b" 1), where b" ! is the
n — 1-th generated belief and ¢,, is the time-step
when the n-th belief inference is performed.

4.1.2 Asynchronous Reflection for
Self-evolution

The Asynchronous Reflection module enables the
agent to improve its policy in such a long-horizon
interaction process for higher performance. We
design the “Behavior Guideline,” where the agent
maintains and iteratively updates language guide-
lines for the self-evolution of the current policy,
based on the generated belief about the human part-
ner and the game history. The Asynchronous Re-
flection module proceeds asynchronously with the
decision-making process and allows real-time re-
sponsiveness to be handled by System 1, enabling
the reflection process to focus on thinking with-
out worrying about decision delays, thus facilitat-
ing more thorough self-evolution. The m-th Re-
flection process execution can be formalized as
g™ = LLM (7'0:tm, b", gm_l), where b” is the lat-
est inferred belief about human, g™ is the “Behav-
ior Guideline” that is updated m times.

Given the modular formulation of the ToM and
Asynchronous Reflection modules, we derive the
formulation of the whole System 2 process as a
policy 752 : T x B x G +— B x G, where T =
{Tg;t = (SQ,CLQ,...) | st €S, a¢ €A7t:07...}
is the space of the game history. The System 2
policy 752 iteratively updates the belief about
the human player and the behavior guidelines
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Figure 3: DPT-Agent Framework. In System 2, the historical states from the history buffer periodically trigger

the ToM module to infer human behaviors. The reflection

module then analyzes the belief output from the ToM

module, along with game score feedback and other historical state information, to summarize its own behaviors and
generate guidelines. Within System I, the code-as-policy generator utilizes the current state, belief and guidelines to

generate code-as-policy when necessary, enabling control
FSM continues operating autonomously, generating macro

over the FSM. When no specific input is provided, the
actions to ensure the agent maintains continuous action

output, thereby guaranteeing real-time responsiveness in simultaneous collaboration.

given the game history, which can be denoted as
bn7 gm = LLM(TO,maX(tn,tm)7 bnilv gmil)'

4.2 System I: Fast and Intuitive Decision
Making

In time-sensitive tasks, humans typically rely on
System 1 to make intuitive decisions without engag-
ing in complex reasoning and keep asynchronous
reasoning while taking action. Inspired by this
process, we implement System I in DPT-Agent by
combining a code-as-policy generator and Finite-
state Machine (FSM) to enable intuitive and rapid
decision-making. The code-as-policy approach
also establishes a decision pipeline from System
2 to System I, which allows System 2 to influence
and refine actions.

4.2.1 Code-as-Policy Generator

To enhance the performance of the agent, we de-
signed the code-as-policy generator to effectively
bridge the gap between System 2’s guidelines and
inferred beliefs, and System I’s rapid decision-
making. By incorporating System 2’s reasoning
into the decision pipeline, we ensure that the agent
can leverage System 2’s reasoning abilities to gradu-
ally transform System 2’s inferences into actionable
decisions within an episode.

The Code-as-policy generator takes in the his-
tory, guidelines and inferred beliefs, and outputs ex-
ecutable code that consists of task-completing rules

and modifies the logic of the Finite-state Machine,
which is detailed in section 4.2.2. This process al-
lows System 1 to refine its intuitive responses with
thoughts derived from System 2, thus enhancing
the agent’s overall decision-making capabilities in
dynamic environments.

The policy generation process of Code-as-policy
generator at time-step ¢ can be formalized as ¢; =
LLM (7¢_x.¢, ™, g™), where b"™ and g™ represents
the latest belief about human and the latest guide-
lines respectively, and A is the interval the Code-as-
policy generator executes.

4.2.2 Finite-state Machine & Action Executor

To implement rapid response in system I, we adopt
the Finite-state Machine (FSM) method (Russell
and Norvig, 2016), which is a widely used com-
putational model that enables structured and ef-
ficient decision-making by transitioning between
pre-defined states based on inputs. In DPT-Agent,
we leverage FSM to facilitate fast and intuitive
decision-making by defining each state as a spe-
cific agent context or situation. State transitions
are triggered by environment dynamics, allowing
the agent to adapt efficiently without relying on
external LLM responses.

When LLM generates code-as-policy, the exe-
cutable code changes the pre-defined logic of FSM
and thus facilitates the adaption to human and per-
formance improvement. The FSM takes in the
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code-as-policy and game states, and outputs macro
actions, denoted as ma, which are high-level com-
binations of atomic actions for specific targets. For
example, in Overcooked, macro actions include
food ingredients preparation, food assembling and
food serving. The generated macro actions are sent
to an action executor for conversion into atomic
actions that can be directly executed in the environ-
ment. The action executor employs script policies,
ensuring smooth and efficient execution. Upon
receiving a macro action, the action executor se-
lects an appropriate execution plan and performs
path planning to determine the necessary atomic
actions using the A* algorithm (Hart et al., 1968).
The Detailed design and implementation of the
FSM is provided in Appendix A.1. These pro-
cesses can be formalized as ma; = FSM(cy, s¢)
and a} = Executor (may) .

Given the formulation of these modules, we de-
rive the formulation of the whole System I pro-
cessas ™! Sx Bx G — A At time-step
t, w51 generates executable atomic action a; =
Executor(FSM(LLM(7¢_», b", g"), 5¢)).

5 Experimental Design

In this section, we introduce the new real-time si-
multaneous human-AlI collaboration environment
and tasks we designed based on Zhang et al.
(2024b) and our experimental setup. Specifically,
we aim to understand: 1) DPT-Agent’s capability
in real-time tasks, 2) DPT-Agent’s capability in col-
laboration, and 3) DPT-Agent’s performance when
collaborating with humans simultaneously.

5.1 Overcooked Challenge for Real-time
Simultaneous Human-AI Collaboration

To effectively evaluate the performance of
DPT-Agent in real-time simultaneous human-Al
collaboration, we implement the real-time shared
workspace environment proposed by Zhang et al.
(2024b), using a challenging version of Over-
cooked based on the original Overcooked game
(Carroll et al., 2019; Strouse et al., 2021; Li et al.,
2023, 2024; Yu et al., 2023; Wu et al., 2021). In our
experiments, we introduce a new layout. As shown
in Figure 4, we adopt the basic layout, referred to
as New Counter Circuit, from Zhang et al. (2024b)
and design a new layout, named New Asymmetric
Advantages, building on the original Overcooked
Al environment (Carroll et al., 2019). The imple-
mentation is based on the gym-cooking environ-
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Figure 4: Two Layouts in Overcooked Challenge for
Real-time Simultaneous Human-AI Collaboration.
Left is Map 1 - New Counter Circuit with brief intro-
duction of the item and game mechanism. Right is Map
2 - New Asymmetric Advantages

ment (Wu et al., 2021). In the real-time settings,
each timestep corresponds to 0.25 seconds in the
real world. Time-sensitive elements within the en-
vironment, such as overcooked beef and expiring
orders, underscore the importance of timely task
execution. Additionally, layout conflicts and the
complexity of the burger-making process empha-
size the critical role of collaboration. Further de-
tails about the environment and tasks can be found
in Appendix A.

5.2 Experimental Setup

Based on the Overcooked challenge, we set up
three series of experiments to validate the effective-
ness of DPT-Agent using the commonly adopted
ReAct (Yao et al., 2022) and Reflexion (Shinn et al.,
2024) framework. We first compare DPT-Agent
with baselines in a single agent setting to under-
stand the DPT-Agent’s capability of a real-time
task. Next, we use three specialized rule-based
agents as partners to evaluate the simultaneous col-
laboration capability of DPT-Agent. Finally, we
conduct human-involved experiments to compare
baseline frameworks with DPT-Agent in collabora-
tion with real humans. The baseline frameworks
in experiments are implemented in a manner that
ensures a fair comparison via using the same out-
put way of code-as-policy with DPT-Agent. Based
on this implementation, the ReAct and Reflexion
become System I + System 2 frameworks. The im-
plementation details can be found in Appendices B
to D. All the open-source models used in experi-
ments are deployed locally with NVIDIA A800-
SXM4-80GB and NVIDIA H100-80GB-HBM3 for
the best latency performance. Model deployment
details can be found in Appendices G and H. For
close-source models, we use the original API. All
the models’ temperature is set to 0. The whole
experiment cost 517.5 A800 GPU hours, 228 H100
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Figure 5: Results of LLM with ReAct, Reflexion and DPT-Agent w/o ToM in the Single Agent Game.

GPU hours and $735 in API in total. For reliabil-
ity, all the experiments are repeated 20 runs and
reported as the inter-quartile mean and the standard
error. The details of the metrics used in experi-
ments can be found in Appendix E.

Capability in Real-time Task. We first consider
the real-time performance and task completion ca-
pability of DPT-Agent in a single agent setting. In
the single-agent setup Counter Circuit, we compare
the ReAct and Reflexion implemented as System 1
+ System 2 frameworks with DPT-Agent w/o ToM
in score, latency and score efficiency.

Capability in Simultaneous Collaboration. Ex-
panding on the previous experiment, we use rule-
based agents as partners to evaluate the perfor-
mance of DPT-Agent in simultaneous collabora-
tion tasks. We employ three specialized rule-
based agents: one for beef preparation, one for
lettuce preparation, and one for burger assembly.
In Map 1, we compare ReAct and Reflexion im-
plemented as System 1 + System 2 frameworks and
DPT-Agent w/o ToM with DPT-Agent driven by
11 high-performing LL.Ms on the same map as the
previous experiment in a two-player setting.

Real-time Simultaneous Collaboration Exper-
iments with Human. To evaluate DPT-Agent’s
capabilities of collaborating with humans, we con-
duct experiments with 71 university students. To
balance response latency and capability, all frame-
works are powered by GPT-40-mini. We enhance
all baselines by incorporating an FSM-based Sys-
tem I and perform an ablation study to assess the
ToM module’s impact. We compare ReAct + FSM-
based System 1, Reflexion + FSM-based System
1, DPT-Agent, and DPT-Agent w/o ToM on two
cooperative two-player maps. Participants are split
into two groups, each playing on a different map.
Within each group, every participant plays two

games, each lasting 500 timesteps, with each of
the four agents in random order. We also collect
subjective human preferences. Detailed participant
demographics, experiment implementation, instruc-
tions, recruitment, and payment information are
provided in Appendix I.

6 Results

In this section, we present the results of experi-
ments and analyze DPT-Agent’s effectiveness in
real-time simultaneous human-AlI collaboration.

6.1 Capability in Real-time Task

As shown in Figures 5(a) and 5(b) (detailed data
in Appendix G), under ReAct and Reflexion frame-
work, the score efficiency of most models has sig-
nificantly improved compared with when they func-
tioned as independent System I (Figure 2). How-
ever, the score of many models has declined with
an increase in latency due to more complex System
2 reasoning. Low-latency models, like Qwen2.5-
14b, still struggle with capability issues, failing to
achieve higher final scores despite good score ef-
ficiency. Further comparison of the performance
of DPT-Agent in Figure 5(c) reveals that inference
models with high latency and larger models get
a significant improvement. DPT-Agent can help
these high latency models convert the high score ef-
ficiency and reasoning capability to scores, which
demonstrates the effectiveness of DPT-Agent in
real-time tasks.

6.2 Capability in Simultaneous Collaboration

As shown in Table 1, DPT-Agent achieved the best
performance across the majority of models, espe-
cially on the widely recognized general-purpose
SOTA models like GPT-40. This phenomenon
aligns with the conclusions from the experiments
in single-agent settings, where larger models can

4087



Score

Agent Contribution Rate

Model ReAct

Reflexion D:V'I/'(;érg()e;\?[t DPT-Agent ReAct Reflexion D:V-I/-(;t\li?\r/]lt DPT-Agent
03-mini-high -43.00(0.93) -42.00(0.85) 65.83(5.66) 55.17(4.84) 0.00(0.00) 0.00(0.00) 0.68(0.02)  0.72(0.01)
03-mini-medium -10.00(6.94) 4.83(7.63)  56.50(7.07)  60.00(6.07) 0.60(0.05) 0.62(0.02) 0.56(0.04)  0.68(0.03)
03-mini-low 7.00(7.491)  33.50(7.06) 44.83(9.74) 51.33(8.67) 0.60(0.05) 0.62(0.02) 0.56(0.04)  0.68(0.03)
GPT-40 35.67(9.62) 39.17(8.43) 18.67(8.50) 39.50(8.63) 0.60(0.02) 0.61(0.02) 0.60(0.05)  0.69(0.04)
GPT-40-mini -6.58(5.37) 5.58(7.53)  50.00(5.27) 52.92(6.34) 0.27(0.07) 0.46(0.06) 0.66(0.02)  0.67(0.02)
Qwen-Max 30.50(6.58)  21.17(6.23) 51.50(9.27) 53.83(7.33) 0.59(0.03) 0.60(0.03) 0.68(0.04)  0.70(0.03)
Claude 3.5 Haiku 29.50(5.63) 24.83(6.58) 43.17(8.01) 41.50(7.69) 0.62(0.04) 0.58(0.03) 0.67(0.03)  0.70(0.03)
DeepSeek-R1-671b  20.67(5.47) 21.00(6.83) 56.67(5.13) 74.33(5.33) 0.61(0.01) 0.59(0.01) 0.69(0.02)  0.69(0.01)
DeepSeek-R1-70b 33.83(6.77) -2.67(5.98) 51.00(6.08) 61.50(6.40) 0.57(0.01) 0.55(0.05) 0.69(0.02) 0.66(0.02)
DeepSeek-R1-32b 37.33(8.51) 23.33(7.46) 45.50(6.39) 38.83(8.51) 0.56(0.02) 0.53(0.03) 0.67(0.02)  0.69(0.05)
DeepSeek-R1-14b -8.50(3.88)  12.00(8.51) 40.33(7.73) 43.17(8.54) 0.52(0.02) 0.48(0.02) 0.68(0.03)  0.71(0.03)
DeepSeek-V3 29.17(8.24)  33.33(7.76) 70.33(5.28) 61.83(5.86) 0.60(0.03) 0.58(0.02) 0.74(0.01)  0.74(0.02)
DeepSeek-V2.5 -6.00(5.23)  12.33(4.83)  31.50(6.58) 23.50(8.44) 0.25(0.02) 0.47(0.04) 0.64(0.04) 0.60(0.04)
QwQ-32b 49.17(7.32) -43.33(4.56) 53.17(6.00) 47.50(6.59) 0.58(0.03) 0.00(0.03) 0.64(0.02)  0.70(0.02)
Qwen2.5-72b 15.50(4.69) 52.83(5.68) 18.67(5.51) 33.67(5.17) 0.75(0.01) 0.58(0.01) 0.67(0.04) 0.67(0.03)
Llama3.3-70b 27.97(5.68) -15.58(5.28) 30.75(3.86) 28.08(6.68) 0.74(0.03) 0.54(0.05) 0.85(0.02) 0.75(0.05)
Mixtral-8x22b 20.17(6.30)  24.67(6.07) 24.00(6.10) 26.83(5.79) 0.54(0.03) 0.54(0.03) 0.70(0.06) 0.60(0.03)
Overall 15.48(6.16)  11.77(6.31)  44.23(6.60) 46.63(6.88) 0.52(0.03) 0.49(0.03) 0.68(0.03)  0.69(0.03)

Table 1: Performance with Standard Errors of Experiments Collaborating with Rule-based Agents.

Map 1 - New Counter Circuit

Frameworks ReAct Reflexion DPT-Agent w/o ToM  DPT-Agent

Mean Score  99.03(9.86) 97.78(7.23) 103.19(7.06) 111.53(5.42)

Agent CR 0.51(0.03) 0.53(0.03) 0.62(0.02) 0.62(0.02)
Map 2 - New Asymmetric Advantages

Frameworks ReAct Reflexion DPT-Agent w/o ToM  DPT-Agent

Mean Score  115.00(9.28) 119.67(10.54) 152.03(8.13) 160.63(7.97)

Agent CR 0.49(0.04) 0.51(0.03) 0.62(0.02) 0.59(0.03)

Table 2: Performance with Standard Errors of Ex-
periments with Humans. Agent CR refers to Agent
Contribution Rate.

overcome the latency limitations and achieve better
performance with the help of DPT-Agent. Such
performance improvements are more noticeable in
the reasoning model series of GPT 03-mini and
DeepSeek-R1. DPT-Agent framework can help
reasoning models, which require long periods of
thinking, overcome the latency and effectively tran-
sition from thinking to action. Additionally, when
facing rule-based agents that can only perform a
single task, DPT-Agent can maintain a high con-
tribution rate. For some models like Llama3.3-
70b, DPT-Agent w/o ToM outperforms the com-
plete DPT-Agent, which may be closely related to
the model’s ToM capabilities. We provide detailed
results and case analyses of different partners in
Appendix H.3.

6.3 Experiments with Real Humans

After data validation, we have 68 valid data points
in total: 36 of Map 1 and 32 of Map 2. The data
validation details are in Appendix I. As shown in
Table 2, DPT-Agent achieves the highest scores in

both Map 1 and Map 2 when collaborating with
humans. DPT-Agent w/o ToM also outperforms
ReAct and Reflexion, confirming the effectiveness
of asynchronous reflection. Moreover, the ToM
module also brought a significant score improve-
ment in collaborating with humans, confirming that
incorporating human belief reasoning into System
2 can foster better collaboration. Regarding hu-
man perception (Table 3), DPT-Agent ranks highest
in Map 1, with the most participants recognizing
its collaborative abilities. Interestingly, in Map 2,
DPT-Agent w/o ToM surpasses DPT-Agent in both
cooperation and preference ranking with a higher
agent contribution rate, which may refer to the hu-
man preference for partners who work more.

DPT-Agent

Layouts Perception ReAct Reflexion w/o ToM DPT-Agent

Map 1 Cooperation 88 79 86 107
Preference 88 80 91 101

Map 2 Cooperation 65 78 94 83
Preference 63 73 95 89

Table 3: Borda Count Result of Humans’ Perceived
Subjective Ranking. In our Borda count, the first place
receives 4 points, and each subsequent rank decreases
by one point.

7 Discussion and Future Works

The experiment results illustrate the complex inter-
play between latency, capability, and collaboration
in real-time tasks. DPT-Agent shows the capability
to address this issue by effectively balancing la-
tency and capability, enabling high-latency models
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to convert score efficiency and reasoning capability
into better outcomes. Moreover, the significant im-
provement observed when incorporating ToM into
DPT-Agent during human collaboration confirms
the value of human-like reasoning in enhancing
task performance. This insight emphasizes the im-
portance of integrating cognitive abilities, like ToM,
to optimize human-agent interactions in real-world
applications. Interestingly, the absence of ToM in
DPT-Agent outperformed the complete DPT-Agent
in some cases, suggesting the models’ lack of ToM
capabilities, which might influence the effective-
ness of DPT-Agent. For future work, the integra-
tion approach of DPT-Agent with FSM holds great
potential for integrating LLMs into existing FSMs
in the real world, offering the possibility of sup-
porting more simultaneous human-AlI collaboration
scenarios to achieve stronger capabilities and pro-
mote better cooperation.

8 Conclusion

In this paper, we propose DPT-Agent, a language
agent framework for the challenges of real-time re-
sponsiveness and autonomous adaption to humans
in real-time simultaneous human-AlI collaboration
tasks. Inspired by DPT, DPT-Agent combines
FSM-based System [ for rapid decision-making
with a System 2 driven by LLMs for deeper reason-
ing. The single-agent experiments and experiments
with rule-based agents highlight that DPT-Agent
has the capability in real-time tasks and simulta-
neous collaboration. Moreover, the performance
of DPT-Agent in human experiments marks a sig-
nificant advancement, offering a more autonomous
and adaptive framework in simultaneous human-
Al collaboration. We open-source both the method
and the environment to foster future research and
advancements in simultaneous human-AlI collabo-
ration. To the best of our knowledge, DPT-Agent
is the first agent framework to achieve autonomous
and simultaneous collaboration with humans in real
time, making it a major step forward in language
agents for human-Al collaboration.

Limitations

DPT-Agent has already made breakthrough
progress in the task of simultaneous Human-Al
collaboration, providing a solid foundation for de-
signing more complex agent frameworks in the
future. However, DPT-Agent still has significant
room for improvement. First, providing guidance

and code-as-policy to DPT-Agent FSM-driven Sys-
tem I remains a major challenge for many models
with weaker capabilities, especially small models.
Many models are still limited by errors in their
output, which cannot be verified and thus lead to
invalid policies. Secondly, using lambda functions
to control the FSM still has a certain lack of flex-
ibility. However, given the current limitations of
model capabilities, it might be hard for models to
directly output valid state machine code. And since
ToM ability is a complex higher-order reasoning
capability, it imposes high demands on the model
itself. This limitation makes it more likely for ToM
failures to occur when DPT-Agent is applied to
smaller models. Big models with strong reasoning
capabilities suffer from high latency, which reduces
the timeliness of reasoning, which is another limi-
tation of DPT-Agent, making it challenging to con-
sistently outperform FSM across different models.
Our current experiments are still conducted on a
small scale, and since the human subjects are all
university students, there may be potential biases.
Conducting larger-scale experiments in the future
will help deepen our understanding of simultaneous
human-AlI collaboration.
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A Environment Details

We implement the environment from (Zhang et al.,
2024b) based on overcooked-ai? (Carroll et al.,
2019) and gym-cooking® (Wu et al., 2021).

State. Both the agent and the human have full
access to the game states and each other’s actions.
Players can directly see the status of all items in the
game interface, such as the location where items
are placed and their current state (e.g., beef cook-
ing in a pan). Players can also view the remaining
game time and current score through the informa-
tion displayed. The remaining time for each order,
the progress of chopping lettuce, the process of
cooking beef, and the process of extinguishing a
fire are shown through progress bars. All actions
taken by teammates, the teammates’ location, and
the items they are holding are fully visible to each
other.

Action. In this environment, the actions that the
human and the agent can take to control the chefs
include moving up, down, left, and right, as well as
“interact”. All activities such as picking up items,
serving dishes, and extinguishing fires are consid-
ered as “interact” actions. The specific interaction
rules are illustrated in Figure 6. We denote the ac-
tions to control the chefs as A°""!, The agent and
the human share the same 4!,

s
Chop 8 times
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(c) BeefLettuceBurger (d) Overcooked Beef
Figure 6: Game Mechanism from Zhang et al.
(2024b). (a), (b), and (c) are the rules for preparing
and serving burgers. (d) demonstrates the mechanism
of overcooked beef and the rules for handling the fire
caused by overcooked beef.

Reward. The scores for completing the three dif-
ferent types of orders vary and serving the wrong

2https ://github.com/HumanCompatibleAI/
overcooked_ai, MIT License

3https ://github.com/rosewang2008/gym-cooking,
MIT License

Event Rewards
Serve a LettuceBurger +15
Serve a BeefBurger +20
Serve a BeefLettuceBurger +25
Serve a Wrong Burger (or Something not a Burger) -10
Miss an order -10

Table 4: Rewards in Game.

burger or missing an order will result in a penalty.
The specific rewards are detailed in Table 4.

Timesteps. In the environment implementation,
one timestep is 0.25 sencond in the real world. At
most one action can be executed at each time step.

A.1 FSM in Overcooked
Follow the Zhang et al. (2024b), the macro actions

included are summarized below.

* Prepare:
— Valid Objects:
“Bread”

— Function: Prepare an appointed ingredi-
ent until it can be used to assemble.

“Beef”, “Lettuce”,

¢ Assemble:

— Valid Objects: “BeefBurger”, “Lettuce-
Burger”, “BeefLettuceBurger”

— Function: Assemble an appointed
burger if all necessary ingredients are
ready.

* Pass on:

— Valid Objects: “Plate”, “Bread”

— Function: Put the object onto the center
counters to deliver it to the partner.

e Serve:
— Valid Objects: “BeefBurger”, “Lettuce-
Burger”, “BeefLettuceBurger”

— Function: Deliver an assembled burger
to the customer.

¢ Putout Fire:

— Valid Objects: -

— Function: Pick up the fire extinguisher
and put out the fire, if any.
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B General Game Prompt of All Experiments

As a player in a collaborative cooking game, you are working with a human player to complete hamburger
orders.
Focus on cooperation, player engagement, fulfillment, and score accrual.

# Game Introduction
## Game Scene

The game environment is set in a kitchen, designed for a collaborative cooking challenge. The layout
includes a central counter area surrounded by various stations and essential elements for gameplay. Here's a
detailed breakdown of the scene:

- *%*xCentral Counter Area**: The central space has a counter where ingredients can be placed temporarily for
efficient workflow.
- xxIngredient Stations**: Distribution stations for picking up “Lettuce”, “Beef ™ and “Bread".
- xxCooking and Preparation Toolsx*x*:
- xxPansxx: for cooking “Beef ™.
- xxCutboards*x: for preparing “Lettuce .
- *xPlate Stationx*x: for picking up empty plates.
- xxFire Extinguisherx**: for extinguishing fires and can be moved.
- xxServing Areaxx: for serving orders.

You are controlling one of the two chefs in the kitchen, and your goal is to work together with your partner
to fulfill customer orders efficiently and accurately by writing codes to improve your policies in the game

## Game Mechanisms

### Game Objects

Each object is a represented as a tuple of ~(object_name, object_status).

- **Beef*x: Includes ~("Beef"”, "Fresh”)™, ~("Beef”, "In-progress”) , ~("Beef"”, "Well-cooked"”) ™, ~("Beef
", "Overcooked") . Note that ~("Beef”, "In-progress”)™ will become ~("Beef"”, "Well-cooked”)" after a
certain time, and ~("Beef"”, "Well-cooked”) ™ will become ~("Beef"”, "Overcooked”)™ if left on the pan for
too long.

- **Lettuce**: Includes ~("Lettuce”, "Unchopped”)™ and ~("Lettuce”, "Chopped”) .

- xxBread**: Represented as ~("Bread”, "")".

- *xBeeflLettuce**: A mixture of ingredients, represented as ~("BeeflLettuce”, "")".

- xxBurgersxx: Types include ~("BeefBurger"”, "") , ~("LettuceBurger”, "")", and ~("BeeflLettuceBurger”,
my s

- **Plate**: Represented as ~("Plate”, "")".

- **FireExtinguisherx*: Represented as ~("FireExtinguisher”, "")".

- *xFirexx: Indicates an active fire, represented as ~("Fire"”, "")".

### Counters

Especially, we count the status of the counters in the kitchen:
- "Empty"”: No object on the counter.

### Valid Actions in Code
To play the game, you can use the following actions:

- xxPrepare Actions*x: Used to prepare individual ingredients. Each ingredient can be prepared with the
option to either place it on a plate or not. Here are the valid prepare actions:

- Preparing ~("Beef”, "Well-cooked”) : Get a ~("Beef”, "Fresh”)" and cook it into a ~("Beef”, "In-
progress”)™ and then a ~("Beef"”, "Well-cooked"”) . Pay attention to avoid overcooking it, which will
result in a ~("Beef”, "Overcooked”)™ and a ~("Fire”, "") in the pan.
- “("prepare”, {"food": "Beef”, "plate”: True})"
- “("prepare”, {"food"”: "Beef", "plate”: False})"
- Preparing ~("Lettuce”, "Chopped”) : Get a ~“("Lettuce”, "Unchopped”) ™ and chop it into a ~("Lettuce”, "
Chopped”) ™.
- “("prepare”, {"food": "Lettuce”, "plate”: True})"
- “("prepare”, {"food": "Lettuce"”, "plate”: False})"
- Preparing ~("Bread”, "") : Get a “("Bread”, "")  and put it on the counter or in a plate.
- “("prepare"”, {"food": "Bread"”, "plate": True})"
- “("prepare"”, {"food": "Bread"”, "plate": False})"
Note that when there is no ~("Beef”, "Fresh”)™, ~("Lettuce”, "Unchopped”)™ or ~("Bread”, "")  in the

kitchen, the prepare actions will automatically get the ingredients from the respective stations.

- xxAssemble Actions**: Used to assemble burgers with the already prepared ingredients ( ("Beef”, "Well-
cooked"”)™, “("Lettuce"”, "Chopped”)™ and ~("Bread”, "")" ). These actions will only be performed if all
required ingredients are ready. See the xxCookbookx** section for the burger types and their ingredients.

- “("assemble”, {"food": "LettuceBurger"})"

- “("assemble”, {"food": "BeefBurger"})"

- “("assemble”, {"food": "BeeflLettuceBurger"})"

- **Pass On Action**: Used to pass something to your partner by putting it on the central counter.
- “("pass_on"”, {"thing": "Plate"})"
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- “("pass_on”, {"thing": "Bread”"})"

- “("pass_on", {"thing": "Lettuce”, "thing_status”:
- “("pass_on", {"thing": "Lettuce”, "thing_status”:
- “("pass_on"”, {"thing": "Beef", "thing_status”:

"Beef",
"BeeflLettuce”"})"
"BeefBurger"})"
"LettuceBurger"})"
"BeeflLettuceBurger"})"
"FireExtinguisher"})"

- “("pass_on"”, {"thing":
- “("pass_on", {"thing":
- “("pass_on"”, {"thing":
- “("pass_on", {"thing":
- “("pass_on"”, {"thing":
- “("pass_on"”, {"thing":

- xxServe Actionsxx:

- “("serve", {"food": "BeefBurger"})"
- “("serve", {"food": "LettuceBurger"})"
- “("serve", {"food": "BeeflLettuceBurger"})"

- x%xPut Out Fire Actionx*:
Beef™ is overcooked and catches fire.
- “("putout_fire"”, {3})°

- xxClean A Counter Actionx*:
- “("clean_a_counter”, {})"

### Cookbook

In this collaborative kitchen game,

"thing_status":

Used to pick up the fire extinguisher and put out the fire on the pan when the

"Chopped”}) -
"Unchopped”}) "

"Well-cooked"})"
"Fresh"})"

Used to serve the assembled burgers to the customer.

Used to clean a counter by dropping all objects on it to the trash can.

the goal is to prepare and serve burgers efficiently to earn points. The

game features three types of burgers: ~“LettuceBurger™, “BeefBurger ™, and “BeeflLettuceBurger . Here are the
rules and how the actions fit into the gameplay:
- *%LettuceBurger*x:
- xxIngredients#**: ~("Lettuce”, "Chopped”)™, ~("Bread"”, "")"
- **Preparationx*x*:
- Prepare “("Lettuce”, "Chopped”)™ if not already prepared

- Assemble the ingredients using the action:
- xxBeefBurgerxx:
- xxIngredients#*%*:
- **Preparationx*x*:
- Prepare " ("Beef”, "Well-cooked”)"
- Assemble the ingredients using the action:
- *xBeeflLettuceBurgerx*x:

T ("Beef”, "Well-cooked"”)™,

- *xIngredients*x: ~("Lettuce”, "Chopped”)"™,
- **Preparationx*x:
- Method One
- Prepare ~("Lettuce”, "Chopped”)"

- Prepare "~ ("Beef",

- Assemble the ingredients using the action:

- Method Two
- Prepare ~("Lettuce"”, "Chopped")"

- Prepare "~ ("Beef"”, "Well-cooked”)"

- Assemble the ingredients using the action:

- Method Three
- Prepare " ("Beef”,

- Prepare ~("Lettuce”, "Chopped”)~

- Assemble the ingredients using the action:

- Method Four
- If there is a prepared ~("BeeflLettuce”,
using the action: ~("assemble”, {"food":
Note:
- The “Bread”™ will be automatically used,
action is performed. You can also prepare “Bread"
- **Preparation Flexibility=x*:
BeeflLettuceBurger ', you can prepare the “Lettuce”

### Scoring System

- xxPoints Earnedxx:

There are orders from customers that need to be fulfilled.

- “LettuceBurger~: 15 points
- “BeefBurger : 20 points
- “BeeflLettuceBurger ™ : 25 points
- **Points Lostx*x:
- Missing an order results in losing 10 points.

“("assemble”, {"food":

“("Bread”,

("Beef”,

mys
"BeeflLettuceBurger"})"

"LettuceBurger"})"

oy -

if not already prepared
“("assemble”, {"food":

"BeefBurger"})"

"Well-cooked”)™, "("Bread”, "")°

if not already prepared
"Well-cooked”)™ if not already prepared

“("assemble”, {"food"”: "BeeflLettuceBurger"})"

if not already prepared
- Assemble the ingredients using the action:
if not already prepared

“("assemble”, {"food"”: "LettuceBurger"})"

“("assemble”, {"food"”: "BeeflLettuceBurger"})"

"Well-cooked”) ™ if not already prepared
- Assemble the ingredients using the action:

“("assemble”, {"food”: "BeefBurger”"})"
if not already prepared
“("assemble”, {"food"”: "BeeflLettuceBurger"3})"

you can directly assemble the “BeeflLettuceBurger™

from prepared “Bread™ or the Bread Station, when the “assemble"
in advance.
You can complete a burger in a flexible order.

For example, when making a

before the “Beef™, or vice versa.

Each order has a specific point value:

Ensure that each order is completed within the given time.

- Serving an item that is not in the order lists also results in losing 1@ points. Make sure only demanded

burgers are served to customers.

### Important Tips
- **Unreachable Ordersx*x*:
ingredients,

If the remaining time for an order is less than the time required to prepare the
it is better to skip that order and focus on the next one.

C DPT-Agent Implementation in Overcooked
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C.1 Instruction Prompt
C.1.1 Game State Example

"objects": {
("Beef”, "Fresh"): 1,
("Beef", "In-progress”): 1,
("Beef", "Well-cooked”): o,
("Beef"”, "Overcooked”): 1,
("Lettuce"”, "Unchopped"): 3,
("Lettuce", "Chopped"): 1,
("Bread”, ""): 4,
("BeeflLettuce”, ""): 0,
("BeefBurger”, ""): 0,
("LettuceBurger", ""): 1,
("BeeflLettuceBurger”, ""): 0,
("Plate”, "Empty"): 2,
("FireExtinguisher"”, ""): 1,
("Fire"”, ""): 0
3,
"counters”: {
"Empty": 18,
1,
"orders”: [
{
"name": "BeefBurger",
"remain_time"”: 30
1,
{
"name": "LettuceBurger",
"remain_time": 45
}
1,
"inventory_other_player"”: {
"player_1": ("Plate”, "Empty"),
3

C.1.2 Assigned Task Example

L
(
"lambda_json_state:_json_state['objects']J[('Beef',_'Well-cooked')]_+_json_state['objects']I[('Beef',_
'In-progress')]_<_sum(order['name']_==_'BeefBurger'_or_order['name']_==_'BeeflettuceBurger'_for_
order_in_json_state['orders'])", ("prepare"”, {"food”: "Beef”, "plate”: False})
),
"BeefBurger"”,
"LettuceBurger”
]

C.1.3 Instructions

# Instructions
## Goal

Based on these settings, you need to consider how to play the game with your partner to achieve a higher
score. The agent will automatically prepare the burger order with the least remaining time. You will receive
game history and your task is to respond to urgent situations for improving the performance.

## Input Information

*xGame History#*x:
- A sequence of game scenes that have occurred in the past. Each game scene is consisted of:
- Remained Timestep: The remained timestep of the game.
- Score: The current score of the game.
- Game State: The occurrences of objects, orders, and other players' inventories.
- Action: Actions taken by your agent and the human-controlled agent.
- Delivery: The food that have been delivered and the corresponding obtained score.
- Missed Orders: The orders that have not been completed in time and the obtained punished score.
{MESSAGE_PROMPT}
*xCurrent Assigned Tasksxx:
- The current actions and orders you assigned to the agent that need to be done urgently.
*xBehavior Guidelines#*x:
- The behavior guidelines are the suggestions you have given to the agent based on the game history.
{INFERRED_HUMAN_PROMPT}

### Game State

The current state of the game includes various details. Here's a detailed description based on the provided
structure:
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1. xxObjectsxx:
- The “objects™ dictionary records the number of objects with different statuses. Each entry is a tuple
of “(object_name, object_status)” mapped to “object_number .
- For example:
- “("LettuceBurger”, "") : 1° indicates that there is 1 “LettuceBurger .

2. **0rders**:
- The “orders”™ list contains the current orders that need to be completed. Each order is a dictionary
with:
- “name : The name of the order, which can be “BeefBurger™, “LettuceBurger™, or “BeeflLettuceBurger ™.
- “remain_time : The remaining time to complete the order, with smaller remaining time indicating
higher urgency.

3. **xInventory of the Other Playerxx:
- The “inventory_other_player ™ dictionary records the objects held by the other player. Each entry maps
“other_agent_id~ to a tuple of ~(object_name, object_status) .
- This helps in understanding what the other player is currently holding, allowing for better
coordination.

#### Example Game State

Now I will show you a game state example. In this example, there are

- 1 fresh beef, 1 in-progress beef, and 1 overcooked beef. No well-cooked beef.

- 3 unchopped lettuce and 1 chopped lettuce.

- 4 bread prepared in advance.

- No assembled BeeflLettuce, BeefBurgers, or BeeflLettuceBurgers, but there is 1 LettuceBurger ready.

- 2 empty plates on counters.

- 1 fire extinguisher and no active fire.

- 18 empty counters.

- 2 orders pending: a BeefBurger with 30 seconds remaining and a LettuceBurger with 45 seconds remaining.
- Player 1 holding an empty plate.

Note that you will only receive the json below:
{GAME_STATE_EXAMPLE}
### Assigned Tasks

In this game, the “assigned tasks™ are the actions and orders which you assign to the agent that need to *x*
prioritize and complete urgently#*x.

Assigned tasks can be actions with pre-conditions, and order names.
#### Assigned Actions
Assigned tasks can contains pairs of preconditions and actions. Each pair specifies a condition that must be
met and the corresponding action that should be taken when the condition is true. Here's a breakdown of
what each element means:
1. *xPrecondition*x*:
- A lambda function that takes ~json_state™ as an input and returns a boolean value.
- It indicates whether a specific condition is met in the current game state.
- For example: When you want to detect whether there are fewer than 3 well-cooked or in-process beefs,
you can use ~"lambda json_state: json_state['objects']J[('Beef', 'Well-cooked')] + json_state['objects
'J[('Beef', 'In-progress')] < 3"".
2. **%Action**:
- A tuple containing the action name and the action arguments.
- The action name is a string, and the action arguments are provided as a dictionary.
#### Assigned Orders
The “assigned_tasks™ can also contains the names of the orders that need to be completed in sequence.
- Each order (element) in this list is an order name in string.
#### Example Assigned Tasks
Now I will show you an example of assigned tasks below. In this example, the agent do the following tasks:
- prepare beef if the number of well-cooked or in-process beefs are fewer than the number of requirements.
- prepare a BeefBurger.
- prepare a LettuceBurger.
{ASSIGNED_TASKS_EXAMPLE}
Note that “assigned_tasks™ will be executed in sequence #**only oncexx, i.e., the actions will be executed if
the preconditions are met and the orders will be prepared. If you want to prioritize some tasks, you can
assign them in the head of “assigned_tasks™. Please pay attention to put the most urgent tasks in the head

of the list.

*xUrgent Needsxx: “assigned_tasks™ are mainly used for urgent needs you have found according to the latest (
current) game state{LATEST_MESSAGE_PROMPT}.

# Examples

{FEW_SHOT_EXAMPLE}
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# Input

{INPUT}

C.2 Prompts of DPT-Agent
C.2.1 Prompts of Code-as-Policy Generator

# OutputFormat
Please output in the following template:

You should return a text code block as your thought about how to prepare and serve burgers effectively.
T T text

Be concise and clear, less than 50 words.

If no urgent responses are needed, return "Things are going well”.

Do not directly copy the previous thoughts.

{MESSAGE_OUTPUT_FORMAT}

Return a **json** code block representation of the new assigned tasks that the agent will do urgently.

T json

*xPay attention that the agent will automatically prepare the burger order with the least remaining time and
you should only assign tasks when changes are necessary.*x

You can either keep some of the current assigned tasks if you find them still necessary, or substitute the
current assigned tasks with the new ones, i.e., you don't need to include the current assigned tasks in the
output.

You should make sure that the completed burgers are served to the customers in time, by letting the agent

perform in default mode or adding serving actions. But do not serve the burgers that are not in the order
list.

You should return an empty list ("[]1°) here when the agent can automatically finish the orders itself and

not urgent responses are needed.

Be careful to write correct lambda functions.

Do not directly copy the previous assigned tasks.

The JSON will be used in Python as “eval(json_string)”, so make sure it is in the correct format, e.g., use
“True™ and “False™ instead of “true” and ~false™.

C.2.2 Prompts of Policy Reflection

# OutputFormat
Please output in parts and in the following template:

You should return new **Behavior Guidelinesxx in the following code block.

T T text

Analyze the past game history and identify areas for improvement or successful strategies. Then explain how
the agent's policy will be adjusted based on the reflection.

Here are some suggestions for writing guidelines:

- What leads to the lost of scores, e.g., missed orders and served wrong food, in the past game?
- What leads to the waste of time in the past game?

- How to adjust the agent's policy to save time?

- What are the successful strategies in the past game?

- How to coordinate with the human player to achieve a higher score?

- How the agent's policy should be adjusted to improve performance?

- Why the beef is overcooked? How to avoid overcooking beef?

- Other suggestions for improving the performance of the team.

The guidelines should be given *xbased on the game history=x.

You should return a text code block. Be concise and clear, less than 100 words.

C.2.3 Prompts of Theory of Mind Module

You should return new *xinference on the human player's behavior pattern*x in the following code block.

T T text

Analyze the past game history and identify patterns or tendencies in the human player's behaviors. Then
explain how the agent's policy will be adjusted to coordinate better with the human player.

Here are some suggestions for writing inference:

- What are the human player's preferences in completing orders? For example, whether the human player
prefers to complete orders with the least remaining time or orders with the most remaining time? This will
help you determine which orders you should focus on to avoid missing any order and to prevent making extra
food.

- How does the human player prioritize tasks when multiple orders are pending? For example, whether the
human player tends to do order by order or tries to complete multiple orders simultaneously by preparing
multiple ingredients in parallel?

- Which processes does the human player prefer to complete first? For example, whether the human player
prefers to prepare which ingredients, assemble burgers or serve burgers? This will affect your choices
regarding which tasks to prioritize. For example, when human player prefers to preparing ingredients, you
choose to serve more dishes can effectively improve team efficiency. When human player prefers to assemble
burgers, you can choose to prepare more ingredients and pass on to the counter to meet the requirements of
the human player.
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- Consider whether there are any patterns between human player's behavior, the current orders that need to
be completed, and the ingredients available on the field. For example, humans tend to prepare a large amount
of beef when multiple orders for beef burgers are needed. Such implicit patterns can help you adjust your

own behavior.

- How the agent's policy should be adjusted to improve performance? For example, if you believe the
ingredients you've prepared or the burgers you've made are meant for the human player to assemble or serve,
you should pass them to the counter to facilitate efficient collaboration.

The inference should be given *xbased on the game history#*x.

You should return a text code block. Be concise and clear, less than 100 words.

D Implementation of Act, ReAct and Reflexion Frameworks

ReAct (Yao et al., 2022) is a framework that integrates reasoning and acting by allowing agents to plan,
interpret environments, and interact dynamically to improve decision-making. Reflexion (Shinn et al.,
2024) is a framework that enhances language model agents by enabling self-reflection, allowing them to
learn from past mistakes, refine their reasoning, and iteratively improve decision-making in future tasks.
We use Act to name the LLM as Indenpendent System 1.

We implement Act, ReAct and Reflexion in Overcooked challenge. The three frameworks use the same
prompt in the instruction part with DPT-Agent in Appendix C.1. We outline the specific differences in the
output prompts for the three frameworks below.

D.1 Output Prompts of Act

# OutputFormat

Based on the current game state, considering the remaining time for the orders and the status of all
ingredients on the kitchen, decide your next action.

Note that your actions should help advance the orders you're working on and the game process. Be sure to
also consider your previous actions and their outcomes.

Please output a valid action in JSON format.

D.2 Output Prompts of ReAct

# OutputFormat
Please output in the following template:

You should return a text code block as your thought about how to prepare and serve burgers effectively.
T text

Be concise and clear, less than 50 words.

If no urgent responses are needed, return "Things are going well”.

Do not directly copy the previous thoughts.

Your action should be a **json** code block representation of the new assigned tasks that the agent will do
urgently.

T json

You can either keep some of the current assigned tasks if you find them still necessary, or substitute them
with the new ones, i.e., you don't have to include the current assigned tasks in the output.

You should make sure that the completed burgers are served to the customers in time, by adding serving
actions. But do not serve the burgers that are not in the order list.

You should return enough assigned tasks to keep the agent busy.

Be careful to write correct lambda functions.

Do not directly copy the previous assigned tasks.

The JSON will be used in Python as “eval(json_string)”, so make sure it is in the correct format, e.g., use
“True™ and “False”™ instead of “true” and ~false~™.

D.3 Output Prompts of Reflexion

# OutputFormat

Based on a previous reasoning, you should improve based on self refection. Diagnose a possible reason for
failure and devise a new, concise, high level plan that aims to mitigate the same failure. Use complete
sentences.

You should return a text code block as your reflection when you meet the following failure situations: 1)
Fire, 2)Missing Order, 3)Loss Score, 4)Other unexpected situations.

ST T text

Be concise and clear, less than 100 words.

If no reflection is needed, return "Things are going well”.

Do not directly copy the previous reflection.
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E Metrics

Metrics we used in experiments include Atom Ac-
tion Occupy, Failure Missed, Failure Wrong Serve,
Score Efficiency, Agent Contribution Rate, the total
game score, and latency in second.

Atom Action Occupy. The percentage of total
time spent by in-game agents performing actions.
tatomic refers to the number of time steps that have
atomic action. t;., refers to the total number of
time steps.

t .
Atom Action Occupy = atomic (D

total

Failure Missed. The number of orders missed of
each games.

Failure Wrong Serve The number of incorrect
orders made by agents.

Score Efficiency. The average score gained per
macro action being executed. Stotai_gain Tefers to
score gained and is excluding penalty points. MA.
refers to the number of macro action (MA) being
executed.

Stotal_gain (2)
MA.

Latency. The time in second that from the re-

quest to the output of a macro action or a code-as-

policy output.

Score Efficiency =

Agent Contribution Rate. A concept from
Zhang et al. (2024b) to demonstrate the agent’s
contribution in each order based on the overcook
environment.

Below are the definition from Zhang et al.
(2024b): Key task events K E are defined to track
which team member completes specific tasks in
Overcooked. Based on the burger-making pro-
cess, each of the three burger types involves a set
of essential, non-repeatable events. For instance,
preparing a BeefBurger requires completing five
key events: Cooking Beef, Using Beef, Using
Bread, Using a Plate, and Serving. Each of these
key events occurs only once. The completion of
these events is triggered by specific “interact” ac-
tions, which are referred to as Key Actions. The
key actions mapping with the key events are in
Table 5. Each key event completed by a player
is counted once as their contribution to the over-
all performance. Since these key events are non-
repeatable, we can determine each player’s contri-
bution by tracking the key events they complete

while preparing each successfully served burger.
We define the agent’s contribution ratio CR? as:
CR' = By x 100%, where K E' and K E"
represent the key events completed by the agent
and the human respectively.

F Details of the LLM as Independent
System 1 and System 2 Experiments .

F.1 Models and Deployment

In this series of experiments, we use 8 different
model series including GPT (OpenAl, 2024), Qwen
(Yang et al., 2024), Llama (Touvron et al., 2023),
Phi (Abdin et al., 2024), Gemma (Team et al.,
2024), Mistral (Al), DeepSeek (Liu et al., 2024a)
and DeepSeek-R1 (Guo et al., 2025):

GPT Series: GPT-40, GPT-40-mini and 03-mini

Qwen Series: Qwen2.5 with 5 different sizes in-
cluding 3b, 7b, 14b, 32b and 72b (Lisence: Apache
license 2.0)

Llama Series: Llama3.1-8b, Llama3.2-3b and
Llama3.3-70b (Lisence: llama)

Phi Series: Phi-3.5-3.8b and Phi-4-14b (Lisence:
MIT)

Gemma Series: Gemma2 with 3 different sizes
including 2b, 9b and 27b (Lisence: gemma)

Mistral Series: Ministral with 2 different sizes
including 3b and 8b, Mistral-nemo-12b, Mistral-
small-24b and Mixtral-8x22b (Lisence: mistral)

DeepSeek Series: DeepSeek-V2-16b and
DeepSeek-V2.5 (Lisence: MIT)

DeepSeek-R1 Series: DeepSeek-R1 with 5 dif-
ferent sizes including 7b, 8b, 14b, 32b and 70b
(Lisence: MIT)

All the open-source models are locally deployed
with NVIDIA A800-SXM4-80GB through ollama
(Contributors, 2023), with the number of cards
used determined by the model size. For DeepSeek-
R1 series in Long CoT, we deploy via llama.cpp
(Gerganov, 2023) for customizing structured out-
put. The GPT series models use native API calls
to conduct experiments. The experiments use 26.3
A800-SXM4-80GB GPU hours for open-source
models and $ 35 in OpenAl API cost. All mod-
els had their temperature parameter set to 0, while
the remaining parameters were kept at their default
values.

F.2 Detailed Results

We list the data from Figure 2 in Table 6 and pro-
vided more detailed metrics. Metrics include Atom
Action Occupy, Failure Missed, Failure Wrong
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Key Events Key Actions
Cook Beef (D Get Beef from station Put onto Pan
Use Beef @ Plate well-done Beef from Pan

Prepare Lettuce

Use Lettuce

Use Bread
Use Plate (D Get Plate from Station
Serve (D Deliver Burger

(D Get lettuce from station @) Put onto Cutboard ) Chop Lettuce

(D Plate Lettuce Done from Cutboard 2) Plate Lettuce Done from Counter 3) Put onto Plate with BeefBurger
@ Put onto Plate with Bread ) Put Lettuce onto Plate 6 Put Lettuce onto Plate with Beef

(D Get Bread from Station (2) Plate Bread from Counter (3) Put onto Plate with BeefLettuce

@ Put onto Plate with Lettuce (5) Put Bread onto Plate 6) Put Bread onto Plate with Beef

Table 5: The mapping from key event to key actions from Zhang et al. (2024b).

Serve), Score Efficiency, the total game score, and
latency in second.

G Details of Capability in Real-time Task
Experiments .

G.1 Models and Deployment

In this series of experiments, we used 5 different
model series including GPT (OpenAl, 2024), Qwen
(Yang et al., 2024), Llama (Touvron et al., 2023),
Mistral (AI) and DeepSeek (Guo et al., 2025).

GPT Series: GPT-40, GPT-40-mini and 03-mini

Qwen Series: Qwen2.5 with 3 different sizes in-
cluding 14b, 32b and 72b (Lisence: Apache license
2.0)

Llama Series: Llama3.3-70b (Lisence: 1lama)

Mistral Series: Mistral-nemo-12b, Mistral-
small-24b and Mixtral-8x22b (Lisence: mistral)

DeepSeek Series: DeepSeek-R1-Distill-Llama-
70B and DeepSeek-V2.5 (Lisence: MIT)

All the open-source models are locally deployed
with NVIDIA A800-SXM4-80GB through vLLM
(Kwon et al., 2023), with the number of cards used
determined by the model size. For DeepSeek-R1-
70b, we use 8 NVIDIA H100-80GB-HBM3 for
deployment through vLLM (Kwon et al., 2023).
The GPT series models use native API calls to
conduct experiments. The experiments use 140.3
A800-SXM4-80GB GPU hours and 17.5 H100-
80GB-HBM3 GPU hours for open-source models
and $ 100 in OpenAlI API cost. All models had their
temperature parameter set to 0, while the remaining
parameters were kept at their default values.

G.2 Detailed Results

We list the data from Figure 5 in Tables 7 to 9
and provided more detailed metrics. Metrics in-

clude Atom Action Occupy, Failure Missed, Fail-
ure Wrong Serve), Score Efficiency, the total game
score, and latency in second.
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H Details of Capability in Simultaneous
Collaboration Experiments

H.1 Models and Deployment

In this series of experiments, we used 5 differ-
ent model series including GPT (OpenAl, 2024),
Claude (Anthropic, 2024), Qwen (Yang et al.,
2024), Llama (Touvron et al., 2023), Mistral (AI)
and DeepSeek (Guo et al., 2025).

GPT Series: GPT-40, GPT-40-mini and 03-mini

Claude Series: Claude-3.5-haiku

Qwen Series: Qwen2.5-72b (Lisence: Apache
license 2.0) and Qwen-Max

Llama Series: LLlama3.3-70b (Lisence: llama)

Mistral Series: Mixtral-8x22b (Lisence: mis-
tral)

DeepSeek  Series: DeepSeek-R1-671b,
DeepSeek-V2.5 and DeepSeek-V3 (Lisence: MIT)

All the open-source models are locally deployed
with NVIDIA A800-SXM4-80GB through vLLM
(Kwon et al., 2023), with the number of cards used
determined by the model size. For DeepSeek-R1-
70b and DeepSeek-V3, we use 8 and 16 NVIDIA
H100 80GB HBM3 for deployment through vLLM
(Kwon et al., 2023). The GPT series, Claude-
3.5-haiku and Qwen-Max use native API calls to
conduct experiments. The experiments use 350.9
A800-SXM4-80GB GPU hours and 210.5 H100-
80GB-HBM3 GPU hours for open-source models,
$ 400 in OpenAl API cost, $ 80 in Claude API cost
and $ 120 in Qwen API cost. All models had their
temperature parameter set to 0, while the remaining
parameters were kept at their default values.

H.2 Other Metrics

We list the more metrics Table 10 including Score
Efficiency and latency in second.

H.3 Case Study

H.3.1 Example of DPT-Agent when playing
with Beef Agent.

Below is the ToM module output of DPT-Agent in
the 78th timestep, driven by DeepSeek-R1-70b. It
demonstrates that DPT-Agent’s ToM mechanism
effectively helps the agent infer that its partner spe-
cializes in preparing beef.

Inferred Human Behavior:

- The human player focuses on beef preparation and

distribution, frequently passing well-cooked beef to
the counter.

- The agent should complement this by handling
lettuce preparation, bread management, and burger

assembly.

- The human's consistent passing of beef indicates a
preference for handling meat, so the agent should
focus on other tasks to optimize teamwork.

- The agent should pass prepared lettuce and bread
to the counter to enable the human to assemble
burgers efficiently.

- By dividing tasks based on the human's focus, the

agent can improve overall efficiency and ensure

orders are completed on time.

H.3.2 Example of DPT-Agent when playing
with Assemble & Serve Agent.

Below is the Reflection and ToM module output
of DPT-Agent in the 266th timestep, driven by 03-
mini-low. It demonstrates that DPT-Agent’s ToM
mechanism effectively helps the agent infer that its
partner specializes in burger assembly.

Behavior Guidelines:

Focus on avoiding overcooking by closely monitoring
beef cooking times and switching to fresh
ingredients if needed. Prioritize orders with
minimal remaining time to prevent missed orders.
Avoid repetitive actions like serving beefburgers
without verifying order demand. Delegate tasks by
quickly preparing ingredients and passing them to
the human player, minimizing counter clutter and
idle time.

Inference on Human Player Behavior Pattern:

The human player prioritizes urgent beef-based
orders and rapid assembly, often focusing on
assembling and serving ready-to-go items. Their
approach suggests a preference for quick, order-
focused actions, emphasizing the need for prepped
ingredients. The agent should support this by
preparing well-cooked beef and promptly passing
completed ingredients to ensure smoother
coordination.

I Details of Human Experiments

I.1 Procedure

We recruited 71 participants from the university
through its internal social platform. Each partici-
pant received a compensation of 50 RMB for their
participation. To enhance engagement and atten-
tiveness, we provided performance-based bonuses.
Participants within each group were ranked based
on their self-play performance and their perfor-
mance across four different agent games. The top
25% in playing with each agent and self-play can
receive an additional bonus of 3 RMB with a maxi-
mum possible bonus of 15 RMB.

The experiment was conducted online, where
participants completed the tasks on a designated
webpage using a computer with a keyboard. Each
session lasted approximately 40 minutes. Partici-
pants controlled the chef using the arrow keys and
interacted with objects by pressing the spacebar.
The entire experimental process was recorded, with
playback support available for data validation.

Participants were randomly assigned to one of
two maps. Within a group, each participant inter-
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W Score Efficiency Latency

Model ReAct Reflexion D:/I;A:lic’;)el\?[t DPT-Agent ReAct Reflexion D:V'I/';/}goelz\r)[t DPT-Agent
03-mini-high 0.00(0.00) 0.00(0.00) 5.66(0.21) 5.33(0.18)  39.01(2.82) 39.47(2.43) 34.77(4.37) 35.96(4.91)
03-mini-medium 2.67(0.38) 3.59(0.39) 5.16(0.28) 5.23(0.24) 28.07(2.42) 26.73(3.93) 22.24(1.39) 24.05(2.81)
03-mini-low 3.20(0.34) 4.18(0.34) 4.28(0.43) 4.60(0.35) 10.78(1.40) 10.58(0.80)  7.34(0.37)  7.68(0.38)
GPT-40 4.26(0.42) 3.86(0.34) 3.43(0.42) 4.46(0.39) 6.63(7.53) 6.81(0.24)  4.92(1.32) 4.91(1.41)
GPT-40-mini 3.95(0.52) 4.64(0.66) 5.03(0.28)  5.33(0.33) 2.93(0.77) 3.15(1.27)  2.09(1.09)  2.08(0.58)
Qwen-Max 4.56(0.39) 4.03(0.28) 4.83(0.45)  5.09(0.31) 8.29(0.14)  10.30(0.21)  5.90(0.11)  5.89(0.10)
Claude 3.5 Haiku  4.04(0.30) 3.65(0.31) 4.67(0.39) 4.47(0.34) 5.74(0.06) 7.47(0.11)  5.21(0.05)  5.25(0.06)
DeepSeek-R1-671b  4.52(0.25) 4.47(0.37) 4.90(0.21)  5.27(0.19)  31.31(2.17) 41.66(2.45) 38.89(3.70) 34.63(2.30)
DeepSeek-R1-70b  3.66(0.25) 2.25(0.27) 4.64(0.25)  4.92(0.24) 7.82(0.17)  7.39(0.14) 10.30(0.36) 10.13(0.34)
DeepSeek-R1-32b  3.64(0.29) 3.27(0.29) 4.31(0.26)  4.04(0.38) 5.75(0.09) 6.77(0.13)  5.24(0.08)  5.11(0.13)
DeepSeek-R1-14b  3.16(0.22) 3.16(0.43) 4.33(0.36)  4.29(0.38) 3.06(0.06) 3.44(0.09) 3.88(0.088)  3.57(0.06)
DeepSeek-V3 4.78(0.39) 5.03(0.38) 6.00(0.18) 5.66(0.25) 7.54(0.15) 8.86(0.15)  1.92(0.04) 2.41(0.10)
DeepSeek-V2.5 2.29(0.26) 3.43(0.29) 4.24(0.40) 3.61(0.42) 4.88(0.07) 5.35(0.08)  4.06(0.10)  4.49(0.07)
QwQ-32b 3.92(0.24) 0.00(0.21) 4.64(0.25)  4.29(0.25) 8.80(1.04)  7.28(2.47) 14.50(3.04) 12.67(1.21)
Qwen2.5-72b 4.44(0.16) 5.11(0.29) 3.25(0.27) 4.51(0.29) 4.34(0.06)  4.83(0.11)  3.81(0.10) 4.62(0.11)
Llama3.3-70b 4.44(0.37) 2.01(0.28) 4.08(0.19) 3.89(0.32) 4.53(0.08) 5.34(0.11)  2.30(0.08)  2.90(0.09)
Mixtral-8x22b 3.58(0.30) 4.01(0.32) 4.63(0.41) 4.38(0.43) 5.20(0.18) 5.19(0.22)  4.53(0.14) 5.31(0.19)
Overall 3.59(0.30) 3.33(0.32) 4.59(0.31) 4.67(0.31) 10.86(1.13) 11.80(0.88) 10.11(0.97) 10.10(0.87)

Table 10: Results with Standard Errors of Experiments - Collaborating with Rule-based Agents.

acted with four different agents, playing two games
per agent, resulting in a total of eight games in
random order. To examine whether participants
could infer the agents’ capabilities, they were not
informed of the agent types but were only made
aware that the experiment involved four types of
agents, differentiated by color.

Before beginning the experiment, all participants
completed an informed consent form (Figure 7) and
read instructions detailing the game rules and oper-
ations. Following the instructions, they first partici-
pated in a non-scored trial to familiarize themselves
with the environment, rules, and controls. This was
followed by a scored trial to assist with data valida-
tion.

In the formal experiment (Figure 8), after each
game, participants were asked to rank the agents
based on their collaborative capabilities and per-
sonal preference. Upon completing all eight games,
they filled out an additional questionnaire, where
we collected their perceptions of task load and their
intended level of task engagement.

The experiment use $ 30 in OpenAl API cost.

LI.2 Participants

A total of 71 participants participated in the study.
The first and second authors of the article indepen-
dently validated all collected data. This validation
included checking data completeness (e.g., whether
participants completed all the experiments) and re-
viewing the recorded playbacks to identify any ab-

normal actions (e.g., instances where participants
did not engage in any cooperative behavior). After
data validation, we excluded any data with anoma-
lies, including passive participation and missing
data, resulting in 68 valid participants (M = 36,
F =32, and Others = 0, ages between 18 and 31).
Group 1 (Map 1) has 36 valid data points and Group
2 (Map 2) has 32 valid data points.
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Experimental Statement

1. Purpose

You have been asked to participate in a research study that studies human-Al coordination. We would like your permission to enroll you as a
participant in this research study.

The instruments involved in the experiment are a computer screen and a keyboard. The experimental task consisted of playing the computer
game Overcooked and manipulating the keyboard to coordinate with the Al agent to cook and serve dishes.

2. Procedure

In this study, you need to read the experiment instructions and make sure you understand the content of the experiment. The entire
experiment process lasts approximately 30 minutes. After reading and signing the experiment instructions, the experiment is divided into the
following steps:

(1) Fill in demographic information;
(2) Carefully read the game guide we provide to understand how to play the game and the kind of interactions and communication you need

with the agent. Also, adjust the height of your chair, your sitting posture, and the distance between your eyes and the screen to ensure a
comfortable position throughout the experiment;

(8) Trial Play: You will first try out the game controls you learned in the tutorial during a trial game and familiarize yourself with the game
mechanics;

(4) Level Testing: After warming up, you will play a formal single-player game on your own to help us calibrate your level of gameplay. Please
try to achieve the highest score possible;

(5) Formal Experiment:In the formal experiment, you will be matched with an Al agent as your teammate in each game. Your goal is to
collaborate with the Al agent to achieve the highest possible score. Throughout the experiment, you will play a total of eight games,
partnering with four different agents, each for two consecutive games. The four agents are distinguished by hat colors: red, green, pink,
and orange. The order in which these agents appear is randomized, but each agent will always be paired with you for two
consecutive games. After completing two games with an agent, you will be asked to rank its performance, including its capability and your
preference for the agent. Once all games are completed, you will have the opportunity to review and adjust your rankings if necessary. Please
remember the hat colors representing different agents during the games to assist you in providing accurate evaluations.

Please note that all ratings and questions are mandatory; do not skip any.

3. Risks and Discomforts

The only potential risk factor for this experiment is trace electron radiation from the computer. Relevant studies have shown that radiation
from computers and related peripherals will not cause harm to the human body. If you feel uncomfortable, you can stop participating at any
time.

4. Costs

Each participant who completes the experiment and fills correct individual information will be paid 50 ~ 65 RMB according to your
performance.

5. Confidentiality

The results of this study may be published in an academic journal/book or used for teaching purposes. However, your name or other
identifiers will not be used in any publication or teaching materials without your specific permission. In addition, if photographs, audio tapes
or videotapes were taken during the study that would identify you, then you must give special permission for their use.

| confirm that the purpose of the research, the study procedures and the possible risks and discomforts as well as potential benefits that |
may experience have been explained to me. All my questions have been satisfactorily answered. | have read this consent form. Clicking the
button below indicates my willingness to participate in this study

Figure 7: Experiment Statement.
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You are controlling the agent with BLACK hat.
Your partner is the agent with PINK hat.
This is the 1/8 round game.
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(a) In Game
Questionnaire

Please rank the agents by dragging the corresponding figures based on your feelings of the agents' cooperation ability and your
preference.

Please rank the agents from best to worst based on their performance, from top to bottom.

Agent: ¥ Agent id: 3

Agent: ' Agent id: 4

Please rank the agents from best to worst based on your preference, from top to bottom.

Agent: ¥ Agent id: 3
Agent: ' Agent id: 4
Submit

(b) Questionnaire

Figure 8: Experiment UI
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