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Abstract

Interpreting the law is always essential for the
law to adapt to the ever-changing society. It
is a critical and challenging task even for le-
gal practitioners, as it requires meticulous and
professional annotations and summarizations
by legal experts, which are admittedly time-
consuming and expensive to collect at scale.
To alleviate the burden on legal experts, we
propose a method for automated legal inter-
pretation. Specifically, by emulating doctri-
nal legal research, we introduce a novel frame-
work, ATRIE, to address Legal Concept In-
terpretation, a typical task in legal interpreta-
tion. ATRIE utilizes large language models
(LLMs) to AuTomatically Retrieve concept-
related information, Interpret legal concepts,
and Evaluate generated interpretations, elim-
inating dependence on legal experts. ATRIE
comprises a legal concept interpreter and a le-
gal concept interpretation evaluator. The inter-
preter uses LLLMs to retrieve relevant informa-
tion from previous cases and interpret legal con-
cepts. The evaluator uses performance changes
on Legal Concept Entailment, a downstream
task we propose, as a proxy of interpretation
quality. Automated and multifaceted human
evaluations indicate that the quality of our in-
terpretations is comparable to those written by
legal experts, with superior comprehensiveness
and readability. Although there remains a slight
gap in accuracy, it can already assist legal prac-
titioners in improving the efficiency of legal
interpretation. !

1 Introduction

Interpreting the law is always essential since laws

are often vague (Endicott, 2000) and open-textured

(Hart and Green, 2012) to cover diverse real-world

situations. For legal professionals, accurate inter-

pretation is the foundation of fair judgments (Barak,
“These authors contributed equally to this work.
Corresponding author.

'The code and dataset are publicly available at https:
//github.com/1kc233/ATRIE

2005). For laypeople, it determines whether they
can understand and comply with the law, guiding
their daily lives and decisions (Dworkin, 1982). As
shown in Figure 1, Theft in a dwelling is usually
punished more severely than common theft. But
what exactly is a “dwelling”? Is a school dormitory,
tent, or motorhome a dwelling? Without clear in-
terpretation, the law risks inconsistent application,
undermining justice and public trust (Smits, 2017).

However, interpreting the law is far from easy.
The main method that legal systems have developed
is doctrinal legal research, which aims to provide
clear, systematic, and well-reasoned legal interpre-
tations (Tiller and Cross, 2006). Doctrinal legal
research involves legal experts extensively reading
a large volume of previous legal cases, books, pa-
pers, and other related materials to find valuable
information (Yung-chin Su, 2024). Then, they sum-
marize experience on detailed applications of the
law. However, there are still several challenges:
(1) Time-consuming: Legal professionals must
browse countless texts and cases to build a reliable
interpretation. Despite advances in legal research
tools, this remains a labor-intensive task that is not
fully automated (VanGestel and Micklitz, 2011).
(2) Untimely: New cases continue to emerge at an
increasing rate as society and technology progress.
However, traditional methods rely on manual case-
by-case reading to update interpretations, which is
usually far behind judicial practice (Van Hoecke,
2011). (3) Incomplete and Subjective: Interpre-
tations are limited by human capability. It is im-
possible to cover all existing cases, and interpreta-
tions remain incomplete. Moreover, when selecting
cases from the overall case pool, humans may un-
consciously or even intentionally introduce their
own biases (Farnsworth et al., 2011).

Previous studies have attempted to leverage
LLMs for legal interpretation to mitigate the work-
load of human experts. Hoffman and Arbel
(2024) and Engel and McAdams (2024) directly
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prompt LLMs for legal interpretation, asking LLMs
to give the ordinary meaning of legal concepts.
Savelka et al. (2023) utilize GPT-4 to interpret
open-textured legal concepts from statutory arti-
cles based on expert-annotated valuable sentences
from case law. These works have focused on in-
terpreting legal concepts, as concepts represent
the most important component of legal interpreta-
tion. Following prior research, we also select legal
concept interpretation as the central focus of our
work. However, previous works fail to address the
above challenges because of the dependence on le-
gal experts to (1) annotate concept-related valuable
sentences from extensive volumes of case law and
(2) evaluate the quality of LLM-generated legal
concept interpretations.

Inspired by doctrinal legal research, we intro-
duce ATRIE to AuTomatically Retrieve concept-
related information, Interpret legal concepts, and
Evaluate generated interpretations without legal ex-
perts’ intensive involvement. ATRIE comprises a
legal concept interpreter and a legal concept in-
terpretation evaluator. The interpreter employs
a Retrieval-Augmented Generation (RAG) frame-
work (Lewis et al., 2020; Guu et al., 2020). It lever-
ages LLMs to retrieve comprehensive and concept-
related information from a vast database of pre-
vious cases, and then generates concept interpre-
tations based on this information. The evaluator
is based on our proposed downstream task, called
Legal Concept Entailment (LCE), which assesses
models’ understanding of legal concepts. Provided
with different concept interpretations as references,
the performance of a specific LLM on the LCE task
serves as a proxy for the quality of concept interpre-
tation. We recruit a legal expert to select 16 typical
vague legal concepts and construct an LCE dataset
to validate the effectiveness of our framework. Our
contributions are as follows:

* We propose a novel automated framework for
legal concept interpretation, which mimics
doctrinal legal methods used by legal experts
and eliminates experts’ involvement.

* We introduce a downstream task, Legal Con-
cept Entailment (LCE), together with a cor-
responding dataset, to automatically evaluate
the quality of legal concept interpretations.

* Automated and human evaluations demon-
strate that our generated concept interpreta-
tions not only help LLMs better understand

vague concepts but also achieve high quality
comparable to those written by legal experts.

2 Related Works

2.1 Legal Interpretation

Legal interpretation is the process of identifying the
meaning of legal texts (Holmes, 1898). It has been
a longstanding challenge in the field of legal NLP
(Nyarko and Sanga, 2022). Initially, rule-based
methods (Waterman and Peterson, 1981; Paquin
et al., 1991) provide users with tribunal decisions
and doctrinal works to establish the meaning of
open-textured legal concepts in specific contexts.
With the advancement of deep learning, researchs
(Savelka and Ashley, 2021a,b) use pre-trained lan-
guage models to retrieve sentences from legal cases
which are useful to explain legal concepts.

With the rapid progress of LLMs, recent stud-
ies have also tried to use LLMs to interpret legal
texts. Jiang et al. (2024) use LLMs to generate sto-
ries to make the law more accessible to the public.
However, the story-based explanation is not precise
enough to help legal professionals like lawyers or
judges. Coan and Surden (2024) use GPT to di-
rectly generate constitutional interpretation and En-
gel and Kruse (2024) further add relevant cases to
the input as references. These studies illustrate that
using LL.Ms to interpret legal concepts is possible.
However, they only evaluate one or two concepts.
It remains uncertain whether their method could
generalize to other concepts. Savelka et al. (2023)
propose a general framework that could leverage
valuable sentences from previous judgments to in-
terpret legal concepts. It proves that augmenting
the LLM with relevant sentences could improve
the interpretation quality and eliminate the issue of
hallucination. However, its valuable sentences are
manually selected from judgments, which is costly.

Previous approaches depend on legal experts to
annotate concept-related information and evaluate
generated interpretations. This reliance on man-
ual expert input prevents them from addressing the
aforementioned challenges. To overcome this, we
introduce an automated framework that retrieves
concept-related information, interprets legal con-
cepts, and evaluates the resulting interpretations.

2.2 Doctrinal Legal Research

Doctrinal legal research, which dates back to the
Roman Empire (Van Hoecke and Ost, 1998), is a
traditional and systematic method of analyzing le-
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gal texts, case law, and principles (Pound, 1913).
The goal is to identify, explain, and systematize
legal rules, and sometimes to predict how courts
might apply them in the future (Tiller and Cross,
2006). This method is widely accepted in courts
and legal scholarship as the standard way to work
with legal texts around the world (Bhat, 2019).
Many legal tasks, including legal interpretation,
mainly depend on doctrinal legal research (Majeed
et al., 2023). Doctrinal legal research provides a
clear approach to analyze the meaning of unclear or
vague legal texts. Traditionally, this work is done
by human experts. It often relies on significant
human effort to review extensive cases, identify
patterns, and extract insights. This process is time-
consuming and labor-intensive (Hutchinson and
Duncan, 2012). Yung-chin Su (2024) suggests that
the task within doctrinal legal research of reading
cases and extracting theoretical insights could po-
tentially be performed by Legal Al Inspired by the
process of doctrinal legal research, our work ex-
plores how LLMs can automate legal interpretation,
making it faster and more scalable.

3 Task Definition

In this work, we rely exclusively on previous cases
as reference materials to interpret vague concepts
in the articles. We use cases because they are the
most concrete and fundamental sources. Books and
papers often cite cases to support their arguments.

We formally define the task as follows: Given
a legal article a and a vague concept ¢ contained
within, the objective is to generate a legal interpre-
tation e for c based on previous cases, clarifying
the conditions of its applicability. For example,
as shown in Figure 1, our goal is to address the
vague concept of "Dwelling" within Article 264
of the Criminal Law. We aim to leverage previous
cases to interpret the circumstances under which
"Dwelling" applies.

4 Legal Concept Interpreter

Following the method of legal experts, our legal
concept interpreter summarizes the detailed appli-
cations of a given vague concept in judicial prac-
tice based on relevant cases. Specifically, it is
composed of three parts (Figure 1): (1) Retrieve:
Retrieve cases that mention the concept. (2) Fil-
ter&Extract: Select cases where the concept is
analyzed in detail within the cases and extract the
reasons why the concept applies or not. (3) Inter-

pret: Use LLMs to generate the interpretation of
the concept based on the extracted reasons.

4.1 Retrieving Cases

To find cases helpful to interpret the vague concept,
the first step is to retrieve those mention the concept.
Formally, given a vague concept c and the article a
to which c belongs, we find all the cases citing the
number of article a from a case database. Then, we
retrieve the cases that mention concept ¢ through
exact string matching. All the retrieved cases form
case set Dy.

Our case database is constructed by collecting
judgment documents published on China Judg-
ments Online”. It’s the largest public case platform
in China and the official website hosted by the
Supreme People’s Court of China. Our database
includes cases from 1985 to 2021, which ensures
the source’s comprehensiveness.

To further refine this retrieval process, we fo-
cus specifically on the most relevant section of the
case document. A case typically contains five parts:
Header, Facts, Court View, Verdict, and Conclusion
3. Among them, the court view section explains the
legal rationale and basis for the judgment. We use
exact string matching to retrieve the cases that con-
tain the vague concept in their court views. Legal
terminology demands precision with fixed expres-
sions that rarely permit alternative phrasings, so
this approach ensures accuracy over fuzzy match-
ing methods like dense retrieval.

4.2 Filtering Relevant Cases and Extracting
Reasons

In this step, we filter relevant cases—defined as
those in which the court view sections provide de-
tailed reasons why the vague concept applies to the
case or not—and extract the reasons. This filtering
is necessary because cases lacking such detailed
discussion offer few valuable insights for generat-
ing interpretations. *

First, we use LLMs to filter the relevant cases
from Dy.> Taking the court view as input, we re-
quire the LLM to determine whether it provides a
detailed reason r and extract this reason if provided.
The reason 7 should be a combination of original

Zhttps://wenshu.court.gov.cn/

3Details of the case structure are in Appendix A.

*We show an example of a case that mentions the concept
only and a relevant case that discusses the concept in detail in
Appendix B.

3All the prompts we use are shown in Appendix G.
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Step 2: Filter & Extract

# Interpretation of “Dwelling” O

in Criminal Law 264

## Analysis

According to ..., the concept of "dwelling” is

characterized by two aspects: providing for family life

and being relatively isolated from the outside world. .

## Example Cases

### Positive Cases

o - Case 1: The defendant unlawfully entered Room
305 of Building XXX, which is used for family life

E and isolated from the outside world.

Courtview1 |4/ select
The court holds

that ...location A is an
employee dormitory.
Although it is relatively
isolated from the outside,
it lacks clear features of
serving household living
functions and should not
be recognized as entering
a dwelling...

- Case2:...

### Negative Cases

- Case 1: The defendant entered the dormitory of
the victim's workplace, which was used by
employees for rest, not for family living

- Case2:...

## Judicial Discretion

Judges' judicial discretion in defining "dwelling" relies

on the following factors :

- Actual Use: Confirming whether the stolen
property was used for family life.

- Nature of the Residence: Confirming whether
the residence had clear isolation measures such
as walls or doors.

Legal vague concept interpretation

Step 3: Interpret

Figure 1: Overview of our legal concept interpreter.

sentences from the court view. Next, we prompt
LLMs to determine whether the concept applies to
the case based on the court view, yielding a binary
label [ (Yes/No). From this process, we obtain a
refined case set D; containing cases that discuss
the concept in detail in the court view.

Upon analyzing the labels within D;, we observe
the proportion of positive cases (where c applies to
the case) far exceeds negative cases, with a ratio
surpassing 10:1. This phenomenon could poten-
tially be attributed to the exclusive inclusion of
prosecuted and adjudicated cases in China Judg-
ments Online. In judicial practice, only cases with
substantial evidence supporting the prosecution are
brought to court. As a result, the concept is more
likely to apply to these cases, which leads to a
higher proportion of positive examples. To compre-
hensively account for different situations when gen-
erating concept interpretations, we aim to ensure
that both positive and negative examples receive
adequate attention. Therefore, we only sample a
subset of positive cases to construct a balanced
dataset D and its corresponding reason set R.

4.3 Generating Concept Interpretations

After collecting relevant cases and reasons, this
step leverages an LLM to summarize these past
experiences and generate an interpretation of the
vague concept.

An interpretation should elaborate on how courts
have explained or applied the vague concept. We
design the interpretation to consist of three main
components (see Appendix F.1): Analysis, which
explains the basic meaning of the concept and its
applicability conditions; Case Examples, which

provides representative positive and negative cases
from past rulings; and Judicial Discretion, which
offers criteria to guide judges in flexibly applying
vague concepts based on case specifics.

The input to the LLM for generating interpre-
tations consists of the following components: (1)
legal article a, (2) vague concept ¢, (3) reason set
‘R, and (4) interpretation example eg. We require
the output interpretation to follow the same for-
mat as the interpretation example ey to ensure a
consistent and standardized format (Appendix F.2).

5 Legal Concept Interpretation Evaluator

Previous work (Savelka et al., 2023) has predomi-
nantly relied on human evaluation to evaluate the
quality of the generated interpretations. We also
conducted human evaluations, as detailed in Sec-
tion 7. However, human evaluation is inherently
subjective, and we aim to assess the quality of the
generated concepts more objectively and quanti-
tatively. Therefore, we design the legal concept
interpretation evaluator based on a new task we
propose, Legal Concept Entailment. It enables an
objective and reproducible comparison of different
interpretations’ quality.

5.1 Legal Concept Entailment

If an interpretation of a concept is effective, it
should help humans or models better determine
whether the concept applies to unseen cases. Based
on this assumption, we design the downstream task
Legal Concept Entailment (LCE). Given the fact
description of a case relevant to the vague concept,
the task is to determine whether the concept ap-
plies and provide a reason. We use a fixed LLM to
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Vague concept: Dwelling
Fact Description of a Case: The defendant stole a blue bicycle parked in
the stairwell on the first floor of the building where the victim resided.

lo@ interpretation

[ttt ettt (oo m === = === === Y

’ Pred label: Yes x l :’ Pred label: No“ I

1
1
'
Pred Reason: The stairwell on ||
the first floor, being relatively 1
1
1
1
1

Pred Reason: The stairwell is
a public area and should not

isolated from the outside, is a R m —
be recognized as a “dwelling”.

“dwelling”.

Figure 2: An example of Legal Concept Entailment
Task. The left half of the figure illustrates the LLM
directly performing the task, while the right half shows
the LLM completing the task with the concept interpre-
tation as a reference.

perform this classification task. By incorporating
different interpretations into the input, we can ob-
serve changes in the classification accuracy, which
allows us to assess the quality of the interpreta-
tions. More accurate classification demonstrates
higher-quality interpretation.

The LCE task is divided into two parts. The first
part is a binary classification task. For a vague con-
cept cin a legal article a, given the fact description
f of an unseen relevant case d, the output should
be a binary label [ (Yes/No), indicating whether ¢
applies to the fact f. The second part is a genera-
tion task, which requires generating a reason 7 to
explain the prediction result of the binary classifi-
cation task. An example is shown in Fig 2.

5.2 LCE Dataset

We recruit a legal expert with extensive judicial
experience to identify 16 vague legal concepts in
14 legal articles (Appendix H). These concepts are
representative and frequently used in judicial prac-
tice. The statistical analysis reveals that, among
all the cases in our database that cite these legal
articles, 24.9% involve the corresponding vague
concepts. Thus, we leverage them to demonstrate
the effectiveness of our framework.

For each concept, we reuse the retrieval and filter-
ing modules described in Sec 4.1 and 4.2 to collect
relevant cases. These cases are considered chal-
lenging because the court view provides detailed
explanations of the vague concepts. On average,
166 cases are selected for each concept, with a
positive-to-negative case ratio 2:1. Detailed statis-
tics are provided in Appendix H.

Following methods outlined in Sec 4.2, we use
Qwen2.5-72B-Instruct (Qwen Team, 2024) to an-
notate each case with the gold label / and reason r
for LCE task. Manual inspection indicates that the

annotated data is highly accurate (Appendix C.1).

The distinction between data annotation and
LCE task lies in the input provided to the LLM. For
annotation, the input is the court view, which con-
tains explicit judgments made by judges and can be
directly extracted as ground truth. In contrast, for
the LCE task itself, the input is the fact description,
which lacks explicit judgments, requiring the LLM
to perform reasoning to infer the entailment.

5.3 Evaluation Metrics

For the classification task, we use Accuracy (Acc.),
Macro Precision (Ma-P), Macro Recall (Ma-R),
and Macro F1 (Ma-F) as the evaluation metrics.
The use of the macro average is motivated by the
imbalance in the number of cases relevant to each
concept, to assign equal weight to all concepts.

For the reason generation task, we use an LLM-
based evaluator to evaluate the consistency be-
tween the generated reason 7 and the gold reason r
from the court view, following previous LLM-as-
a-Judge based methods (Zheng et al., 2023; Zhu
et al., 2023). In our main experiments, we use GPT-
40 (Achiam et al., 2023) as the evaluator. However,
we find that open-source LLMs, such as Qwen?2.5-
72B, produce highly consistent evaluation results
with GPT-40 (Appendix C.4), suggesting they can
serve as a viable substitute. We require GPT-4o0 to
rate from 1 to 10 for the consistency between the
7 and r, with higher scores indicating greater con-
sistency. Note that the consistency score is directly
set to 0 if the classification result is incorrect.

5.4 Evaluation Process

This section describes how our evaluator assesses
the interpretations generated by our framework.

First, we generate the interpretations to be evalu-
ated using our legal concept interpreter. To prevent
data leakage, the cases used for generating interpre-
tations do not overlap with the test dataset. Next,
we prompt the LLM to perform the LCE task using
the generated interpretations.

As shown in the right half of Figure 2, given a
vague concept c in a legal article a and the fact
description f of a relevant case d, the LLM is
prompted to analyze whether the concept ¢ applies
to the fact f based on the concept interpretation.
Specifically, the LLM first generates a reason 7 and
subsequently assigns a classification label L.
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5.5 Baselines

We compare our method with two baseline cate-
gories: "w/o Interpretation,” in which the LLM
relies solely on its internal knowledge, and "w/ In-
terpretation,"” in which the LLM is provided with
an interpretation of the vague concept for the task.

w/o Interpretation (1) Random: We use ran-
dom guessing of "Yes" or "No" as a weak baseline.
(2) Zero-shot (ZS): The LLM performs the LCE
task in a zero-shot setting. Specifically, only the
legal article a, the vague concept ¢, and the fact
description f of the relevant case d are provided
as input. (Shown in the left half of Figure 2.) (3)
Chain-of-Thought (Kojima et al., 2022): Using
the prompt "Let’s think step by step” to encour-
age the LLM to generate intermediate steps and
improve its reasoning.

w/ Interpretation We introduced concept inter-
pretations generated by different approaches, in-
cluding human-written and LLM-generated inter-
pretations: (1) Judicial Interpretation (JI): We
recruit a legal expert to retrieve judicial interpreta-
tions for the concept c. Judicial interpretations are
explanations issued by the Supreme People’s Court
on how to apply the law specifically. (2) Expert
interpretation (EI): We collect legal profession-
als’ interpretations for the concept ¢ from FaXin®
and WeChat official accounts of major law firms,
which are of high quality. (3) LLM Direct Inter-
pretation (DI) : Without providing relevant cases,
the LLM generates an interpretation of the vague
concept c directly based on its internal knowledge.

5.6 Implementation details

After filtering, we obtained 2,642 cases and ex-
tracted the same number of reasons for generating
concept interpretations. On average, each concept
was associated with 165 cases. We use the open-
source LLM Qwen2.5-72B-Instruct with a max-
imum context length of 128k tokens to generate
vague concept interpretations. The temperature
is set to 0.9 to encourage more diverse outputs.
Detailed prompt information can be found in Ap-
pendix G.1.4.

To investigate the effectiveness of our generated
interpretations in assisting models with different
capabilities, we employ Qwen2.5-72B-Instruct and
Qwen2.5-14B-Instruct to perform the LCE task.
We use gpt-40-2024-08-06(Achiam et al., 2023) to

Shttps://www.faxin.cn/,

give the consistency score. To reduce the random-
ness of the output, the temperature of all LLMs in
LCE task is set to 0.

5.7 Result

We report the performance of our method and all
baselines on the LCE Task in Table 1. Overall,
ATRIE achieves the best performance across nearly
all models, showcasing the effectiveness of our
framework and the necessity of its core compo-
nents.

5.7.1 Classification Task

For the classification task, we found that:

(1) LLMs exhibit a certain degree of discrimina-
tive ability by leveraging their internal knowl-
edge. The performance of the "w/o Interpreta-
tion" setting surpasses that of random guessing, yet
there remains significant room for improvement.
This suggests that using the LLM’s performance
on the LCE task as a proxy for interpretation qual-
ity is a feasible approach.

(2) Interpretations for vague concepts are valu-
able. "w/ Direct Interpretation” outperforms all
the "w/o Interpretation” settings, showing that
LLMs can leverage their extensive internal knowl-
edge to reason about vague concepts and generate
useful legal concept interpretations. "w/ Judicial
Interpretation” falls short of "w/ Direct Interpre-
tation." We attribute this to the relatively simple
explanations provided in judicial interpretations,
which lack the depth required to guide LLMs in
evaluating the applicability of vague concepts to
specific cases. The performance of "w/ Expert In-
terpretation” is inferior to ATRIE. We attribute this
to the fact that expert-written interpretations are
often overly abstract and detailed, which results in
poorer readability. We will further discuss this in
the human evaluation (Sec 7).

(3) Utilizing relevant cases is necessary for good
concept interpretations. ATRIE outperforms
"w/ Direct Interpretation”, demonstrating the effec-
tiveness of referencing relevant cases in generating
interpretations.

5.7.2 Reason Generation Task

For the reason generation task, we found that:
(1) the consistency score of ATRIE is the high-
est, showing a significant improvement over both
"w/o Interpretation” and "w/ Interpretation” base-
lines. This indicates that the interpretations gen-
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Qwen2.5 (72B) Qwen2.5 (14B)
Acc Ma-P Ma-R MaF CS Acc Ma-P Ma-R MaF CS

Random 51.66 51.13 51.23 50.32 / 51.66 51.13 51.23 50.32 /
Zero-Shot 7138 72.64 61.81 6142 5.658 | 7092 73.04 60.78 59.88 5.525
Chain-of-Thought | 71.95 72.07 63.26 63.46 5.717 | 71.52 73.83 61.60 61.01 5.666
Judicial Interpretation | 72.10 69.87 65.82 66.54 5.573 | 70.92 68.24 64.62 65.23 5.347
Expert Interpretation | 72.13  70.78 64.68 65.30 5.630 | 71.95 69.85 6531 66.01 5.581
Direct Interpretation | 72.35 70.03 66.43 67.18 5.642 | 72.72 7098 66.11 6690 5.677
ATRIE 75.03 7321 69.97 70.87 5.946 | 7450 72.49 69.56 70.39 5.840

Table 1: Main results of automated evaluation on the Legal Concept Entailment task, the best is bolded and the
second is underlinded. CS represents the consistency score. We use Qwen2.5-72B to generate concept interpretations

and employ Qwen2.5-72B/14B to perform the LCE task.

erated by our method help the model better un-
derstand the concepts and make correct inferences.
(2) Other "w/ Interpretation” methods generally
perform worse than CoT despite showing improve-
ments in classification tasks. We contend that this
arises from these interpretations being incomplete
or including irrelevant information, which mis-
guides the LLM to reason in an incorrect direction.

5.8 Case Study

Figure 3 presents an example of different methods
applied to the LCE Task. As demonstrated in the
case, our interpretation accurately understands the
applicability conditions of "dwelling" and outputs
the correct prediction with the right reasoning path.
In contrast, Zero-shot gave an incorrect answer due
to a misunderstanding of the concept of "dwelling’.
For "w/ Direct Interpretation”, although it reaches
the correct conclusion, the reasoning process con-
tains errors and uncertainties. In this scenario, it
failed to clarify the vague concept, using the ex-
pression "may not fully satisfy".

6 What Affects Interpretation Quality?

This section discusses the impact of different set-
tings in our interpreter on the quality of generated
interpretations.

6.1 Retrieval Method

Qwen2.5 (14B)
Ma-F CS
No Retrieval 66.90 5.677
String Match 69.04 5.772
String Match + Filter 69.60 5.817
String Match + Filter + Balance (ATRIE) | 70.39  5.840

Table 2: Ablation study for relevant case retrieval.

To verify the importance of each step in our pro-
cess of retrieving relevant cases, we compare the

performance of the following settings: (1) No re-
trieval does not retrieve cases (i.e., LLM Direct In-
terpretation); (2) String Match does not use LLM
to filter cases or perform label balancing; (3) String
Match + Filter only removes the label balancing
stage. We ensure that the number of cases retrieved
by each method is consistent. Table 2 shows that
every component of our retrieval method is neces-
sary.

6.2 Number of Cases

We investigated the impact of using different num-
bers of cases on the quality of generated concept
interpretations. Specifically, we sampled different
numbers of reasons from the extracted reason set
‘R as input to the LLM. Figure 4 shows that more
input reasons lead to higher-quality interpretations.
The more cases legal experts review, the more
comprehensive their concept interpretations be-
come. Our findings align with legal experts’ ex-
periences, showcasing LLMs’ ability to analyze
numerous cases effectively and highlighting their
advantage in aiding legal interpretation.

6.3 Which parts of a case are useful?

In Section 4.2, we only extract a few sentences
discussing the concept from the court view of each
relevant case without including the complete fact
description and court view. We aim to investigate
whether this might result in the loss of important
information from the case, potentially affecting
the generation of interpretations. To explore this,
we compared three different approaches to repre-
senting the relevant information in a case during
the interpretation generation step: (1) Court View:
the part of the judgment where the judge explains
the legal rationale and interprets the basis of the
ruling; (2) Summarized Fact and Court View:
The fact section in a case is often lengthy and con-
tains excessive detail. To address this, we first
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Fact Description of a Case:

Defendant A went to the house of prostitute B and engaged in a sexual transaction with B. After the sexual transaction, defendant A took
advantage of the opportunity to steal the property in B's house, which is equal to xxx RMB...

Article 224: Whoever ... enter a dwelling to steal ..., shall be sentenced to imprisonment of not more than 3 years, ..

Vague Concept: Dwelling

[ Charge:

Theft

[ Gold Label: No

Gold Reason: The defendant entered the room in the name of prostitution, with the permission of the victim. At this time the room
should be recognized as prostitution place, not for the victim’s family life and relatively isolated from the outside world, should not be

recognized as “dwelling”.

Zero-Shot

w/ Direct Interpretation

w/ Our Interpretation

Reason: Even if B's residence was used for
illegal transaction, its nature is still as a
private living space. Defendant A showed
that his intent to illegally take possession of
other people's property arose after he
entered B's residence, and that the behavior
did take place in B's private living space,

Reason: B's residence was mainly used
for commercial activities (prostitution),
which is different from the nature of
ordinary family life. The residence may

Reason: Although B's residence is
somewhat enclosed and separated, its
primary use is for sex transactional sexual
activities rather than for family life. It did

not fully satisfy the condition of “relative
isolation from the outside world”, as it has
a certain degree of openness as a place of

not contain the basic facilities and
characteristics of everyday family. And the
defendant entered the residence by way of

posing a serious threat to B's personal safety | prostitution that frequently receives | prior agreement with B. rather than
and residential tranquility. outsiders. unlawful sneaking.
Label: Yes ) Label: No &/ Label: No &

Figure 3: Case study for Legal Concept Entailment Task. The

parts indicate reasoning processes consistent

with the gold reason, while the red parts indicate inconsistencies.

70

Macro-F1

T T T T
25 50 75 100 125 150
Number of Cases

Figure 4: Results of different numbers of cases utilized
to generate the interpretations. The model for generating
interpretations and the prediction model are Qwen2.5-
72B and Qwen2.5-14B, respectively.

use Qwen2.5-72B-Instruct to summarize the facts
and then concatenate it with the court view sec-
tion; (3) Extracted Reason: Extracted reasons in
Section 4.2.

Qwen2.5 (14B)

Ma-F CS
Court View 69.10 5.775
Fact & Court View 70.17 5.818
Extracted Reason (ATRIE) 70.39 5.840

Table 3: Results of using different parts of cases to
generate interpretations.

In the experiment, we control the number of in-
put cases to be the same. In practice, using the "Ex-
tracted Reason" allows for the inclusion of more
cases, as each entry is shorter in length. Even in
this scenario with the same number of cases, Ta-
ble 3 shows that "Extracted Reason" performs best,
indicating that it retains vital information while
filtering out redundant details.

6.4 Components of Interpretation

In Section 4.3, we ask the model to output the fol-
lowing components: Analysis, Example Cases, and
Judicial Discretion. We aim to investigate whether
each component is necessary. Specifically, we

delete one main component at a time while keeping
the other parts unchanged.

The results (Table 4) show that each component
of the generated concept interpretation contributes
to the overall performance. Removing the "Exam-
ple Cases" section results in the most significant
performance drop, highlighting the importance of
providing specific case examples.

Qwen2.5 (14B)
Macro-F1
w/o Example Cases 67.41
- w/o Positive Cases 68.17
- w/o Negative Cases 69.98
w/o Analysis 70.43
w/o Judicial Discretion 70.69
ATRIE 70.87

Table 4: Results of ablation experiments on different
components of generated concept interpretations.

6.5 Are Legal LLMs More Effective?

Previously, we utilized general-purpose LLMs for
generating legal interpretations. However, we also
aimed to evaluate the performance of legal LLMs.
ATRIE requires analyzing hundreds of cases, with
an average input length of 17k tokens. In con-
trast, among the currently available Chinese legal
LLMs, Farui-plus’—which offers the longest max-
imum context length—supports only up to 12k to-
kens (Appendix C.5). Thus, we restrict the input
length to within 10k tokens and compare the con-
cept interpretations generated by Farui-plus and
Qwen2.5-72B-Instruct under identical input con-
ditions. Table 5 shows that general-purpose LLM
Qwen significantly outperforms legal LLM Farui
in interpreting legal concepts. This phenomenon

https://tongyi.aliyun.com/farui
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may be attributable to the superior long-text com-
prehension and generation capabilities of Qwen?2.5-
72B-Instruct, which enables more effective summa-
rization from extensive texts.

Qwen2.5 (14B)
Acc Ma-P Ma-R MaF CS

Zero-Shot 7092 173.04 60.78 59.88 5.525
ATRIE (Farui) | 72.02 7035 64.86 65.51 5.630
ATRIE (Qwen) | 73.27 72.86 67.60 68.45 5.736

Table 5: Evaluation results of concept interpretation
generated by Farui-plus and Qwen2.5-72B.

7 Human Evaluation

In this section, we further analyze the strengths of
our interpretations through human evaluation.

7.1 Evaluation Metrics

We recruited 2 legal experts who have passed
China’s Unified Legal Profession Examination to
assess the legal concept interpretations generated
by Qwen2.5-72B-Instruct. They collaboratively
establish five evaluation criteria and score the inter-
pretations: (1) Accuracy (Acc.), (2) Informative-
ness (Info.), (3) Normativity (Norm.), (4) Com-
prehensiveness (Comp.), (5) Readability (Read.).
We use a 10-point Likert scale, where 1 represents
"very poor" and 10 represents "very good". 8

7.2 Results

We compare three different interpretations in
Sec 5.5 for each of the 16 legal concepts. In the
Appendix E.3, we present a case study to illustrate
a comparative analysis of the scores for interpreta-
tions generated by two distinct methods, along with
the rationale behind these scores. In Table 6, we
have several observations: (1) The average score
of ATRIE is the highest, indicating that our inter-
preter can generate legal concept interpretations
comparable to those produced by legal experts. (2)
The Comprehensiveness score of ATRIE is much
higher than Expert Interpretation, indicating that
having LLMs read a vast number of cases helps
generate more comprehensive concept interpreta-
tions. (3) Expert Interpretation (EI) receives the
lowest score in Readability, indicating that the in-
terpretations written by legal experts tend to be
abstract or complex, which may hinder understand-
ing by both humans and LLMs. (4) In Accuracy,

8Details about the metrics and human evaluation are dis-
cussed in Appendix E.

Informativeness, and Normativity, ATRIE shows
improvements over Direct Interpretation (DI). Al-
though there are still minor gaps between ATRIE
and Expert Interpretation, it’s important to note
that Expert Interpretation was produced by legal
experts who spent considerable time.

In addition, experiments on efficiency (Appendix
D) demonstrate that ATRIE significantly reduces
both time and money costs for concept interpre-
tation generation compared to legal experts. In
the future, combining the two approaches may be
a better option. Legal experts can revise a draft
generated by the LLM to improve efficiency.

Acc. Info. Norm. Read. Avg.

DI 7.03 621 753 6.72 7.38 697
EI 7.68 7.03 8.00 6.12 6.26 7.02
ATRIE 7.18 6.76 17.76 7.15 7.18 7.21

Comp.

Table 6: Human evaluation results of vague concept
interpretations. "Avg." represents the average score
across five evaluation metrics.

8 Conclusion

In this work, we explore the use of LLMs to address
a challenging task in the legal field: Legal Inter-
pretation. By emulating doctrinal legal research,
we propose a fully automated framework for re-
trieving concept-related information, interpreting
legal concepts, and evaluating the generated inter-
pretations. Both automated and human evaluations
demonstrate that our generated interpretations are
useful and comparable to those written by legal
experts. Our study suggests considerable poten-
tial for using LLMs to assist legal experts in legal
interpretation and beyond.

Limitations

Sample Size We merely use 16 typical vague
concepts as examples to demonstrate our frame-
work’s effectiveness and build a usable dataset for
the LCE task. Actually, our method can explain
any concept as long as it has been applied in legal
practice and is supported by a sufficient number of
cases. However, in China and other countries such
as Switzerland, the judicial system only discloses
a very small portion of cases. Within these limited
publicly available cases, the selected 16 concepts
by legal experts are typical; thus, there is a suffi-
cient number of released relevant cases. As judicial
systems internally possess the entire database of
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cases, our method holds significant potential for
application within the court or other institutions,
offering substantial assistance to judges and other
legal practitioners.

Potential Risk of Data Leakage Although the
LLMs used in our experiments on the LCE task are
open-source, their training dataset is not fully trans-
parent, which raises the possibility of data leakage.
To address this issue, we evaluated different inter-
pretations using the same LLM to ensure a fair
comparison. The relative performance changes on
the LCE task demonstrate our advantages.

Ethical Considerations

Privacy and Data Security Legal datasets fre-
quently contain sensitive details about individuals
and organizations, and improper handling can re-
sult in significant privacy violations. To safeguard
this information, the case dataset used in our exper-
iments is thoroughly anonymized.

LLM-Related Risks Large language models
(LLMSs) can inherit biases or inaccuracies from
the data they are trained on, potentially leading
to flawed legal interpretations. While LLMs can
assist in generating legal concepts, they should
not replace human judges or be used directly in
real-world decision-making. Human oversight is
essential to ensure fairness and accuracy in legal
processes.

Despite this, we would like to clarify that our
framework does not pose serious risks when ap-
plied to real cases; instead, it provides significant
assistance to judges.

First, our method focuses on interpreting legal
concepts rather than delivering final judgments.
The ultimate decision-making authority remains
with the judge. In real-world applications of LLM
technology in law, these models serve only as aux-
iliary tools, while accountability still rests with
human judges (Liu and Li, 2024).

Second, even legal experts may have differing
or sometimes incorrect interpretations. Whether
reading Al-generated explanations or those written
by legal professionals, judges and lawyers always
verify the information themselves. Therefore, Al
does not introduce greater risks but instead signif-
icantly reduces the time required to review cases.
Legal professionals have the expertise to assess and
identify potential flaws in interpretations.

Code of Conduct This research follows the
ACL Code of Ethics and respects participants’
anonymity. We obtain the consent of two legal
experts who passed China’s Unified Qualification
Exam for Legal Professionals and recruit them for
manual annotation and experiments. We pay them
wages higher than the local average hourly rate and
ensure that the content generated by the LLM is
safe and non-offensive.
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A The structure of cases

A case in China can generally be divided into five sections: header, facts, court view, verdict, and
conclusion. The header includes the name of the court, the type of document, case number, basic
information about the parties involved, the origin of the case, and details about the judicial panel and trial
method. The facts section outlines the plaintiff’s claims, facts, arguments, and the defendant’s admissions
regarding the plaintiff’s factual assertions. The court view section provides the rationale for the judgment
and the legal basis upon which it is made. The verdict contains the decision on substantive issues of the

case. Finally, the conclusion ends the judgment document formally.

B Examples of relevant cases

dant, Yang, with the intent of
unlawful possession, secretly en-
tered a dwelling to steal another
person’s property. His actions
constitute the crime of theft...

Charge Vague con- | Cases mentioning the concept | Cases that analyze the concept in detail (Relevant
cept (Irrelevant Cases) Cases)
Theft Dwelling The court holds that the defen- | Regarding whether Zhang’s actions constitute theft

by entering a dwelling, upon investigation, location A
is an employee dormitory rented by B restaurant. Al-
though it is relatively isolated from the outside, it lacks
clear features of serving household living functions
and should not be recognized as entering a dwelling.

Traffic accident
crime

Flee the scene

After the accident, the defendant
fled the scene and is fully respon-
sible for the incident. His actions
constitute the crime of traffic ac-
cident liability as stipulated in Ar-
ticle 133 of the Criminal Law of
the People’s Republic of China.

The defendant argues that after the accident, he had
his wife promptly dial 120 for emergency assistance
and then left the scene to return home, claiming that
he did not flee. Upon investigation, it is confirmed
that the defendant did call 120 in a timely manner, but
this action was not reported to the authorities. After
learning that the victim had died, the defendant fled

the scene. His actions should be recognized as fleeing,
and his defense is not accepted.

Table 7: Cases mentioning the vague concept and Cases discussing in detail why the vague concept applies. We
only consider the latter to be the relevant cases.

C Details of ATRIE
C.1

To evaluate the relevance between the LLM-filtered cases and the vague concepts, we randomly sampled
20 cases for each concept from D and manually assessed their relevance to the vague concepts. The
results show that over 96% of the cases are indeed relevant to the vague concepts. In addition, manual
inspection of 200 extraction results indicates that the accuracy of Qwen2.5-72B-Instruct in labeling the
gold label [ and the reasoning r are 98% and 94%, respectively.

Manual inspection of the LLM-annotated data

C.2 Example of gold labels and reasons

Table 8 shows some examples of gold labels and reasons in the LCE dataset.

C.3 Detailed results
C.3.1 Different models

As shown in Table 9, to validate the generalizability of our method, we utilized different LLMs to
generate interpretations and perform automated evaluations. Due to the cost constraints of APIs, we
conducted experiments on a subset of our LCE dataset. Our findings are as follows: (1) Stronger
models demonstrate more remarkable ability to generate concept interpretations. The interpretations
generated using Qwen2.5 (72B) and GPT-4o lead to noticeably higher performance improvements than
using GPT-40-mini. (2) Generated concept interpretations can assist even weaker LLMs in accurately
understanding vague concepts. In our method, the performance gap between GLM and the other models
is significantly smaller than that observed in the Zero-Shot baseline.
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Label Reason

Yes The location of the theft is a closed store that integrates living quarters and business
operations. Since the store is connected to the living area, and after closing, it becomes
part of the living space, relatively isolated from the outside, this theft is classified as
theft by entering a dwelling.

No The dormitory is a collective dormitory of the factory, intended solely for employees
to rest during lunch breaks and nighttime. It does not include facilities for dining
or other living functions and lacks the characteristics of a dwelling. Therefore, the
accusation of the defendant committing theft by entering a dwelling is inappropriate.

Table 8: Examples of gold labels and their corresponding gold reasons .

Interpret model Qwen2.5 (72B) gpt-40-2024-08-06 gpt-4o0-mini
Predict model Qwen GPT GLM | Qwen GPT GLM | Qwen GPT GLM
Zero-Shot 57.27 51.68 47.06 | 57.27 51.68 47.06 | 5727 51.68 47.06

Direct Interpretation | 61.58 53.65 53.14 | 61.02 5270 54.96 | 5594 51.80 50.15
Judicial Interpretation | 62.14 59.05 53.05 | 62.14 59.05 53.05 | 62.14 59.05 53.05
ATRIE 66.67 59.01 60.34 | 61.99 60.01 59.23 | 63.14 54.14 54.18

Table 9: Macro-F1 results of using different LLMs to generate interpretations and perform the Legal Concept
Entailment task on a subset. Here, Qwen, GPT, and GLM represent Qwen2.5-72B-Instruct, gpt-4o-mini, and
GLM-4-9B-Chat(GLM et al., 2024), respectively.

C.3.2 Model bias

Analyzing the LLM’s predictions reveals a strong bias toward responding with "Yes" on the Legal Concept
Entailment task (Table 10). This is one of the reasons we perform label balancing on the LCE dataset. If
the dataset consists solely of positive examples, it becomes challenging to effectively evaluate the LLM’s
performance on the LCE task.

Qwen2.5 (72B) Qwen2.5 (14B)
Pos Neg Ratio Pos Neg Ratio
Zero-Shot 2285 367 6.23 2329 323 7.21

Chain-of Thought 2216 436 5.08 2313 338 6.84
Direct Interpretation 1989 662 3.00 2049 602 3.40
Judicial Interpretation 2018 634 3.18 2011 641 3.14
ATRIE 1939 713 272 1926 726 2.65

Gold Label 1714 837 2.05 1714 837 2.05

Table 10: The number and ratio of positive and negative cases predicted by the LLM. Pos represents the number of
cases predicted as "Yes", Neg represents the number of cases predicted as "No", and Ratio denotes the ratio of Pos
to Neg.

C.4 Open-source LL.Ms are also good evaluators

The primary objective of using LLMs as evaluators in our work is to assess the consistency between the
reasoning processes of LLM outputs and the reference answers. In our main experiments, we use GPT-
40 as the evaluator, but open-source LLMs can also effectively evaluate this consistency. We compared
evaluation results in Table 11, finding that the Spearman correlation coefficients between GPT-40 and
Qwen2.5 (72B)/Qwen2.5 (32B) scores are 0.943 and 0.829, respectively. This demonstrates that using the
open-source Qwen2.5 (72B) for evaluation yields results comparable to GPT-4o.
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GPT-4o Qwen2.5 (72B) | Qwen2.5 (32B)
CS Ranking | CS Ranking | CS  Ranking
Zero-Shot 5.658 3 5.481 4 5.589 5

Chain-of-Thought 5.717 2 5.764 2 5.856 2
Judicial Interpretation | 5.573 6 5.425 6 5.562 6
Expert Interpretation | 5.630 5 5.456 5 5.642 4
Direct Interpretation | 5.642 4 5.599 3 5.753 3
ATRIE 5.946 1 5.848 1 6.006 1

Table 11: Evaluation results of different LLMs on consistency between the reasoning processes of LLM outputs and
reference answers.

C.5 Why don’t we use legal LLLMs in our interpreter?

We considered utilizing more Chinese legal LLMs apart from Farui for generating concept interpretations.
However, since this task requires analyzing a large number of cases simultaneously, and legal LLMs lack
long-text reasoning capabilities, their performance on this task was not as good as that of general-purpose
LLMs. Furthermore, general-purpose LLMs currently perform very well in legal domain benchmarks,
with few gaps compared to legal-specific LLMs. Considering these two points, we ultimately decide to
only use general-purpose LLMs in our main experiments.

The context length of existing legal LLMs cannot meet the task requirements Our task requires
summarizing vague concept interpretations from a large number of cases, necessitating that the LLM can
analyze many cases simultaneously. The average length of relevant text extracted from a single case is 96
tokens. In our experiments, we typically need to analyze 166 cases simultaneously, resulting in an average
input length of 17k tokens per concept. Table 12 lists most existing Chinese legal LLMs, their availability,
and their context lengths. From the table, we can see that the current Chinese legal LLMs either are not
available for use, such as InternLLM-Law and ChatLaw?2-MoE, or have insufficient context lengths, such
as DISC-LawLLM and ChatLaw-33B. Farui-plus has a relatively longer context length among the usable
legal LLMs, so we selected it for experiments.

We control the input length within 10k tokens and compare the concept interpretation generated by
farui-plus and Qwen2.5-72B. Table 5 shows the results. Although Farui-plus claims an input length of
up to 12k, we find in practice that when the output length exceeds 5k, its instruction-following ability
is significantly weaker than that of general-purpose LLMs, and it even fails to produce outputs in the
expected format and content.

Model Availability | Max Context Length
InternLM-Law (Fei et al., 2025) No > 32k
ChatLaw2-MoE (Cui et al., 2024) No Unknown

Farui-plus Yes 12k

DISC-LawLLM (Yue et al., 2023) Yes 4096

ChatLaw-33B (Cui et al., 2024) Yes 2048

Lawyer LLaMA (Huang et al., 2023) | Yes 2048

Table 12: Availability and Max Context Length of Chinese legal LLMs

General-purpose LLMs perform well on legal tasks General-purpose LLMs possess sufficient legal
knowledge and reasoning abilities. As evidenced by Fei et al. (2025), Qwen1.5-72B achieves the best
performance on LawBench, except for the unreleased InternLM-Law-7B, even surpassing GPT-4. We
reasonably infer that its upgraded version, Qwen2.5-72B, can also offer sufficient legal reasoning capacity,
since it outperforms Qwen1.5 versions by a large margin across various benchmarks. We thus use strong
general-purpose LLMs with long-context reasoning abilities in our experiments. We will investigate this
issue again when proper legal LL.Ms with such capacities become available.

4029



D The efficiency of our framework

Our framework provides a cost-effective solution for legal concept interpretation tasks, significantly
reducing reliance on senior legal experts. For one concept, our framework only requires 3.6 A40 GPU
hours to filter 13k cases and find 332 useful cases, costing only 1.5 dollars. We also recruit two legal
experts who had passed China’s Unified Qualification Exam for Legal Professionals, instructing them to
independently write 5 concept interpretations in total based solely on court judgments, legal textbooks,
and other materials without referencing existing concept interpretations. The average time spent on
manually crafting each concept interpretation is 2 hours, but they only analyze less than 50 cases. The
cost of hiring legal experts to draft a concept interpretation is 20 dollars. Our framework demonstrates
remarkable efficiency by enabling the reading and summarization of significantly more cases while
requiring substantially less time and financial investment.

E Details about human evaluation

E.1 Details about evaluation metrics

* Accuracy (Acc.) The interpretation should align with the current legal articles and relevant judicial
interpretations, avoiding any misinterpretation or distortion of the original intent of the law.

 Informativeness (Info.) The interpretation should provide additional previously unknown insights,
thereby enhancing the human evaluators’ legal knowledge beyond their prior understanding.

* Normativity (Norm.) The interpretation should conform to the standard expressions and terminology
used in legal studies.

* Comprehensiveness (Comp.) The interpretation should cover as many relevant scenarios as possible,
including applicable and excluded cases, ensuring no key aspects are omitted.

* Readability (Read.) The interpretation should be expressed in clear, simple language, avoiding ex-
cessive legal jargon or complex sentence structures so that even non-experts can generally understand
the meaning and application of the legal concept.

E.2 Instructions given to annotators

We shuffled the concept interpretations from different sources to ensure that annotators could evaluate
each interpretation fairly and objectively. They were required not to discuss and to score independently.
The annotators achieved moderate inter-annotator agreement (Spearman’s p = 0.42), with the average
evaluation scores presented in Table 6 in our paper.

E.3 Case Study

We asked legal experts to conduct a detailed analysis comparing the Direct Interpretation (DI) and our
framework ATRIE, which can demonstrate how high-scoring interpretations are concretely superior to
low-scoring ones. They both interpret the concept of “serious circumstances” under Article 359 of the
Chinese Criminal Law. We believe the difference in scores is a reliable measure of the quality of the
interpretations.

* For Accuracy (8.0 vs. 6.5), ATRIE gives a more legally faithful and analytically precise explanation
by explicitly integrating quantifiable benchmarks such as the number of individuals involved and the
amount of illegal profit. In contrast, DI does not give detailed criteria, reducing its alignment with
actual judicial practice.

* In Informativeness (7.5 vs. 6.5), ATRIE summarizes a more comprehensive account of various
scenarios, incorporating factors such as the means of committing the offense and the duration of the
behavior. While they are partially addressed or entirely absent in DI.
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» For Normativity (8.0 vs. 7.0), ATRIE maintains consistent use of legal language and adheres more
strictly to legal theory, while DI exhibits a more colloquial tone and lacks binding legal texts,
weakening its formal authority.

» For Comprehensiveness (8.0 vs. 6.5), ATRIE provides a fuller framework by offering both positive
and negative case illustrations derived from actual judicial decisions, each structured with clear
factual context and legal reasoning. This contrasts with DI’s more abstract and potentially fictional
examples.

* For the hallucination problem, We would like to thank the reviewer for pointing it out, which is really
critical in the legal domain. In the case study, we manually verified all the cited cases in ATRIE.
All cases are from actual judicial decisions and could be referred to specific sentences in judgment
documents. There are no instances of hallucinated or fabricated content. In contrast, the examples in
DI appear to be hypothetical or generalized, too abstract to be identified in cases, which adds the risk
of hallucination.

E.3.1 Direct Interpretation
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F Details of the generated concept interpretation

F.1 The structure of generated concept interpretation

The generated concept interpretation includes the following main components. This structure is finalized
after being generated by LLM and modified by legal experts.

* Analysis: Cites judicial interpretations or other legal text to define the vague concept’s basic meaning,
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applicability conditions, and exclusions.

» Example Cases: Provides specific case examples illustrating how the vague concept is applied; this
section includes 5 Positive Cases and 5 Negative Cases.

* Judicial Discretion: Provides multiple judgment criteria to guide judges on how to flexibly apply
the vague concept based on the case’s specifics.

F.2 Details of the interpretation example ¢

We additionally select a vague concept ¢y and its corresponding article ag. ¢g and ag are not the same
as any of the concepts and articles selected in Section 5.2. Using the methods outlined in Section 4, we
derive a reason set Ry. These three components serve as input to the LLM. We generate multiple distinct
interpretations. A legal expert selects one interpretation that best adheres to legal format specifications and
modifies it to ensure correctness and clarity. We designate the revised interpretation as the interpretation
example eg.

F.3 An example of generated vague concept interpretation

F.3.1 Original text in Chinese
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F.3.2 English translation

Article 264 of the Criminal Law of the People's Republic of China states: "Theft of
public or private property in large amounts” pertains to the conviction and sentencing
of theft offenses. Implementing this article involves a potential ambiguity in the
legal interpretation of the term "dwelling” in the context of "burglary into a
dwelling.” In judicial procedures, judges need to concretely define and interpret
the concept of "dwelling” based on the specific facts of each case.

### Analysis

1. *xBasic Definition**:

- According to the "Interpretation on the Application of Law in Handling Theft
Criminal Cases"” by the Supreme People's Court and the Supreme People's Procuratorate,
the concept of "dwelling” is characterized by two aspects: providing for family life
and being relatively isolated from the outside world.

- "Dwelling"” typically includes residential premises, enclosed courtyards, rented
homes used for living, etc.

- Theft involving illegal entry into someone else's residence, which is isolated
from the outside world, should be considered "burglary into a dwelling.”

2. xxSpecific Application*x:
- When applying the concept of "dwelling,” it is necessary to check whether the
stolen premises are used for family life and are isolated from the outside.
- Public places, commercial premises, or areas without clear isolation are
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generally not considered "dwellings."”
- In specific cases, the judge will assess factors such as the purpose of the
property, the manner of intrusion, and the time of the offense.

3. x*Exclusionsxx*:

- Not fitting the "living purpose”: Such as shops used solely for business, public
offices, etc.

- Lack of "relative isolation”: For example, places with no enclosure or highly
open areas.

- Consent or vacancy: If theft occurred with permission or in vacant, uninhabited
buildings under renovation.

### Example Cases
- xxCases that meet the definition of "dwelling"xx*:

1. **Case T#*%:

- xxFacts**: The defendant illegally entered a private residence used for family
living.

- **Explanationx*: The defendant, Mr. Yu, unlawfully entered Room 305 of Building
XXX in Village XXX, District XX, which is rented by another person and used for family
life, isolated from the outside world. This meets the definition of "dwelling."

- xxVerdictx*: The court ruled it as burglary into a dwelling, as the defendant
unlawfully entered a private residence that was relatively isolated.

2. **%Case 2%%*:

- **xFactsx*: The defendant entered a family home repeatedly while the residents
were absent.

- xxExplanation*x: The defendant, Mr. Li, committed two thefts in the victim's
residence, which was used for family life and isolated from the outside. This meets
the definition of "dwelling."

- xxVerdict**: The court ruled it as burglary into a dwelling because the
defendant illegally entered a residential property used for family living.

3. *%Case 3*x*:
- xxFacts**: The defendant climbed over a wall to enter a family courtyard
isolated from the outside world and then committed theft.

- xxExplanation*x: The defendant, Mr. Tian, illegally entered several victims'
homes late at night. These homes were used for family life and were isolated from
the outside world.

- **Verdictx*: The court ruled it was burglary into a dwelling because the
defendant unlawfully entered an enclosed family living space.

4. *xCase 4x*:
- **%Facts*x: The defendant used tools to pry open a lock and break into a private
residence to commit theft.

- xxExplanation**: The defendant, Mr. Zhang, used stolen keys to enter the
victim's home to commit theft. This residence was used for family life and isolated
from the outside.

- xxVerdict**: The court ruled it as burglary into a dwelling because the
defendant unlawfully entered a private home.
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5. *%Case 5*x*:
- **Factsxx: The defendant entered a residential area during a time when family
members frequently came and went.

- xxExplanationxx: The defendant, Mr. Wang, repeatedly stole property from a
family residence using secretive methods. His actions occurred inside the victim's
home, which was a residential space.

- **Verdict**: The court ruled it as burglary into a dwelling because the
defendant illegally entered a residential area used for family life and isolated from
the outside.

- xxCases that do not meet the definition of "dwelling"xx:

1. **Case T#*%:
- *xFacts**: The defendant stole property from a commercial store or in a public
area.
- *%Explanation**: The defendant, Mr. Liu, committed theft in a shop operated
by the victim, which was not a family residence.
- x*Verdictx*: The court ruled it was not burglary into a dwelling because the
shop was primarily for commercial use, not for family living.

2. **%Case 2%x*:
- *xFactsx*x: The defendant committed theft in an uninhabited property under
renovation.
- xxExplanation*x: The defendant, Mr. Zhang, stole from a public space used for
vehicle parking in a building that was not a residential area.
- xxVerdict**: The court ruled it was not burglary into a dwelling because the
property was not used for living purposes.

3. xxCase 3#*%:

- xxFacts**: The defendant committed theft in a commercial space that did not
serve residential purposes.

- xxExplanationxx: The defendant, Mr. Liu, entered a shop (labeled "China Mobile/
Yue Lu/ Designated Specialty Store”) on the first floor of a building owned by the
victim. The front area of the first floor was a commercial section selling mobile
phones, while the rear and upper floors were residential areas. At the time of the
offense, the commercial and residential areas were clearly separated by walls and
doors.

- xxVerdict**: The court ruled it was not burglary into a dwelling because the
stolen property was in a commercial space, separate from the residential area.

4. *xCase 4xx*:
- xxFacts**: The defendant entered a public office building to commit theft,
but the location did not have the characteristics of a dwelling.
- xxExplanationxx: The defendant, Mr. Wang, entered the dormitory of the victim's
workplace, which employees used for rest, not for family living.
- xxVerdict**: The court ruled it was not burglary into a dwelling because the
dormitory was used for rest and not for family living.

5. *%Case 5*x*:
- xxFacts**: The defendant stole from a long-term uninhabited property.
- xxExplanation*x: The defendant, Mr. Zhu, committed theft in a house in the XX
community that had been uninhabited since 2012 and was not used for family living.
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- **Verdict**: The court ruled it was not burglary into a dwelling because
the property was not used for living activities and did not meet the definition of
"dwelling."

### Judicial Discretion

Judges' judicial discretion in defining "dwelling” in specific cases mainly relies
on the following factors:

- xxActual Usexx: Confirming whether the stolen property was used for family life.
- **Nature of the Residencex*: Confirming whether the residence had clear isolation
measures such as walls or doors.

- xxLiving Features**: Checking whether the premises had basic facilities for daily
family life.

- xxIntrusion Methodx*: Determining whether the defendant illegally entered a clearly
isolated family living space.

- *xTime Featuresxx: For instance, when family members' daily activities are
disrupted, it is more likely to be recognized as a "dwelling."

In conclusion, the definition of "dwelling” in individual cases needs to be based
on the use, isolation, and actual living characteristics of the premises. Judicial
review requires careful attention to ensure the proper legal application and fairness
of the verdict.
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G Prompts

G.1 Original text in Chinese

G.1.1 Prompt for determining whether court view provides a specific reason

ERES BAEEME, MAEREFENLEIESH— ISR . E8sReEd, EES
TRIE F 1 25 SO VA 5% S AP BRSO AR &tk AT B AR AL I AE R 3035 P Bk B XL A HR 40 48 A
EHEH - FATE EIESE{article} ) FIERIME & {concept} }” - FRF AR —BIEREM S, 1H
TRABTTREI S, & 57 A BRG] 7 A { concept} } 18 FH B ANIE I T RAF AR -
Se R B AT B AR RS 1 B DL RS U R A A KT o 0 SRR RE L A A R
FE“{{concept} } &M IEHAIA]T, B[Z11: A0, HHE1-

RSN

{{court view}}

G.1.2 Prompt for classifying whether concept c applies or not

EEES BAEEME, MENEREFENIZESH— UM RE, EE 2R IE R F LRI
TSRS BRI St T BAR R AE R SO A IR LR BB o 4 A B - FRATTE R
Z“{{article} ) FH RO RE S { {concept} } 7 o FFLA VR —BEIHAICH F AR A, IE 1R AL
BN { {concept} )& W& TR AN - Seza HIRAFIWT R, RIF %R
DU AS Uk AR A R LA QSR { {concept} V" iEA TR AVEI, BHLE117; &, %
HeEN

EREMLA ]

{{court view}}

G.1.3 Prompt for extracting reason r from court view
EERESEEEME, MAEERFEN LIEZESH—1TWAMERE . ZESRERGEHE
SEONF YR 4% SU AP A REOR R AT B L I AR BOH DU R RE XL SRR AT A - AR TR
Z&“{{article} )"/, OB ME & 2 “{{concept} )« B IR LF A L R AITERE M &, FREH %
BRI RN B - HEHAEN R E LTRSS - D, R
AP, IRFRERIUIEE IR A P BB 2 PR R 4 .

RESNN

{{court view}}

G.1.4 Prompt for generating concept interpretation
FERE S BAEMNE, MEERER RN IFES N — R . EE SMIE R FESOER
SR BRI S AT AR H AR BCHI SO o e TR SR Tl o E R B 3e 4 HY A TSONEK
W, MEFP RS TR . B, ER R ITAERRIES PT B VA o IR
A FEART AR AR o S UK R VR 2 8CH) S FR B ARSI L
N
{

" {{article}},

"R . {({concept}}

"B {{reasons}}

3
PLR & — LSRRG, 18 DRI e -
{{Interpretation Example}}

G.1.5 Prompt for assigning consistency scores

THIRS B IREI A A “{ {crime} " BB BE S { {concept} } "B E BT, X6 T TR A Y
BB B —BUE AT 1- 10037 7« 10 RRER A Al i E B AR E A B 52 2 A —
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B, 100 RS A A E B AR E VL A B S22 — B0 B IRSER T 0B E, RIE L
ARG HIREI R ([n]), EAn o REI D EL

e ibptil=:)

{{generated reason}}

[V EEL A P 2 )
{{gold reason}}

G.1.6 Prompt for completing Legal Concept Entailment task

EEE S BABMIE, M RIEREFP RN LIEES B — DM - 155 SRIE R 3 S A=
S 30 HVBERIME ot AT B HEAE BRI DL A B TR RE L AU BR o ST S R TS - ARV
Z“{{article} }H, BN E 2 “{ {concept} }” - THIREIEL T HEEOMIME S A RRRE, MRIEEHAISCH
FREERSEHNA, I R S Ol A FH T RO & { {concept} }” - SEIRMEHAIEHE, A5
PR IR DU RS 2 R B R QSR AT S ORI S { { concept} ) HIRE S, B HIC[[Z]]”,
GV Ui | R |

UECH AR & R )

{{interpretation} }

[EHSEHIR]
{{fact}}

G.2 English translation

G.2.1 Prompt for determining whether court view provides a specific reason

Legal language is inherently vague, and the judicial process serves as a clarification of legislative language.
In some cases, judges may concretize vague terms in the legal texts based on the facts of the case and
provide reasons for their determination in the "court view" section of the ruling document. We consider
the vague concept "{{concept}}" in the legal article "{{article}}". I will give you a segment of the court
view; please determine whether there is a specific sentence in the court view that explains the reason
why "{{concept}}" does or does not apply to the case. First, output your reasoning for the judgment,
then strictly follow the format below for your final conclusion. If there is a sentence explaining whether
"{{concept}}" applies, output "[[ Yes]]"; otherwise, output "[[No]]".

[Court View]
{{court view}}

G.2.2 Prompt for classifying whether concept c applies or not

Legal language is inherently vague, and the judicial process serves as a clarification of legislative language,
where judges can concretize vague terms in legal texts based on the facts of the case and provide reasons
for their determination in the "court view" section of the ruling document. We consider the vague concept
"{{concept}}" in the legal article "{{article}}". I will give you a segment of the court view; please
determine whether the judge believes the vague concept "{{concept}}" applies to the situation in the
case. First, provide your reasoning for the judgment, then strictly follow the format below for your final
conclusion: If "{{concept}}" applies to the situation in the case, output "[[Yes]]"; otherwise, output
"[[No]l".

[Court View]
{{court view}}

G.2.3 Prompt for extracting reason r from court view

Legal language is inherently vague, and the judicial process serves as a clarification of legislative language.
Judges can concretize vague terms in legal texts based on the facts of the case and analyze them in the
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"court view" section of the ruling document. In the legal article "{{article}}", the vague concept is
"{{concept}}". Please read the court view in the ruling document and extract the judge’s reasoning for the
determination of the vague concept. The reasoning includes the analysis of the facts of the case and the
final conclusion. For example, if the vague concept is "dwelling," you need to extract the reasons why the
judge believes the place in the case satisfies or does not satisfy the "dwelling" criterion.

[Court View]
{{court view}}

G.2.4 Prompt for generating concept interpretation

Legal language is inherently vague, and the judicial process serves as a clarification
of legislative language. Judges can concretize vague terms in legal texts based on
the facts of the case and analyze whether the vague concept applies in the ruling
document. Please read the given JSON data and interpret the vague concept in the
legal article. Among them, "article” is the legal article to which the vague concept
belongs. "vague concept” is the legal concept you need to interpret. "Reference text”
is the text extracted from many ruling documents explaining the vague concept.
{

"Article”: {{article}},

"vague concept”: {{concept}}

"Reference text": {{reasons}}
3
Below is an example of a concept interpretation. Please format your output following
the same standard.
{{Interpretation Example}}

G.2.5 Prompt for assigning consistency scores

Please refer to the reasons for determining the vague concept "{{concept}}" in "{{crime}}" from the
court view and rate the consistency of the following model-generated reasons on a scale of 1-10. A score
of 1 indicates that the model-generated reasons are completely inconsistent with the reasons in the court
view, while a score of 10 indicates complete consistency. First, output your reasoning for the score, then
output your score in the following format: [[n]], where n is your score.

[Model-generated Reason]
{{generated reason} }

[Reason in Court View]
{{gold reason}}

G.2.6 Prompt for completing Legal Concept Entailment task

Legal language is inherently vague, and the judicial process serves as a clarification of legislative language.
Judges can concretize vague terms in legal texts based on the facts of the case and analyze them in the
"court view" section of the ruling document to determine whether the vague concept applies. In the
legal article "{{article}}", the vague concept is "{{concept}}". Please read the following interpretation
of the vague concept, and based on the factual description in the ruling document, determine whether
the situation in the case applies to the vague concept "{{concept}}". First, provide reasons for your
determination, then strictly follow the format below for your final conclusion: If it meets the definition of
the vague concept "{{concept}}", output "[[ Yes]]"; otherwise, output "[[No]]".

[Interpretation of vague Concept]
{{interpretation} }

[Factual Description]
{{fact}}
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H Details of vague concepts

Table 13 presents the detailed statistics of the test dataset for the legal concept entailment task. Tables 14
and 15 present the vague concepts we interpret and their corresponding legal articles.

Test Dataset

# Concepts 16
# Cases 2652

- positive 1714

- negative 837
# Average court view length ~ 653.1
# Average fact length 4787.9
# Average reason length 160.5

Table 13: Basic statistics of the test dataset.
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Vague concept

Article

BT E

F—E IS RERNE . K. Bh . BRE . BETERSC . WS BMEYI, = ETEUTEH
e BTEK, A HEU L EIER - TTIEREE SN - ARG - KSR k. EEENE . L
Sk RAPREGE, BE A ZeR, RKEFTREEL T - BOLETPEERE, X EALALL T
&, FENHEERASTEE AR MEMERTEAR, RS —FAMELT] -

BB TN BRESCEEME, RS . RIS AR, B=FLUTEBEM . s
il HTHTER, LU E-EEUTEREN . REREASHRMAR, dREHE . S, K
MR AL T - AOXICE MG, AWML WA, BRI EE R, REE—ZIIEL
T BAALEE T =R, KRS, ANEERATHNEE ARMEMERTEAR, K
B EE— R MILRE AL T -

itk

FoEH=T=54 BROGEEHEHEEN, FRmMAEERER, BAEN . LUEEEARAY T EZER
BRI, =S U ERERSE N ORahEREkRE T LT BTN, L=FU1Lt
FLUNEHER; BEREAIETH, SLEULEWERN . EEk LSBT, IR —8
A, AT (&) BEER, BHTESE; (D) BESENDER; (Z) NERFILSHE
IRz, MEBRLBERASY, SEMEEIIEN BT, () SRERL SR SEENE
BEIERLE, BRAZER. B ERE A EEAMBECE =50 HMHTh 7E BE%RER
MREGRIRAME LT - BRIEAT S, R REAMILIER, KESLTTRERMEERLT . F—E=1
SR THTRARARTE TAMNS AR EHR ) EREESRRIEE, TIHARE TRIERT
B, ERARZer), G—EUTEBEN - fsEES, e LTS . BTEOENS A RE
B A ATl TR EEERSY, SMAELREEBRITEA, BRARZEE), REFREMELT . §
HIPIERAT . R AEAIRIRE), ARIRAL TTEE AR E B TRAL T

FLE TS BARAERZ—, UERESERER, B2 BITaRSES, BT 4 =AM
Y, BOEEORR, =N EPRREEE R, s BT, B EAEE R M EE TR
L= ETETERER, i, KO ERSEE AR EH T, 4+ EERE
FIBCE TCHGER, AT @ slou ™. (—) DUEMRSAeE 8 M AL CET SR, (Z) M
hik -« ik - (ERERSE LR B POERERRE, (=) WEEREITRS, LSRG/ INVEE
Rl & B BT & RETTHE, WX 77 S S ARSI TRE T AR, () Weszx 7 S 5 A A A a6
Y SUE PUATEECE R P kR () DIER TSR B T M A . R A0S LU
i SRR FEEE A, BRSNS SE T & RS SF T SURB A B, %
B — NP R R . B R (A B UL R B AR E o IR AR, 5195 - e s asek
JEBAZIN, SWEIY), PRELEAGT 2RI R BEEEIR, ARFE LT EBERSE S, HeTies 1H
T ER), AREUEEBERN, T

FBIE MR BREEZ—, UIRESERER, £ BT SRSRES, BBOS 7 AL
Yy, BUBECRE), =T EENSE MR, e AT, BEEREE T A EET A,
A=F L EHEUTERER, i, KO EREEE AR EF T, 4+ EEE
FIECETCHAGER, FRATT&sEE BT (—) DB SRAEE EAMAL T aRE;  (2) M
thit ~ 23 (ERMEIREE B E BN AOEREERE;,  (2) BRSBTS, ERIT/ VIS
FEE D BTG RBTIE, Fha 7 S HF NREEET BT ERF; () B3 74 H NG5
Yy BEER AT EE R R R E R () DIHARTTEGRBC 77 =AM . A S LU
M REIRS ARG, ERSINE UMY BB KR & RS SE T RSB, %
W —ENUFEMR R, B R LR A R EEAE TN S R KE, 519 . BHaSinE ke
RS, WEMY), ISR RRTIEHEEDN, LREL TR SE S, Feiie; B
TPER, ATEUEEBEM, FTE.

FEEEEHEM

FoE TS BRAERZ—, WERESERER, EF . BITaRSES, BT 4 =AY
Yy, BemEoRl), = TEIERSE MR, HeeE BTG, BEIEREE T A T
L= ETETERER, AT, BEU ERSEE EAR R EE T, &L EEGE
FIECE TCHGER, HAT s sou ™.  (—) DUEMRSAeE S ML CETSRK; (Z) M
hik - 2 . (ERERSE LR B POERERERR: (=) WEEREITRS. LSRG/ IVEE
Rl & T BT & FETE, a7 S EAREEBTRE T AR (M) Beszxi iy S 5= AA A6
Yy BRER TATEEE R TRk E R, (F) DIHA T RGO 77 4 AR - A S LR
b~ SRR FEEE A, ERS N USSR BN LT i MRS5S sURB A B, 1%
B — PR R . B R (A e DU R B AR E Dy T IR AR, 5195 - A s ass
BAEAS, WEMY), HELEFTHETRTREEEDN, LREUVEEMNSE R, Tl B
TER, AREUEERERN, T

Table 14: The 16 vague concepts and their corresponding articles used in our study. (i)
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Vague concept Article

BT E FoH AR BREZRIE, BIEHREEETAZ—, HWELTSHRT, B TER, &
BELTHBERSCE M, FFabelid BAos kG —EUE DG T e B E
1, AHEL EEBER, HOERE—FU LR EUT I emEREIT ™. (—) REWF
MEEEE . THEMMENTE - TRY SEEEMRE LR R, (Z) Kt
H¥FATE « g3E ) F 7 3 B LS MR AT BOE RUHLE A48 ¥ AR B VSO Y
(=) REFEZFEREEHMEIREL I - ]IT . REELSH, BB EENERE
gEsSE;  (W) HA BRI TSR RIS ET N -

S FEANTHSE BEARMY, BEERN, SELZIRES - ASED - SEFNSES S I
i, =T EMERM MBS, HAmEBLNE, BBERSE M EF
TR, S=FEUETEUNERERN, HaTie; BUn EREE T EMER M EE T,
fb+-8 L B R IER s TEIE, a9 s s T -

% HoHEET % AF . SUEFERMRACKTIEANR, MATS LHER, AR YE
EENDE, BEBORH, L=FLNVEHERSE R, HFOTe; BEERY, A=F0
EHEUTERERN, Faiie; B ERY, L tEL ERPERSE THERN, i
Tidg . EHAR - e aEESAH NEAFSHARTETAF - 4k el HAlES 8
W ZIRENARE G AT - Al DU HAS A N B AFZHABERET M, REREE=E/\+
TH BZE/T ZAMHUE IR -

BT FOELT & AF S ekEiE AR TEAG, FAHRS ERMR, BSR4
A AN BB G BT A A, BOECR - B = ARER), s BB =4, AR
R~ FATEMESR, SEHTIEEEDN, L=FUTERENeE 0, AR RS
WHERY, B=FUE-LFEUTEERN, B@ERERN, L-tEUEFREN. BEa
A ol B B A AL M A SR RMER AT ke Eih A B AR IR E]
Baw - bl PR A NE A SN BUHBIFAT AR, KBS =5 )\ UK R E E
AT - BE AT, EREMFECRFIHRERIER, WL LT . Hp,
TRIREERMY, AT LU S RAL T

BT E FE/TA D S XREEE RS 87 BUKERNRASC S M BER), 2
ZELUVEBEN . . HHEERFBGAR, HFHaTe; BT ERN, 2=FUEHE
T HGER, HFabiis. hEas . 4k Flsasr . AREEMENZER, S=FUTHEH
FER  Hf  EHIEERFBIGEN, Faiis. fhg. & XSEREMIE. PR H%
REER « HHESMRET LU TIE & G e, L= UNEER - ik Bl
FBOGRR, FFabiie: WBTTER, A=FL EEELNVEREN, Hliie . EREER
HUE N R BB IE MG ST, MR hE - EREE EHMARE RS GIE - 8. (e
RIEF - BIEEIETT LA TN S R RIES:, B9 28, CmReiE e, HFasE g
34 BEEATR, RNEREMILIRA, RIEATTEREMEERLT . B _a/N\THRZ
THEA - BHMAS G, TR ABUSRIE SN BE AR A% TSRS . sl wE
B, A= UTEIIRER - AEiEE R, HATiE . AH . B ASSRETET N,
WRIRATR AL WAL T - ERITAEANGERINERT N, OB IRERA, KRERIF TR
P ALTT -

BT E FEE—T 5% PRI LT A MR T T LSRR . RS L W L AOABEE A L
FABTT AN - BRI, = U MHBEN - REEE R, HFesERL T e BT
), =L EEELTERER, HF5ie. BALAHERE, WRAALTE, FHER
ENTEEAAFEMBEZTEAR, REFEAOMEL T -

BT E BN \G AR — TR UL L IS R R R L B EA
RN, BEEL EREIEREE THERN, Fatie; IREFERA ZERUEAH T
5E~ RN ECE PEFRA ML BN R s B S SR E RN, =T EEIRE
il R ES, FFaeTiE; HYTER, S=FELU EEELTEIERN, i

TH M E FZERLTNS 51 B8 MEMASHER, BRFELTEBEM . MREsEES . L
Tid; WOMEN, SRS EEEER, Faiie. SIENRETMEY NZSEs, 4h
FULEWEM, Habis-

THE FoE/NTHS ERTEANAFAIAS DEER, BHAFIAER, T EEES,
BB O AFEEEROR - T ERITEEIN, SO I AFEEIEOR - i = A RIS, 2
AR, AREMERRERSE 0%, BT ER, LhFEL ERPER - S5 AFEE
EXRNRIZH), 4+ L EEIRER SE THEM - S TR 18k - B ik &
P B BRI NG, IWELT -

BT E BB WRATERE, SRELTERENSERL, e FITERRCNES
Mz, BT EN, SFEFERNEEZEABLN, LOFELEHELNVEMER, HAT
& BRI ER, S0 EE RN mEZ R ERARAR, L9 DL AR S TR
TR, A0 T G B BBV T o ATIE ATEBGBVRET ERN R RATIEIT M, AT LU B iR Ak
T HoAp, JRIRECER), WOUNERBREEREIENN, B FERIIRINL, LU
FRIRALTT - AWHCNES M, MERTEARPILEESE LS5 ZEX TIEARRRE
DI, 5 a BRI E R TAEA R 8 Hoi kg UM EA S H R RV ATIER, 4=
UTNHEBER R, Faiis BmER, S FERNmEZEABELR, L=FL]
EEFEUTERERN, Hoiie; BT EY, SFEERNmEZ RN ERIRAR, &
CEUETEUNERERN, HaTie. BOILIFERN, XBRAALTE, HXHEENT
MEEARMEMERETEAR, L=FLUVERENSE R, Fliie.

Table 15: The 16 vague concepts and their corresponding articles used in our study. (ii)
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