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Abstract

The advent of Large Language Models (LLMs)
has spurred the development of coding agents
for real-world code generation. As a widely
used benchmark for evaluating the code gener-
ation capabilities of these agents, SWE-Bench
uses real-world problems based on GitHub
issues and their corresponding pull requests.
However, the manually written test cases in-
cluded in these pull requests are often insuffi-
cient, allowing generated patches to pass the
tests without resolving the underlying issue. To
address this challenge, we introduce UTGener-
ator, an LLM-driven test case generator that au-
tomatically analyzes codebases and dependen-
cies to generate test cases for real-world Python
projects. Building on UTGenerator, we pro-
pose UTBoost, a comprehensive framework for
test case augmentation. In our evaluation, we
identified 36 task instances with insufficient test
cases and uncovered 345 erroneous patches in-
correctly labeled as passed in the original SWE
Bench. These corrections, impacting 40.9% of
SWE-Bench Lite and 24.4% of SWE-Bench
Verified leaderboard entries, yield 18 and 11
ranking changes, respectively.

1 Introduction

Advances in large language models (LLMs) have
enabled the development of automated coding
agents capable of generating code for software en-
gineering tasks. To evaluate their effectiveness on
real-world Python projects, prior work introduced
SWE-Bench (Jimenez et al., 2024), a benchmark
specifically designed for this purpose. Each in-
stance in SWE-Bench consists of a repository, an
issue description, and a set of manually written test
cases to verify whether the issue is resolved. The
task of coding agents is to generate a patch that
resolves the issue, as demonstrated by successfully
passing all relevant test cases.

*Corresponding author.

However, the manually written test cases in
SWE-Bench can be too narrow to comprehensively
evaluate the correctness of the patches generated
by coding agents (OpenAl, 2024; Chen and Jiang,
2024; Aleithan et al., 2024). Consequently, erro-
neous patches generated by agents may be incor-
rectly considered to resolve the issue, compromis-
ing the reliability of SWE-Bench.

To comprehensively evaluate the code genera-
tion ability of coding agents on real-world Python
projects, we propose a novel LLM-based test case
generator, UTGenerator, which automatically gen-
erates test cases. UTGenerator operates in two
steps. First, it identifies where new test cases
should be added by analyzing the codebase and
issue description. Then, based on the location in-
formation, UTGenerator analyzes package depen-
dencies and generates code as unit test cases.

To verify whether the generated patch functions
equivalently to the gold patch on the new test
cases, we apply intramorphic testing (Rigger and
Su, 2022) to construct a test oracle. Intramorphic
testing is a white-box automated testing technique
that establishes a test oracle by comparing the out-
puts of the original and modified systems using the
same input. Since the gold patch and the generated
patch are expected to resolve the issue equivalently,
the test oracle ensures that both patches pass the
same issue-related test cases.

As a motivating example, the issue description
in the instance mwaskom__seaborn-3010 requires
PolyFit, a function that computes polynomial fits
for data, to handle missing data in the inputs x and
y. However, the original test case for this issue,
as shown in Listing 1 (line 3), only considers sce-
narios where both x and y have missing data. A
comprehensive set of tests should include cases
where only one of the inputs, x or y, has missing
data. Our solution adds a test case where only x has
missing data to complement the original test cases,
as shown in Listing 2 (lines 3—4). Unlike the gold
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patch that resolves the issue (Listing 3), the gen-
erated patch fails to handle these additional cases
but throws an error message, as shown in Listing 4
(lines 4-5). Thus, while the generated patch passes
the original test case, it does not resolve the issue.

However, adding new test cases is not sufficient
if these test cases are not properly accounted for
in the SWE-Bench evaluation pipeline. This is be-
cause SWE-Bench uses a parser based on regular
expressions to extract test cases from the test log,
but the original parser fails to parse many test cases
due to various defects. For example, it can not han-
dle test cases that span multiple lines in the test log.
To address these issues, we improved the original
SWE-Bench parser by fixing these defects. With
the improved parser, we identified 64 erroneous
patches generated by coding agents that were incor-
rectly labeled as passed in SWE-Bench Lite, and 79
erroneous patches that were similarly mislabeled
in SWE-Bench Verified.

Building on UTGenerator and intramorphic test-
ing, we propose UTBoost, a framework for aug-
menting test cases in real-world Python projects.
Given a SWE-Bench instance and a generated
patch as input, UTBoost generates new test cases
(e.g., Listing 2) and flags the instance as suspicious
if the gold patch and the generated patch behave
differently in the new test cases. If the generated
test cases complement the original ones, they are
added to the original test suite.

We applied UTBoost to SWE-Bench Lite (Car-
los E. Jimenez, 2024) and SWE-Bench Veri-
fied (OpenAl, 2024). Our analysis identified 176
erroneous patches in SWE-Bench Lite and 169 in
SWE-Bench Verified that were incorrectly evalu-
ated as passing in the original SWE-Bench. These
corrections resulted in leaderboard updates, with
ranking changes for 40.9% of entries in SWE-
Bench Lite and 24.4% in SWE-Bench Verified. No-
tably, in the original SWE-Bench Verified leader-
board, Amazon-Q-Developer-Agent ranked 1st
and devlo ranked 2nd; however, both now share
the 1st rank in the updated leaderboard. With the
augmented test cases generated by UTGenerator,
we identified that 7.7% (23/300) of instances in
SWE-Bench Lite and 5.2% (26/500) of instances
in SWE-Bench Verified have insufficient test cases.
Using our improved parser, we also identified an-
notation errors in 54.6% (164/300) of instances in
SWE-Bench Lite and 54.2% (271/500) of instances
in SWE-Bench Verified.

1 def test_missing_data(self, df):

2 groupby = GroupBy (["group”1)

3 df.iloc[5:10] = np.nan

4 resl = PolyFit()(dfC["x", "y"11,
5 "x", A

6 res2 = PolyFit() (df[["x", "y"1].dropna(),
7 groupby, "x", {1})

8 assert_frame_equal(resl, res2)

groupby,

Listing 1: The original test case in SWE-Bench that
only considers the case when there is missing data both
in x and y (mwaskom__seaborn-3010).

1 def test_none_values(self):
2 df = pd.DataFrame ({
3 "x": [1, 2, 3, None, 4, 5, 6],
1 "y": [1, 4, 9, 16, 25, 36, 491,

5 "group”: [1, 1, 1, 1, 1, 1, 1]

6 1)

7 groupby = GroupBy (["group”1)

8 resl = PolyFit () (df, groupby, "x", {})

9 res2 = PolyFit () (df.dropna(), groupby, "x",
10 {»

11 assert_frame_equal(resl, res2)

Listing 2: The augmented test case that considers
the case when there is only missing data in x
(mwaskom__seaborn-3010).

I def __call__(self, data, groupby, orient, scales):
2 return (groupby.apply(

3 data.dropna(subset=["x", "y"1),

4 self._fit_predict))

Listing 3: The gold patch (mwaskom__seaborn-3010).

_fit_predict(self, data):

2 y = datal"y"1.dropna()

3 x = datal"x"].dropna()

4 if x.shape[@] != y.shapel[0]:

5 raise ValueError(”x and y must have the
same number of non-missing values"”)

6 if x.nunique() <= self.order:

7 # TODO warn?

8 xx = yy = []

Listing 4: The generated patch by IBM SWE-1.0
(mwaskom__seaborn-3010).

2 SWE-Bench

In this section, we introduce SWE-Bench (Jimenez
et al., 2024) and its two splits: SWE-Bench Lite
and SWE-Bench Verified (OpenAl, 2024).

SWE-Bench SWE-Bench is a benchmark for
evaluating the code generation capabilities of cod-
ing agents on real-world GitHub projects. It fea-
tures 12 popular Python repositories and focuses on
generating pull requests to address specific issues
by producing code edits represented as patch files.
Each task instance includes a gold patch and a set
of unit tests crafted by human developers, which
serves as a reference for resolving the issue.

In the SWE-Bench evaluation, an agent gener-
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ates a patch based on the issue description and
the codebase. Then, SWE-Bench evaluates the
generated patch using two types of unit tests:
PASS_TO_PASS and FAIL_TO_PASS. The bench-
mark evaluates performance by measuring the per-
centage of patches that successfully pass both types
of tests for each instance. To extract test results
from logs generated in instance-specific virtual en-
vironments, the evaluation pipeline uses repository-
specific parsers with manually crafted regular ex-
pressions, averaging 23 lines of code.

SWE-Bench Lite The full SWE-bench test split
comprises 2,294 issue-commit pairs across 12
Python repositories. SWE-Bench Lite is a lite ver-
sion of SWE-Bench, which is a subset of SWE-
Bench with 300 task instances. These instances
focus on evaluating functional bug fixes, ensuring
they are more self-contained while maintaining the
original diversity across 11 of the 12 repositories.

SWE-Bench Verified OpenAl introduced a new
version of SWE-Bench (OpenAl, 2024), named
SWE-Bench Verified, to improve the robustness
and reliability of the evaluation. They identified
two major problems with the data in SWE-Bench:

* Unit tests: The unit tests are sometimes too spe-
cific or unrelated to the issue, which potentially
causes correct solutions to be rejected.

* Issue description: Many samples have an issue
description that is under-specified, leading to am-
biguity on the problem.

To address these two issues, OenAl launched a
human annotation campaign with 93 professional
software developers to verify each sample of the
SWE-bench test set for appropriately scoped unit
tests and well-specified issue descriptions. Finally,
they released SWE-Bench Verified, a subset of 500
samples that the human annotators verified to be
non-problematic.

3 Methodology

In this section, we introduce UTBoost, a framework
for comprehensively testing coding agents using
intramorphic testing (Rigger and Su, 2022). We
discuss the construction of the test oracle, detail the
workflow of UTBoost, and present UTGenerator,
our LLM-based test case generator.

Program P’ = P[C;/C;]

Intramorphic : ;
m =— =—— =3 Component (;
Transformation -

Testing Testing

] s [

Intramorphic relation holds := same results

Program P

Component C;

Component C;

Component Cp,

I |

Figure 1: The architecture of intramorphic testing (we
define P, C;, R as the program, the i-th component of
the program, and the program’s output, respectively).

3.1 Test Oracle

A test oracle determines whether a system behaves
correctly for a given input. Automated testing tech-
niques rely on an automated test oracle to test the
system without user interaction. In UTBoost, we
use intramorphic testing to establish a test oracle
for evaluating the generated patches. Intramorphic
testing creates a modified version of the system,
enabling a single input to define a test oracle that
establishes the relationship between the outputs of
the original and modified systems.

In SWE-Bench, the gold patch serves as the
ground truth for resolving the issue. A generated
patch that resolves the issue provides an alternative
implementation to achieve the same functionality
as the gold patch and should pass the same test
cases associated with the issue. We define P as
the program to which the gold patch is applied and
P’ as the program to which the generated patch is
applied. The difference between P and P’ lies in
the component C' of P, which is transformed into
C’ in P’ through an intramorphic transformation,
as illustrated in Figure 1. We then construct a test
oracle to evaluate the generated patches, defined by
the intramorphic relation P(T") = P'(T), where T
represents the test cases. To the best of our knowl-
edge, this is the first work to apply intramorphic
testing for evaluating real-world software.

3.2 UTBoost Workflow

UTBoost is an automated testing approach that
constructs a test oracle for evaluating generated
patches through intramorphic testing, as illustrated
in Figure 2. We define the original test cases in
SWE-Bench as T,,,;, and the augmented test cases
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Figure 2: The architecture of UTBoost.

SWE-Bench Located Top-N Files

1.sklearn/svm/tests/test_
svm.py
2.sklearn/svm/tests/test_
sparse.py
3.sklearn/svm/classes.py

Located Classes/Fuctions Located Lines

. sklearn/svm/test
s/test_svm.py
{line: 693-717}

1.function:
test_linearsvc_parameters

2.class: SVR

Provide context to LLM

a File-level Localization
e Function/Class-level Localization
e Line-level Localization

LLM

Generate test

QAD
Y, case & dependency
(#))

Test cases and dependencies

from sciy
def test_s

# Test to ensure no ZeroDivisionError is raised with sparse
input

import !
it_no_zero_division_error():

.csr_matrix([[0, 1, 0, 0],
[0, 0, 0, 1],
[e, 0, 1, 0l,

316.227766017,
1=0.001)

Figure 3: The architecture of UTGenerator.

as Tyug. The UTBoost process consists of two
steps: (1) testing on the original test cases, and (2)
testing on the augmented test cases generated by
the UTGenerator.

In the first step, we select the generated patches
that pass the original test cases in the same way
as gold patches in SWE-Bench, satisfying the in-
tramorphic relation P(Torig) = P'(Torig). We
then invoke the test case generator, UTGenerator,
to produce augmented test cases, Tpyg-

In the second step, we apply the augmented test
cases Tg,4 to both the program P and the pro-
gram P’ to check whether the intramorphic relation
still holds for T5,4. If the intramorphic relation
P(Tyug) = P'(Taug) does not hold, we report it as
a suspicious issue. This discrepancy indicates that
either the gold patch or the generated patch fails
to pass the augmented test cases, which implies
that the original test cases 7,4 are insufficient for
fully evaluating the patch’s correctness. To achieve
a more comprehensive evaluation, we add 7}, to
the original test suite.

3.3 UTGenerator

In UTBoost, a test case generator is required to
produce augmented test cases for more comprehen-
sive testing. To enhance the diversity of these test
cases, we introduce UTGenerator, an LLM-based
test case generator. The architecture of UTGener-
ator, illustrated in Figure 3, consists of two steps:
(1) localization and (2) test case generation. The
localization step operates at three levels: file-level,
function/class-level, and line-level.

3.3.1 File-level Localization

Since real-world project codebases are generally
very large, we construct a tree-structured rep-
resentation of the codebase to organize its files
and their locations. Files and folders at the same
directory level are aligned vertically. UTGenerator
then takes the issue description, the original test
patch from SWE-Bench, and the tree-structured
codebase as input to an LLM, which identifies
the Top-N files most likely to require edits
for adding test cases. Figure 3 illustrates an
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example of the three levels of file localization
in scikit-learn__scikit-learn-14894,
an instance from SWE-Bench Verified.
In the first step, UTGenerator identifies
sklearn/svm/tests/test_svm.py and
sklearn/svm/base.py as the most likely
files to add the augmented test cases.

3.3.2 Function/class-level Localization

For function/class-level localization, we first com-
press the codebase files by retaining only the head-
ers of classes and functions. After identifying
the Top-N files for potential edits through file-
level localization, we provide their compressed
formats, along with the issue description and the
original test patch, as input to an LLM. The
LLM analyzes these inputs to identify the func-
tions or classes most likely to require augmented
test cases. As illustrated in the second step
of Figure 3, this process identifies the function
test_linearsvc_parameters and class SVR as
the most likely candidates for adding the aug-
mented test cases.

3.3.3 Line-level Localization

After identifying the specific functions or classes
to add test cases, we extract these code snippets
and provide them, along with the issue description
and the original test patch, as the input to an LLM.
The LLM analyzes the inputs to determine the spe-
cific lines within the functions or classes that are
most suitable for adding the augmented test cases.
For instance, as shown in Figure 3, lines 693717
of the file sklearn/svm/tests/test_svm.py are
identified as the most likely candidates for adding
the augmented test cases.

3.3.4 Test Case Generation

The final step is to generate the augmented
test cases and their dependencies. We use a
context window of x lines of code to expand the
located lines and control the range for adding the
augmented test cases. For example, if the located
lines are from line 693 to 717, the context window
is defined as [max(693-x, @), min(717+x,
end_line)], where end_line represents the last
line of the file. We then provide the code snippets
within this context window, along with the issue
description and the original test patch, as the input
to an LLM, asking it to generate the augmented
test cases and their dependencies. As shown in
Figure 3, UTGenerator generates a test case named

1 # Test log of django__django-13710
2 test_immutable_content_type
(admin_inlines.tests.TestInlineAdminForm)

3 Regression for #9362 ... ok
i test_all_inline_media
(admin_inlines.tests.TestInlineMedia) ... ok

Listing 5: Test Log of django__django-13710 (before
gold patch is applied).

test_sparse_fit_no_zero_division_error
and the corresponding dependency.

3.4 Improved Parser

The parser is a critical component of SWE-
Bench, responsible for extracting test cases
from test logs. However, the original SWE-
Bench parser often failed to parse test cases
accurately, particularly when the logs con-
tained side messages or spanned multiple lines.
For instance, in the django__django-13710,
the test case test_immutable_content_type
(admin_inlines.tests.TestInlineAdminForm)
passes both before and after applying the gold
patch. As shown in Listing 5, this test case’s log
spans two lines (lines 2-3). Due to its limitations,
the original parser incorrectly splits the log at the
last occurrence of a suffix, erroneously extracting
"Regression for #9362" as the test case name
for PASS_TO_PASS in django__django-13710
(Listing 6, line 6).!

To address this issue, we developed an improved
parser that robustly handles multi-line test case
logs. Our approach uses a queue to track neigh-
boring log data (Listing 7, line 3) and employs
regular expressions to accurately match test case
names (line 2). When a test case spans multiple
lines, the improved parser iteratively searches until
it identifies the correct test case name (Listing 7,
lines 12-18). For the django__django-13710
example, this ensures the correct extraction of the
test function test_immutable_content_type
(admin_inlines.tests.TestInlineAdminForm)
from the log in Listing 5 (lines 2-3). Beyond
this case, the improved parser addresses multiple
limitations of the original SWE-Bench parser,
significantly enhancing the reliability and rigor of
SWE-Bench.

1https: //huggingface.co/datasets/
princeton-nlp/SWE-bench_Lite/
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1 # SWE-Bench parser for django

2 pass_suffixes = (" ... ok"”, " ... OK", " ... OK")

3 for suffix in pass_suffixes:

4 if line.endswith(suffix):

5 ... # omits several lines of code

6 test = line.rsplit(suffix, 1)[0]

7 test_status_map[test] =
TestStatus.PASSED.value

8 break

Listing 6: Original SWE-Bench parser for django.

1# Improved parser for django

2 pattern_test = r"[a-zA-Z_J\wx\s\([\w.J+\)"

3 previous_line = deque()

4 for line in lines:

5 line = line.strip()

6 pass_suffixes = (" ... ok", " ... OK", "

OK™)

for suffix in pass_suffixes:

8 if line.endswith(suffix):

9 test = line.rsplit(suffix, 1)[0]

10 # process when test log in separate
lines

11 if not re.fullmatch(pattern_test,
test):

12 pt = -1

13 while previous_line[pt]:

14 if re.fullmatch(pattern_test,
previous_line[pt]):

15 test = previous_line[pt]

16 break

17 pt -=1

18 test_status_map[test] =
TestStatus.PASSED.value

19 break

20 previous_line.append(line)

Listing 7: Improved parser for Django.

4 Experiments

In this section, we evaluate the performance of
UTBoost and our improved parser on SWE-Bench.
We propose the following three research questions
(RQ) to guide our investigation.

* RQ1: How effective is UTBoost in identifying
insufficient test cases?

* RQ2: How does the parser affect the evaluation
of SWE-Bench?

¢ RQ3: How do insufficient test cases and incorrect
annotations affect SWE-Bench’s leaderboard?

4.1 Experiment Settings

In our evaluation, we use the generated patches
of the coding agents from the official SWE-Bench
experiment repository.” We extract the generated
patches of the coding agents that pass the origi-
nal SWE-Bench tests and evaluate them using our
augmented test cases. Coding agents that do not
provide generated patches are excluded from our
analysis. We have released our code and data.’

2https ://github.com/swe-bench/experiments
Shttps://github. com/CUHK-Shenzhen-SE/UTBoost

In UTGenerator, we use GPT-40 (gpt-40-2024-
08-06) as the LLM. We set a context window of 10
lines of code for test case generation and use Top-3
for file-level localization. During the localization
phase, we use a temperature of 0.8. In the test
case generation phase, we sample one patch with
a temperature of 0, 20 patches with a temperature
of 0.8, 20 patches with a temperature of 0.9, and
20 patches with a temperature of 0.99. Lower tem-
peratures (e.g., 0) produce more deterministic and
focused outputs, while higher temperatures (e.g.,
0.8, 0.9, or 0.99) enable UTGenerator to generate
more diverse and versatile test cases. In our ex-
periments, using UTGenerator with temperatures
of 0.9 and 0.99 helped to identify additional in-
stances with insufficient test cases, complementing
the results obtained with a temperature of 0.8.

When UTBoost detects discrepancies between
the gold patch and generated patches under aug-
mented test cases, two authors with four years of
software testing experience manually review the
test cases and patches, reaching a consensus on
whether the issue stems from inadequate test cover-
age. Generating test cases using UTGenerator costs
an average of $1.6 per SWE-Bench task instance
for API usage. We use cloud servers with Ubuntu
22.04 LTS on CloudLab (Duplyakin et al., 2019) to
evaluate the gold patches and the generated patches
on the test cases, which take 300 hours to complete.

4.2 Effectiveness of UTBoost

Overall, we identified 36 task instances with insuffi-
cient test cases in SWE-Bench using the augmented
test cases generated by UTBoost. Of these, 23 in-
stances are from SWE-Bench Lite, and 26 are from
SWE-Bench Verified. We then applied the aug-
mented test cases to evaluate the generated patches
that passed the original SWE-Bench test cases.

There are 599 generated patches that pass the 23
instances in SWE-Bench Lite and 584 generated
patches that pass the 26 instances in SWE-Bench
Verified. However, our augmented test cases found
that 28.4% (170/599) of the generated patches in
SWE-Bench Lite and 15.7% (92/584) in SWE-
Bench Verified are erroneous.

These findings demonstrate that a significant pro-
portion of generated patches recorded as passing
in SWE-Bench fail to address the issues effectively
because the test cases in SWE-Bench are insuffi-
cient. This underscores the effectiveness of the
augmented test cases generated by UTBoost.

Using UTBoost, we uncovered insufficient test
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Figure 4: Distribution of Insufficient Test Cases And
Erroneous Patches.

cases across 9 of the 12 Python projects included
in SWE-Bench. The distribution of the insufficient
test cases and erroneous patches are shown in Fig-
ure 4. Notably, django and sympy are the most
frequent projects with insufficient test cases and er-
roneous patches in both SWE-Bench Lite and SWE-
Bench Verified. Together, django and sympy ac-
count for 84.1% (143/170) of the erroneous patches
in SWE-Bench Lite and 82.6% (76/92) in SWE-
Bench Verified.

Answer to RQ1 The augmented test cases gener-
ated by UTBoost identified 170 erroneous patches
in SWE-Bench Lite and 92 in SWE-Bench Verified
that were evaluated as passed by the original test
cases, demonstrating the effectiveness of UTBoost
in detecting erroneous patches.

4.3 Impact of the Parser

In our evaluation, we found that many annotation
errors in SWE-Bench stem from defects in the orig-
inal SWE-Bench parser. For instance, 55 test cases
in django__django-15278’s PASS_TO_PASS are
unsuccessfully parsed in SWE-Bench Verified. We

1 # Three selected unsuccessfully parsed test cases

2 Tests removing and adding unique_together
constraints on a model.

3Tries creating a model's table,
it.

4 Tests altering of the primary key.

and then deleting

Listing 8: Three selected unsuccessfully parsed
test cases in django__django-15278 (SWE-Bench
Verified).

present three selected test cases in the Listing 8
(lines 2—4). The message “Tests altering of
the primary key.” is incorrectly identified as
the name of a test case.

We applied the improved parser to cor-
rect the annotation data for PASS_TO_PASS and
FAIL_TO_PASS in SWE-Bench Lite and SWE-
Bench Verified. This update affected 54.7%
(164/300) of the instances in SWE-Bench Lite and
54.2% (271/500) of the instances in SWE-Bench
Verified. The distribution of instances with er-
roneous annotations is shown in Figure 5, with
django and sympy accounting for the majority of
annotation errors. We evaluated the generated
patches using the improved parser with updated
annotations, finding that some patches originally
marked as passed were actually erroneous. 64 er-
roneous patches generated by coding agents were
incorrectly evaluated as passed in the original SWE-
Bench Lite. Similarly, 79 erroneous patches were
incorrectly evaluated as passed in the original SWE-
Bench Verified.

Answer to RQ2 The original parser in SWE-
Bench failed to parse many test cases, resulting
in incorrect evaluation outcomes. The improved
parser corrected 54.7% of annotations in SWE-
Bench Lite and 54.2% in SWE-Bench Verified,
uncovering 64 erroneous patches in SWE-Bench
Lite and 79 in SWE-Bench Verified that were in-
correctly classified as passed in the original SWE-
Bench evaluation pipeline.

4.4 Update to the SWE-Bench Leaderboard

To enhance the accuracy of the SWE-Bench leader-
board, we added the augmented test cases gener-
ated by UTBoost to SWE-Bench and replaced the
original SWE-Bench parser with the improved one.
In total, we identified 176 erroneous patches in
SWE-Bench Lite and 169 in SWE-Bench Verified
that were incorrectly evaluated as passed in the
original SWE-Bench. We recalculated the cod-
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Figure 5: Distribution of erroneous annotations in SWE-
Bench

ing agents’ scores on SWE-Bench Lite and SWE-
Bench Verified and updated their respective leader-
boards accordingly.

With UTBoost, we found ranking changes in
both SWE-Bench Lite and SWE-Bench Verified.
For example, in the original SWE-Bench Ver-
ified leaderboard, Amazon-Q-Developer-Agent
(v20241202-dev) ranked 1st with a pass@1 rate
of 55%, while devlo ranked 2nd with 54.2%. After
the update, both agents share the 1st rank with a
pass@1 rate of 53.6%. This shift occurred because
seven patches from Amazon-Q-Developer-Agent
(v20241202-dev) were identified as erroneous,
compared to only three patches from devlo. Over-
all, 40.9% (18/44) of rankings in SWE-Bench
Lite and 24.4% (11/45) in SWE-Bench Verified
changed. The updated leaderboards for SWE-
Bench Lite and SWE-Bench Verified are provided
in Appendix A.

Answer to RQ3 The insufficient test cases and er-
roneous annotations in SWE-Bench significantly
affect the accuracy of the SWE-Bench leader-
board. Updating the leaderboard with augmented
test cases and an improved parser results in rank-
ing changes, impacting 40.9% of SWE-Bench Lite
entries and 24.4% of SWE-Bench Verified entries.

5 Related Works

5.1 Code Generation Benchmark

Several benchmarks (Chen et al., 2021; Austin
et al., 2021) evaluate the code generation ability of
LLMs by letting them generate a function or class
to solve a problem. The input for these benchmarks
is always straightforward; for example, given an
unordered list, the question is to write an algorithm

to get the ordered one. EvalPlus (Liu et al., 2024)
adds the augmented test cases via type-aware muta-
tion, such as removing/repeating a random list item.
However, SWE-Bench'’s test case is more compli-
cated than MBPP and HumanEval because it may
involve modification in multiple locations and files,
with many dependencies to deal with, e.g., import-
ing functions from other packages. Therefore, we
can not directly apply EvalPlus to add test cases for
SWE-Bench since it does not know the locations
to add the test cases. To address the challenges of
generating augmented test cases for SWE-Bench,
we propose UTGenerator to consider the codebase
and dependencies while generating the test cases.

5.2 Robustness of SWE-Bench

The robustness of the coding benchmarks is signifi-
cant to the rigorous evaluation of the coding agents’
ability. To this end, several works proposed to en-
hance or discuss the robustness of SWE-Bench.
Aleithan et al. (Aleithan et al., 2024), Chen and
Jiang (Chen and Jiang, 2024) manually check the
passed generated patches of some coding agents
and discovered that some of the passed patches
are incorrect fixes. Manually checking these takes
lots of time. Thus, Aleithan et al. (Aleithan et al.,
2024) only check SWE-Agent+GPT-4, and Chen et
al. (Chen and Jiang, 2024) select top-10 agents
for evaluation. Comparatively, UTBoost adds the
augmented test cases, which are easy-to-use and
applicable for future submissions to SWE-Bench.

OpenAl and SWE-Bench’s teams empolyed 93
experienced engineers to manually verify a sub-
set of 500 instances with high quality, which is
named as SWE-Bench Verified (OpenAl, 2024).
However, it is difficult even for experienced en-
gineers to determine if the test case for an issue
is comprehensive. UTBoost has identified 26 in-
stances with insufficient test cases in SWE-Bench
Verified and generated the augmented test cases for
them, demonstrating the effectiveness of applying
the LLM-based methods to achieve comprehen-
sive testing. As far as we know, UTBoost is the
first method to address the challenge of insufficient
test cases in SWE-Bench, while the existing meth-
ods only reveal this problem. Additionally, we are
the first to discuss the impact of parsing errors in
the original SWE-Bench evaluatino harness, which
also impedes rigorous evaluation of SWE-Bench.
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6 Conclusion

In this paper, we introduce UTBoost, a framework
for augmenting test cases in real-world Python
projects using intramorphic testing. Built on UT-
Generator, UTBoost generates localization- and
dependency-aware test cases by analyzing code-
bases and issue descriptions. UTBoost is the first
approach to automatically address insufficient test
cases in SWE-Bench, identifying 26 instances in
SWE-Bench Verified that were overlooked despite
a manual review by 93 engineers.

Furthermore, we improved the SWE-Bench
parser, uncovering errors in over 54% of annota-
tions in both SWE-Bench Lite and SWE-Bench
Verified. Using the augmented test cases and im-
proved parser, we identified 176 erroneous patches
in SWE-Bench Lite and 169 in SWE-Bench Ver-
ified that were incorrectly evaluated as passed in
the original SWE-Bench, leading to 40.9% ranking
changes in SWE-Bench Lite and 24.4% in SWE-
Bench Verified. UTBoost pioneers the application
of intramorphic testing to evaluate open-sourced
software systems and provides a versatile frame-
work which has the potential to be adapted for real-
world projects in other programming languages.

Limitations

UTBoost augments the test cases of SWE-Bench to
achieve robust evaluation. The main limitation of
UTBoost is that it can only generate test cases for
instances that at least one coding agent has resolved
because UTBoost needs to cross-validate the gold
patch and generated patches that pass the original
SWE-Bench test cases. Currently, the submitted
coding agents have resolved 74.6% (224/300) and
81.6% of the test cases in SWE-Bench Lite and
SWE-Bench-Verified, for which UTBoost can gen-
erate test cases.

The limitations of our experiments can be sum-
marized in two aspects. First, we only used GPT-
40 (gpt-40-2024-08-06) in UTGenerator. However,
integrating other LLM APIs into UTGenerator is
straightforward and could potentially enhance the
generation of diverse test cases. Second, the archi-
tecture of UTGenerator presents another limitation.
Generating test cases and generating patches to
address issues are inherently similar tasks, both
requiring the identification of relevant locations fol-
lowed by code generation. This similarity suggests
that adapting a coding agent into a test case genera-
tor agent is feasible. UTGenerator adopts a simpli-

fied architecture inspired by Agentless (Xia et al.,
2024), which eliminates the need for the LLM to
plan future actions or interact with complex tools.
Currently, there are 48 coding agents and 46 coding
agents submitted to the SWE-Bench leaderboard.
Incorporating test case generators with alternative
agent frameworks could further diversify the aug-
mented test cases.

Ethics Statement

To mitigate the risk of LLMs generating harmful
test cases that could compromise software systems,
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check the grammar.
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A SWE-Bench Leaderboard

In Table 1, we present a comparison between
the original and updated leaderboards for SWE-
Bench Lite. Similarly, Table 2 shows the com-
parison for SWE-Bench Verified. Coding agents
with ranking changes are highlighted in both ta-
bles. Notably, some coding agents share the
same rank, such as Amazon Q Developer Agent
(v20241202-dev) (Amazon, 2024) and devlo (de-
vlo, 2024). Overall, there are 18 ranking changes
in SWE-Bench Lite and 11 in SWE-Bench Verified.
The original leaderboards for SWE-Bench Lite
and SWE-Bench Verified correspond to the ver-
sions dated December 15, 2024. Since some cod-
ing agents do not provide their generated patches,
we exclude them, resulting in 44 coding agents in
SWE-Bench Lite and 45 in SWE-Bench Verified.
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Leadearboard Original SWE-Bench Lite leaderboard Updated SWE-Bench Lite leaderboard

Rank Coding agent % Resolved | Coding agent % Resolved
1 Globant Code Fixer Agent (Globant, 2024) 48.33 Globant Code Fixer Agent (Globant, 2024) 46.33
2 devlo (devlo, 2024) 47.33 devlo (devlo, 2024) 46.00
3 OpenHands + CodeAct v2.1 (claude-3-5-sonnet-20241022) (Hands, 2024) | 41.67 OpenHands + CodeAct v2.1 (claude-3-5-sonnet-20241022) (Hands, 2024) | 40.67
4 Composio SWE-Kit (2024-10-30) (Composio, 2024) 41.00 Composio SWE-Kit (2024-10-30) (Composio, 2024) 39.00
5 Agentless-1.5 + Claude-3.5 Sonnet (20241022) (Xia et al., 2024) 40.67 Agentless-1.5 + Claude-3.5 Sonnet (20241022) (Xia et al., 2024) 38.33
6 Bytedance MarsCode Agent (Bytedance, 2024) 39.33 Bytedance MarsCode Agent (Bytedance, 2024) 38.00
7 Moatless Tools + Claude 3.5 Sonnet (20241022) (Tools, 2024) 38.33 Honeycomb (Honeycomb, 2024) 37.67
8 Honeycomb (Honeycomb, 2024) 38.33 Moatless Tools + Claude 3.5 Sonnet (20241022) (Tools, 2024) 36.67
9 AppMap Navie v2 (AppMap, 2024) 36.00 AppMap Navie v2 (AppMap, 2024) 35.00
10 Gru(2024-08-11) (Gru, 2024) 35.67 Isoform (Isoform, 2024) 33.33
11 Isoform (Isoform, 2024) 35.00 Gru(2024-08-11) (Gru, 2024) 33.00
12 SuperCoder2.0 (SuperAGI, 2024) 34.00 SuperCoder2.0 (SuperAGI, 2024) 32.00
13 Alibaba Lingma Agent (Ma et al., 2024) 33.00 Alibaba Lingma Agent (Ma et al., 2024) 31.33
14 Agentless-1.5 + GPT 40 (2024-05-13) (Xia et al., 2024) 32.00 Agentless-1.5 + GPT 40 (2024-05-13) (Xia et al., 2024) 30.33
15 CodeShellTester + GPT 40 (2024-05-13) (Xie et al., 2024) 31.33 AutoCodeRover (v20240620) + GPT 40 (2024-05-13) (Zhang et al., 2024) | 30.00
16 AutoCodeRover (v20240620) + GPT 40 (2024-05-13) (Zhang et al., 2024) | 30.67 CodeShellTester + GPT 4o (2024-05-13) (Xie et al., 2024) 29.67
17 AIGCode Infant-Coder(2024-08-30) (Lei et al., 2024) 30.00 AIGCode Infant-Coder(2024-08-30) (Lei et al., 2024) 28.67
18 Amazon Q Developer Agent (v20240719-dev) (Amazon, 2024) 29.67 Amazon Q Developer Agent (v20240719-dev) (Amazon, 2024) 28.00
19 Agentless + RepoGraph + GPT-4o (Xia et al., 2024; Ouyang et al., 2024) 29.67 Agentless + RepoGraph + GPT-4o (Xia et al., 2024; Ouyang et al., 2024) 27.67
20 CodeR + GPT 4 (1106) (Chen et al., 2024) 28.33 CodeR + GPT 4 (1106) (Chen et al., 2024) 26.67
21 SIMA + GPT 40 (2024-05-13) (SIMA, 2024) 27.67 MASALI + GPT 4o (2024-05-13) (MASALI, 2024) 26.67
22 MASALI + GPT 4o (2024-05-13) (MASALI, 2024) 27.33 SIMA + GPT 4o (2024-05-13) (SIMA, 2024) 26.33
23 Agentless + GPT 40 (2024-05-13) (Xia et al., 2024) 27.33 Agentless + GPT 40 (2024-05-13) 25.33
24 Moatless Tools + Claude 3.5 Sonnet (Tools, 2024) 26.67 Aider + GPT 40 & Claude 3 Opus (Aider, 2024) 2533
25 OpenHands + CodeAct v1.8 (Hands, 2024) 26.67 Moatless Tools + Claude 3.5 Sonnet (Tools, 2024) 2533
26 IBM Research Agent-101 (IBM, 2024a) 26.67 HyperAgent (Phan et al., 2024) 25.00
27 Aider + GPT 40 & Claude 3 Opus (Aider, 2024) 26.33 IBM Research Agent-101 (IBM, 2024a) 25.00
28 HyperAgent (Phan et al., 2024) 2533 OpenHands + CodeAct v1.8 (Hands, 2024) 24.33
29 Moatless Tools + GPT 4o (2024-05-13) (Tools, 2024) 24.67 Moatless Tools + GPT 40 (2024-05-13) (Tools, 2024) 24.00
30 IBM AI Agent SWE-1.0 (with open LLMs) (IBM, 2024b) 23.67 SWE-agent + Claude 3.5 Sonnet (Yang et al., 2024) 23.00
31 SWE-agent + Claude 3.5 Sonnet (Yang et al., 2024) 23.00 IBM AI Agent SWE-1.0 (with open LLMs) (IBM, 2024b) 2233
32 AppMap Navie + GPT 4o (2024-05-13) (AppMap, 2024) 21.67 AppMap Navie + GPT 40 (2024-05-13) (AppMap, 2024) 20.33
33 Bytedance AutoSE (20240828) (Bytedance, 2024) 21.67 Bytedance AutoSE (20240828) (Bytedance, 2024) 19.67
34 Amazon Q Developer Agent (v20240430-dev) (Amazon, 2024) 20.33 Amazon Q Developer Agent (v20240430-dev) (Amazon, 2024) 19.33
35 AutoCodeRover (v20240408) + GPT 4 (0125) (Zhang et al., 2024) 19.00 AutoCodeRover (v20240408) + GPT 4 (0125) (Zhang et al., 2024) 18.33
36 SWE-agent + GPT 40 (2024-05-13) (Yang et al., 2024) 18.33 SWE-agent + GPT 4 (1106) (Yang et al., 2024) 17.33
37 SWE-agent + GPT 4 (1106) (Yang et al., 2024) 18.00 SWE-agent + GPT 40 (2024-05-13) (Yang et al., 2024) 17.00
38 SWE-agent + Claude 3 Opus (Yang et al., 2024) 11.67 SWE-agent + Claude 3 Opus (Yang et al., 2024) 11.67
39 RAG + Claude 3 Opus (Jimenez et al., 2024) 4.33 RAG + Claude 3 Opus (Jimenez et al., 2024) 433
40 RAG + Claude 2 (Jimenez et al., 2024) 3.00 RAG + Claude 2 (Jimenez et al., 2024) 3.00
41 RAG + GPT 4 (1106) (Jimenez et al., 2024) 2.67 RAG + GPT 4 (1106) (Jimenez et al., 2024) 233
42 RAG + SWE-Llama 7B (Jimenez et al., 2024) 1.33 RAG + SWE-Llama 7B (Jimenez et al., 2024) 1.00
43 RAG + SWE-Llama 13B (Jimenez et al., 2024) 1.00 RAG + SWE-Llama 13B (Jimenez et al., 2024) 1.00
44 RAG + ChatGPT 3.5 (Jimenez et al., 2024) 0.33 RAG + ChatGPT 3.5 (Jimenez et al., 2024) 0.33

Table 1: Comparison between the original and updated SWE-Bench Lite leaderboard (We highlight the background
for agents with ranking changes and the text for agents whose percentage of resolved cases has changed).

Leadearboard Original SWE-Bench Verifiied leaderboard Updated SWE-Bench Verified leaderboard
Rank Coding agent % Resolved | Coding agent % Resolved
1 Amazon Q Developer Agent (v20241202-dev) (Amazon, 2024) 55.00 Amazon Q Developer Agent (v20241202-dev) (Amazon, 2024) 53.60
2 devlo (devio, 2024) 54.20 devlo (devlo, 2024) 53.60
3 OpenHands + CodeAct v2.1 (claude-3-5-sonnet-20241022) (Hands, 2024) 53.00 OpenHands + CodeAct v2.1 (claude-3-5-sonnet-20241022) (Hands, 2024) 51.80
4 Engine Labs (2024-11-25) (Labs, 2024b) 51.80 Engine Labs (2024-11-25) (Labs, 2024b) 50.80
5 Agentless-1.5 + Claude-3.5 Sonnet (20241022) (Xia et al., 2024) 50.80 Agentless-1.5 + Claude-3.5 Sonnet (20241022) (Xia et al., 2024) 49.60
6 Solver (2024-10-28) (Solver, 2024) 50.00 Bytedance MarsCode Agent (Bytedance, 2024) 19.40
7 Bytedance MarsCode Agent (Bytedance, 2024) 50.00 Solver (2024-10-28) (Solver, 2024) 49.20
3 nFactorial (2024-11-05) (nFactorial AT, 2024) 49.20 nFactorial (2024-11-05) (nFactorial AL, 2024) 1840
9 Tools + Claude 3.5 Sonnet (2024-10-22) (Anthropic, 2024) 49.00 Tools + Claude 3.5 Sonnet (2024-10-22) (Anthropic, 2024) 1820
10 Composio SWE-Kit (2024-10-25) (Composio, 2024) 48.60 Composio SWE-Kit (2024-10-25) (Composio, 2024) 4740
11 AppMap Navie v2 (AppMap, 2024) 47.20 AppMap Navie v2 (AppMap, 2024) 36.40
12 Emergent EI (v2024-10-12) (Labs, 2024a) 46.60 Emergent EI (v2024-10-12) (Labs, 2024a) 45.60
3 AutoCodeRover-v2.0 (Claude-3.5-Sonnet-20241022) (Zhang et al., 2024) 46.20 AutoCodeRover-v2.0 (Claude-3.5-Sonnet-20241022) (Zhang et al., 2024) 15.40
) Solver (2024-09-12) (Solver, 2024) 4540 Solver (2024-09-12) (Solver, 2024) 7430
15 Gru(2024-08-24) (Gru, 2024) 4520 Gru(2024-08-24) (Gru, 2024) 338
16 Solver (2024-09-12) (Solver, 2024) 13.60 Solver (2024-09-12) (Solver, 2024) 12.80
17 nFactorial (2024-10-30) (nFactorial AT, 2024) 41,60 nFactorial (2024-10-30) (nFactorial AT, 2024) 30.60
13 Nebius AT Qwen 2.5 72B Generator + LLama 3.1 70B Critic (NEBIUS, 2024) 30.60 Foneycomb (Honeycomb, 2024) 30.20
9 Tools + Claude 3.5 Haiku (Anthropic, 2024) 40.60 Tools + Claude 3.5 Haiku (Anthropic, 2024) 40.00
20 Honeycomb (Honeycomb, 2024) 40.60 Nebius Al Qwen 2.5 72B Generator + LLama 3.1 70B Critic (NEBIUS, 2024) 39.60
21 Composio SWEKt + Claude 3.5 Sonnet (2024-10-16) (Composio, 2024) 30.60 Composio SWEKit + Claude 3.5 Sonnet (2024-10-16) (Anthropic, 2024) 39.00
2 EPAM A/Run Developer Agent v20241029 + Anthopic Claude 3.5 Sonnet (Systems, 2024) | 39.60 EPAM A/Run Developer Agent v20241029 + Anthopic Claude 3.5 Sonnet (Systems, 2024) | 39.00
23 Amazon Q Developer Agent (v20240719-dev) (Amazon, 2024) 3880 Agentless-1.5 + GPT 4o (2024-05-13) (Xia et al., 2024) 3840
2 Agentless-1.5 + GPT 40 (2024-05-13) (Xia et al,, 2024) 38.80 Amazon Q Developer Agent (v20240719-dev) (Amazon, 2024) 38.00
25 AutoCodeRover (v20240620) + GPT 4o (2024-05-13) (Zhang et al., 2024) 3840 AutoCodeRover (v20240620) + GPT 40 (2024-05-13) (Zhang et al., 2024) 37.80
26 Artemis Agent v1 (2024-11-20) (TURINTECH, 2024) 32.00 Artemis Agent v1 (2024-11-20) (TURINTECH, 2024) 30.80
27 nFactorial (2024-10-07) (nFactorial AL, 2024) 31.60 nFactorial (2024-10-07) (nFactorial AL, 2024) 30.80
28 Lingma Agent + Lingma SWE-GPT 72b (v0925) (Ma et al,, 2024) 28.30 Lingma Agent + Lingma SWE-GPT 72b (v0925) (Ma et al, 2024) 27.20
29 EPAM A/Run Developer Agent + GPT4o (Systems, 2024) 27.00 EPAM AI/Run Developer Agent + GPT4o0 (Systems, 2024) 26.80
30 AppMap Navie + GPT 40 (2024-05-13) (AppMap, 2024) 26.20 nFactorial (2024-10-01) (nFactorial Al 2024) 25.60
31 nFactorial (2024-10-01) (nFactorial Al 2024) 25.80 AppMap Navie + GPT 40 (2024-05-13) (AppMap, 2024) 25.20
32 Amazon Q Developer Agent (v20240430-dev) (Amazon, 2024) 25.60 Lingma Agent + Lingma SWE-GPT 72b (v0918) (Ma et al., 2024) 2480
33 Lingma Agent + Lingma SWE-GPT 72b (v0918) (Ma et al., 2024) 25.00 Amazon Q Developer Agent (v20240430-dev) (Amazon, 2024) 24.80
34 EPAM A/Run Developer Agent + GPT4o (Systems, 2024) 24.00 EPAM A/Run Developer Agent + GPT4o (Systems, 2024) 23.80
35 SWE-agent + GPT 40 (2024-05-13) (Yang et al., 2024) 2320 SWE-agent + GPT 40 (2024-05-13) (Yang et al., 2024) 2240
36 SWE-agent + GPT 4 (1106) (Yang et al., 2024) 22.40 SWE-agent + GPT 4 (1106) (Yang et al., 2024) 21.80
37 SWE-agent + Claude 3 Opus (Yang et al., 2024) 1820 SWE-agent + Claude 3 Opus (Yang et al., 2024) 17.80
38 Lingma Agent + Lingma SWE-GPT 7b (v0925) (Ma et al., 2024) 1820 Lingma Agent + Lingma SWE-GPT 7b (v0925) (Ma ct al.,, 2024) 17.80
39 Lingma Agent + Lingma SWE-GPT 7b (v0918) (Ma et al., 2024) 10.20 Lingma Agent + Lingma SWE-GPT 7b (v0918) 9.60
40 RAG + Claude 3 Opus (Jimenez et al., 2024) 7.00 RAG + Claude 3 Opus (Jimenez et al., 2024) 7.00
41 RAG + Claude 2 (Jimenez et al., 2024) 4.40 RAG + Claude 2 (Jimenez et al., 2024) 120
n RAG + GPT 4 (1106) (Jimenez et al., 2024) 280 RAG + GPT 4 (1106) (Jimenez et al., 2024) 2.60
IS RAG + SWE-Llama 7B (Jimenez et al., 2024) 1.40 RAG + SWE-Llama 13B (Jimenez et al., 2024) 1.00
4 RAG + SWE-Llama 13B (Jimenez et al., 2024) 120 RAG + SWE-Llama 7B (Jimenez et al., 2024) 0.80
5 RAG + ChatGPT 3.5 (Jimenez et al., 2024) 040 RAG + ChatGPT 3.5 (Jimenez et al., 2024) 040

Table 2: Comparison between the original and updated SWE-Bench Verified leaderboard (We highlight the
background for agents with ranking changes and the text for agents whose percentage of resolved cases has
changed).
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