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Abstract

Retrieval-augmented generation (RAG) has
emerged as a pivotal technology in natural lan-
guage processing, owing to its efficacy in gen-
erating factual content. However, its informa-
tive inputs and complex paradigms often lead
to a greater variety of errors. Consequently,
achieving automated on-policy assessment and
error-oriented correction remains an unresolved
issue. In this paper, we propose RAG-Critic, a
novel framework that leverages a critic-guided
agentic workflow to improve RAG capabilities
autonomously. Specifically, we initially design
a data-driven error mining pipeline to establish
a hierarchical RAG error system. Based on
this system, we progressively align an error-
critic model using a coarse-to-fine training
objective, which automatically provides fine-
grained error feedback. Finally, we design a
critic-guided agentic RAG workflow that cus-
tomizes executor-based solution flows based
on the error-critic model’s feedback, facilitat-
ing an error-driven self-correction process. Ex-
perimental results across seven RAG-related
datasets confirm the effectiveness of RAG-
Critic, while qualitative analysis offers practi-
cal insights for achieving reliable RAG systems.
Our dataset and code are available at https:
//github.com/RUC-NLPIR/RAG-Critic.

1 Introduction

Recent advancements in large language mod-
els (LLMs) have demonstrated remarkable per-
formance across a wide range of downstream
tasks (OpenAI, 2023; Dubey et al., 2024; Chen
et al., 2021; Wei et al., 2022; Dong et al., 2024d;
Zhu et al., 2023, 2024). However, LLMs re-
main prone to hallucinations and factual inconsis-
tencies (Zhang et al., 2023b), which undermine
the reliability of generated responses. Retrieval-
augmented generation (RAG) has emerged as a
promising approach (Lewis et al., 2020; Shuster
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Figure 1: The comparison between RAG-Critic and
other methods (Upper part). The overview of our Critic-
Guided Agentic RAG framework (bottom part).

et al., 2021), enhancing LLM outputs by incor-
porating information from retrieved documents to
produce more contextually grounded responses.

In practical RAG applications, the absence of
golden responses necessitates automated evaluation
strategies. Foundational studies leverage LLMs
as judgment tools (Zheng et al., 2023; Li et al.,
2024a), automating the evaluation of model outputs
and generating critical feedback. However, due to
the complexity of RAG tasks and their knowledge-
intensive nature, errors in retrieved and generated
content tend to be more fine-grained compared to
other tasks (e.g., factual inaccuracies in specific
details). Therefore, relying solely on a single LLM
for evaluation often fails to provide precise and
reliable judgments.

To address this challenge, recent studies (Ru
et al., 2024; Jin et al., 2024b) have explored compre-
hensive error evaluation in RAG. Beyond error eval-
uation, critic-based RAG approaches (Zhou et al.,
2024; Asai et al., 2024) attempt to refine model out-
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puts by empirically defining error categories and
corresponding corrective strategies. While these
approaches have demonstrated some effectiveness,
several limitations remain:

• Insufficient Generalization: Predefined error
categories and correction strategies often fail to
adapt to the diverse nature of RAG tasks and the
wide range of possible error patterns.

• Lacks Granularity & High Cost: Manually
designed error taxonomies struggle to capture
fine-grained errors in RAG outputs, while their
implementation demands substantial computa-
tional and human annotation costs.

Consequently, automating the construction of a
well-structured, comprehensive error categoriza-
tion system remains a fundamental challenge for
the practical deployment of RAG systems. Notably,
the development of such a system relies on diverse
erroneous responses across different domains and
styles. However, the field currently lacks high-
quality, error-annotated datasets, hindering the cre-
ation of a universal error-aware model capable of
both identifying and mitigating errors in RAG.

In this paper, we propose RAG-Critic, a frame-
work aimed at systematically establishing a hierar-
chical error categorization system based on prac-
tical RAG error responses, enabling LLMs to au-
tonomously customize solutions based on identified
errors. Specifically, RAG-Critic comprises three
key components: (1) Hierarchical Error System
Construction: we carefully select 9 RAG-related
datasets and 15 LLMs of varying parameter sizes
to sample error responses, which ensures compre-
hensive coverage of RAG task types and response
styles. Moreover, we employ LLMs and clustering
algorithms for data-driven annotation as the founda-
tion, while manual summaries at the top address the
limitations of mechanized labeling. This process ul-
timately establishes the first hierarchical RAG error
system, encompassing 3 error tiers and over 4,000
unique error types. (2) Alignment of RAG Error-
Critic: Leveraging our high-quality error system,
we progressively align a RAG error-critic model
using a coarse-to-fine training objective to facili-
tate automated error feedback. (3) Critic-Guided
Agentic RAG: To improve the RAG performance
from identified errors, as shown in Fig. 1, we design
a critic-guided agentic RAG workflow to customize
and execute solution flows based on the error-critic
model’s feedback. We first define a series of action

function codes covering over 15 specific functional-
ities. Unlike previous rule-based planning, we fur-
ther introduce a planning model that autonomously
selects and arranges action functions, generating
corresponding inputs to create executable solution
programs. Subsequently, a Python executor exe-
cutes these programs to implement an automated
error-driven self-correction process.

In summary, our contributions are as follows:

• We propose a universal RAG error mining
pipeline that leverages an LLM pool to sample
errors from extensive RAG datasets, combining
data-driven annotations with manual summaries
to achieve systematic RAG error categorization.

• We establish the first hierarchical RAG error sys-
tem, encompassing 3 error tiers with over 4,000
fine-grained labels. Guided by this system, we
progressively align an error critique model using
a coarse-to-fine training objective, automatically
providing fine-grained error feedback.

• We design a critic-guided agentic RAG frame-
work, enabling the planning agent to customize
executor-based solution programs based on the
error-critic model’s feedback, facilitating an au-
tomated error-driven self-correction process.

• Experimental results across 7 RAG-related
datasets confirm the effectiveness of RAG-Critic.
Furthermore, we synthesize an RAG error bench-
mark based on our error system, verifying the
advantages of the RAG-Critic due to its remark-
able fine-grained error-critic capabilities.

2 Related work

2.1 LLM-as-Judges
LLM-as-judges utilize large language models to
assess outputs based on predefined criteria (Zheng
et al., 2023; Li et al., 2024b). These methods
include: (1) Instruction-based Methods guide
LLMs through In-Context Learning (Renze and
Guven, 2024; Gou et al., 2024; Lin and Chen,
2023) and Step-by-step Chain-of-Thought (CoT)
reasoning (Liu et al., 2023; Yi et al., 2024). (2)
Training-based Methods fine-tune LLMs using
specialized datasets to enhance evaluation adapt-
ability. Score-based Tuning adjusts models based
on human-annotated scores (Yue et al., 2023; Jiang
et al., 2024), and Preference-based Learning trains
models using human preferences (Wu et al., 2024;
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Figure 2: The overview of our hierarchical RAG-Error system. The upper part illustrates the 3-step pipeline for
error response sampling and annotation. The bottom part displays the three tiers of labels in our error system.

Ke et al., 2024). (3) Multi-agent Methods enhance
evaluation reliability by leveraging the collabora-
tion (Zhang et al., 2023a) or competition (Zhao
et al., 2024; Chan et al., 2024) between multiple
LLMs. Due to the complexity of the RAG domain,
applying LLM as judges is still challenging.

2.2 Critical Alignment for RAG

Retrieval-augmented generation (RAG) has
emerged as a promising approach (Lewis et al.,
2020; Shuster et al., 2021; Dong et al., 2023a; Zhu
et al., 2025; Lei et al., 2023; Li et al., 2025a,b;
Dong et al., 2024f; Tan et al., 2025; Dong et al.,
2023b; Luo et al., 2024), enhancing LLM outputs
by incorporating information from retrieved
documents to produce more contextually grounded
responses. Moreover, critical alignment for RAG
involves methods that ensure accurate responses
through assessment and reflection mechanisms.
Self-RAG (Asai et al., 2024) and MetaRAG (Zhou
et al., 2024) introduce dynamic self-evaluation,
enabling RAG systems to continuously monitor
and optimize retrieval and generation processes.
The Corrective RAG framework (Yan et al.,
2024) enhances system robustness by evaluating
and refining retrieved content. For detailed
diagnostics, RAGChecker (Ru et al., 2024)
offers granular assessments at the claim level,
focusing on retrieval and generation quality.
Recently, RAG-RewardBench (Jin et al., 2024b)
has established a comprehensive benchmark for

reward models, assessing multi-hop reasoning
and citation accuracy. The lack of a fine-grained
error system makes it difficult for such methods to
generalize across a wide range of RAG tasks.

3 Methodology

Overview. In this section, we propose the RAG-
Critic framework to enhance the universal RAG
capabilities of LLMs through critical feedback. As
shown in Fig. 2 & Fig. 3, we approach our RAG-
Critic from three aspects: 1) We devise a three-
step pipeline for error response mining and an-
notation (§3.1), establishing a hierarchical RAG
error categorization system. 2) Leveraging the
high-quality error system, we further align an RAG
error-critic model (§3.2) through a Coarse-to-Fine
training objective. 3) We introduce the critic-
guided agentic framework, which facilitates an
error-driven correction procedure by autonomously
customizing and designing executor-based solution
flows based on error feedback (§3.3). Below, we
will delve into the specifics of our approach.

3.1 Hierarchical Error System Construction

In this section, we introduce our three-step pipeline
for establishing a hierarchical RAG error system:

3.1.1 Step-1: Error Responses Sampling.
To achieve general RAG error recognition, we first
need to construct a comprehensive and diverse set
of erroneous responses. Therefore, we consider
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both data sources and model sampling aspects:

Data Source. To balance data scale and diver-
sity while maintaining accessibility, we source a
mixed dataset Draw from train sets of 9 knowledge-
intensive open-source datasets, which encompasses
6 task paradigms (Tab. 1). Afterward, we retrieve
relevant external knowledge for the dataset Draw.
Given the task query q, we use a dense retriever
to recall the Top-K relevant passages Dq from the
Wikipedia corpus, which comprises N documents.
The process can be formulated as follows:

Dq = argtop-k
[
Ed(di)

⊤ · Eq(q) | i = {1 . . . N}
]
.

Therefore, we form our mixed RAG dataset DRAG.

Model Sampling. To mitigate inherent biases in
responses from the same LLM, we select a diverse
pool M of 15 open-source models from 9 series,
with parameter sizes ranging from 3B to 70B 1. As
shown in Fig. 2, we employ the same sampling
hyperparameters, allowing each model in M to
sample responses from DRAG.

Considering that rule-based metrics cannot eval-
uate the correctness of responses at the high-level
semantics, inspired by CriticBench (Lin et al.,
2024), we utilize the strong supervision model
Qwen2.5-72B as a critique, filtering out erroneous
samples and providing detailed error rationales.
Then we obtain a comprehensive and diverse error
response set Derror = {(q,Dq, y, p, e)i}ki=1, where
y, p represents the golden answer and model predic-
tion. e denotes the detailed error analysis rationale.
This error pool Derror establishes a solid foundation
for the subsequent error alignment of RAG.

3.1.2 Step-2: Critical Annotation & Tagging.
In real-world RAG scenarios, response errors often
exhibit multi-faceted and fine-grained characteris-

1The display of our LLM pool M are listed in Appx. §A.5

Dataset Task # Train

NQ Single-hop QA 79.1k
TriviaQA Single-hop QA 78.7k
HotpotQA Multi-hop QA 90.4k
2Wiki Multi-hop QA 15.0k
ASQA Long-form QA 4.3k
ELI5 Long-form QA 272k
WoW Dialogue Generation 63.7k
FEVER Fact Verification 104.9k
WikiASP Open-domain Summarization 30k

Table 1: The statistics of RAG related data source.

tics. Therefore, accurately distinguishing subtle
differences among erroneous responses requires
the error annotations process that captures atomic
intentions. Inspired by the data selection effort (Lu
et al., 2023), we utilize open-set annotations and
normalization techniques to tackle this challenge.

Open-set Annotation. Our goal is to generate di-
verse and meaningful labels for the identified errors.
Unlike previous critic-based RAG works (Zhou
et al., 2024), we do not provide predefined labels
during the labeling process; instead, we adopt an
open-set annotation. This choice allows for greater
flexibility in covering the diverse errors present in
open-domain RAG tasks. Specifically, we design a
critical prompt to guide Qwen2.5-72B in analyzing
the error rationales of Derror, generating a set of
parsable JSON format labels. Notably, each ques-
tion is assigned multiple open labels, ultimately
resulting in over 20,000 atomic error labels.

Label Normalization. Importantly, we observe
significant noise in the original atom tags, primarily
due to long-tail effects and instruction compliance
issues. To ensure their high quality and relevance,
we implement two normalization strategies: 1) Re-
moving long-tail labels with a frequency below a
specified threshold α, as well as deleting atomic
labels that exceed 25 tokens in length; 2) Filtering
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out empty responses not adhering to JSON format.
After this denoising process, we successfully obtain
4,000 atomic labels, which contribute to a bottom-
tier error taxonomy for our RAG error system.

3.1.3 Step-3: Error Label Summarization.
To hierarchically categorize the atomic error label
set, we adopt a data-driven automated annotation
mechanism as the foundation, complemented by
manual summarization at the top level, thereby
achieving an efficient labeling process while mini-
mizing human intervention.

Clustering and LLM Categorization. Given the
atomic error label set, we apply hierarchical clus-
tering (Ward Jr, 1963), resulting in 20 class centers.
Then we trace back the sample sets covered by each
cluster and randomly select 50 labels. With GPT-4o
as a supervised model, we summarize the central
error type for each cluster, ultimately resulting in
20 second-tier error types.

Manual Summarization. Relying solely on au-
tomated summarization from LLMs may lead to
mechanical text and biases. To mitigate this, we
employ three well-educated annotators, each tasked
with categorizing the 20 second-tier labels and sum-
marizing the top-tier error types. Subsequently, the
annotators engage in cross-validation and discus-
sion, culminating in a comprehensive hierarchical
error system that comprises 7 top-tier labels, 19
second-tier labels, and over 4,000 tertiary labels,
thus enhancing the granularity of error categoriza-
tion. As shown in Fig. 2, it is noteworthy that there
is a mapping relationship between the high and
low-tier labels in our hierarchical error system.

Ultimately, we reverse-map the three-tier labels
according to our error system to annotate Derror,
synthesizing the first fine-grained error identifica-
tion QA dataset for the RAG domain:

D
QA
Error = {(x, y)i | x ∈ (q,Dq, p), y ∈ ({Tj}3j=1, e)}

k
i=1,

(1)

where each x contains RAG input (q,Dq) and
model prediction p. y denotes the critical feed-
back, including 3-tier error labels {Tj}3j=1 and a
binary error judgment label e.

3.2 RAG Error-Critic Alignment

After thoroughly analyzing the RAG error system,
our immediate goal is to distill its knowledge into
a critic model for automated error labeling. No-
tably, our error-critic process in stage 2 naturally
generates numerous positive and negative response

Table 2: The definitions of 5 action functions.

Function Definitions

Retrieval(·) Retrieve relevant documents.
Rewrite(·) Clarify or expand the given query.
Decompose(·) Break query into smaller sub-queries.
Refine(·) Explain or summarize the document.
Generate(·) Generate final answer.

samples, allowing us to design two training objec-
tives for progressive alignment:

Supervised Fine-tuning (SFT). To maintain a
balance between error and correct responses, we
first randomly select several correct samples equal
to that in DQA

Error to construct the SFT dataset
DSFT

Error. Given (xi, yi) ∈ DSFT
Error, we apply the

standard Supervised Fine-tuning objective on the
base model P with parameters θ: L(θ) =∑

(xi,yi)∈Dtrain
logPθ(yi | xi) , where xi denotes

the i-th input. To simulate the real-world RAG sce-
nario, xi does not contain the golden answer. Ulti-
mately, the final output y of our error-critic model
will follow a JSON format, including a binary error
judgment e and 3-tier error tags {Tj}3j=1.

Coarse-to-Fine DPO Alignment. To achieve ex-
cellent error alignment, an ideal RAG error-critic
model should feature two key capabilities: 1) the
ability to coarse-grain distinguish between correct
and incorrect responses, and 2) the ability to finely
label three-tier error labels from the error system.

To unleash the LLM’s potential, we randomly
sample k response samples as negative examples
y−i from both the correct and error pools for each
sample x respectively. The first set helps the
LLM learn coarse distinctions between correct
and error responses, while the second captures
fine differences among various error responses.
Ultimately, we merge the two negative samples
to formulate the pairwise preference set Dpref =
(y+i , y

−
i )

k
i=1, following Direct Preference Opti-

mization (DPO) (Rafailov et al., 2023) to achieve
coarse-to-fine alignment:

LSDPO(πθ;πref) = −E(x,y+,y−)∼Dpref [logσ(βlog

πθ(y
+|x)

πθ(y+|x)
− βlog

πref(y
−|x)

πref(y−|x)
)],

where the reference model πref is initially set to
πSFT
θ and remains fixed. The hyperparameter β and

the sigmoid function σ are used. The objective
LDPO aims to maximize the log probability of the
preferred y+ over the dispreferred y−.
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3.3 Critic-guided Agentic RAG Framework

Our ultimate goal is to improve the LLM’s RAG
performance by leveraging critic feedback from the
error-critic model. To achieve this, we propose the
“Error-Action Mapping” and the “Critic-Guided
Agentic Workflow”, integrating both offline and
online strategies for error-driven corrections.

3.3.1 Error-Action Mapping.
Based on the error system, it is crucial to formulate
corresponding solutions for each error type. We
employ GPT-4o to summarize offline solutions for
first- and second-tier errors, followed by manual
optimization to create the Error-Action mapping
table T . This table serves as a guide for on-policy
planning, which is listed in Appx. §A.6.

3.3.2 Critic-Guided Agentic Workflow
In this section, we design the “Generate-Critic-
Planning-Execution” workflow to facilitate auto-
mated problem solving.

Action Design. Guided by the critic feedback and
the Error-Action mapping, we aim to automate so-
lution planning and execution. Drawing inspiration
from code execution efforts (Le et al., 2022; Qiao
et al., 2024b; Dong et al., 2024a,b), we break down
each solution path into several sub-actions, each
corresponding to a fine-grained problem-solving
strategy (e.g., re-retrieval, specific document dele-
tion). We further define an action function set F
containing 5 different functions (Tab. 2), imple-
menting over 15 fine-grained sub-actions based on
varying inputs (Tab. 12).

Critic-Guided Planning. In real-world scenarios,
merely adhering to predefined offline solutions of-

ten fails to flexibly address the diverse challenges
of RAG tasks. To overcome this, we further in-
troduce the planning agent πβ for automated so-
lution planning in inference. In detail, given the
(q,Dq) ∈ Dtest, we first utilize the RAG gener-
ator πα to generate the prediction p ∼ πα(x).
Furthermore, we employ the aligned RAG error-
critic model πθ to generate the critical feedback
y ∼ πθ(y | q,Dq, p). Using the same input
(q,Dq, p), the critic feedback y, the predefined
mapping table T , and action functions F , the plan-
ning model πβ autonomously selects and sequences
the necessary solution actions under the guidance
of the critic signal, generating the planning pro-
grams p for each function. The process can be
formulated as:

p̂ = argmaxπβ (q,Dq, p, y, F, T ) , (2)

Notably, if the judgment of the critic signal y is
correct, we will skip this process.

Execution-based Correction. Once the planning
programs p̂ for correction is generated, we utilize
a Python execution environment to sequentially
execute these action functions, generating the cor-
rection answer ŷ. Notably, the model optimization
and inference processes required by the programs
will utilize the original RAG model πα to enable
automated self-correction. The detailed algorithm
workflow is illustrated in algorithm 1.

3.4 RAG-Error Benchmark

To enhance error judgment and fine-grained recog-
nition in RAG, we introduce the RAG-Error bench-
mark, detailing the following two aspects:
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Algorithm 1: Critical-guided Agentic RAG
Input :RAG inputs x ∈ Dtest, RAG model πα,

Aligned critic model πθ , Planning model
πβ , Dtest Size N

Output :Correction output set Y
Initialize :Error mapping table T , Action function set

F
1 Y ← ∅;
2 for i← 1 to n do
3 p← πα(q,Dq) ; // RAG Answer Generation
4 y ← πθ(q,Dq, p) ; // Critical Feedback

Generation
5 if y == Error then
6 p̂← πβ(q,Dq, p, y, F, T ) ;

// Critic-guided Planning
7 ŷ ← Executor(p̂) ; // Program

Execution
8 Y ← Y ∪ {ŷ} ; // Output Update

9 else
10 Continue;

11 return Y ;

Data Construction. As outlined in Figure 4, based
on our comprehensive error system, we follow the
process in Section 3.1 to resample the test set from
the data pool DError by using 5 advanced LLMs
(Qwen 2.5 (7B, 70B), Llama 3.1 (8B, 70B), Mistral
v0.3 (7B)). Next, we map three levels of error labels
according to the predefined framework and employ
dual verification with LLM and human evaluation,
retaining only correctly marked samples to create a
high-quality Dtest

Error. For maintaining data balance,
we consider two aspects:

• Error Type Balance. Using 19 secondary labels
as a basis, we conduct balanced sampling of
Dtest

Error to ensure each category appears at least
50 times, totaling 950 samples.

• Correctness Balance. We randomly sample 950
labeled instances from step-2 to balance positive
and negative samples.

Evaluation Protocol. After obtaining LLM out-
puts, we evaluate performance from two aspects:

• Error Identification: We calculate accuracy
metrics to assess the model’s judgment correct-
ness, reporting overall and per-label accuracy.

• Fine-grained Error Classification: For each
level and label category, we use the F1 score
to measure annotation accuracy across different
error types and compute the average accuracy.

Data Statistics. We construct the RAG-Error
benchmark, which is derived from 5 LLMs, 9

data sources, and dual verification. To ensure bal-
anced sampling across categories, we sampled 50
instances from each fine-grained category, result-
ing in a total of 950 error samples. To maintain
the balance between correct and incorrect samples,
we also included 950 correct samples. Ultimately,
RAG-Error benchmark includes 1,900 samples, en-
compassing 9 coarse-grained and 19 fine-grained
error categories, addressing both error discrimina-
tion and fine-grained annotation assessment.

4 Experiment

4.1 Experimental Setup

Datasets. We evaluate six datasets covering four
distinct task types, including (1) Single-hop QA
represented by NQ (Kwiatkowski et al., 2019) and
TriviaQA (Joshi et al., 2017); (2) Multi-hop QA
includes HotpotQA (Yang et al., 2018) and 2Wiki-
multihopQA (Ho et al., 2020); (3) Long-form QA
contains the ASQA (Stelmakh et al., 2022); (4)
Dialogue Generation includes the WoW (Dinan
et al., 2018). For evaluation metrics, we use EM

for the accuracy of the top-ranked response and
F1 score to assess the similarity to the ground truth.

RAG-Error Benchmark. To assess the error iden-
tification and classification capabilities of LLMs,
we evaluate existing LLMs on our RAG-Error
benchmark. Notably, we evaluate the critic per-
formance of LLMs from (1) Error Identification
and (2) Error Classification as section 3.4.

Baselines. In our experiments, we primarily eval-
uate two categories of baselines: (1) Proprietary
Models: o1-preview (Jaech et al., 2024), GPT-
4o (OpenAI et al., 2024), Claude3.5-sonnet (An-
thropic, 2024), Qwen2.5 (Yang et al., 2024)
(3B-70B) and Llama3.1 (Meta, 2024) (8B,70B)
series. (2) Critical RAG Baselines: Self-
RAG (Asai et al., 2024), FLARE (Jiang et al.,
2023b), MetaRAG (Zhou et al., 2024) and Self-
Refine (Madaan et al., 2023). More detailed imple-
mentations are listed in Appx. §B.

4.2 Main Result.

Our main results are presented in Tab. 3. Overall,
RAG-Critic consistently outperforms all baselines,
decisively establishing its superiority. Furthermore,
we have identified the following insights:

1) Existing critic-based RAG methods strug-
gle to correct complex QA errors. Compared
to standard RAG, Self-Refine and FLARE do

3557



Table 3: Overall performance on 7 RAG related datasets, including single-hop, multi-hop, long-form QA and
dialogue Generation tasks. The best two results are in bold and underlined. The overall result improvement /
decrease of each method compared to the standard RAG with the same backbone is calculated in parentheses.

Method Backbone NQ TriviaQA HotpotQA 2Wiki ASQA WOW ELI5 Overall

EM F1 EM F1 EM F1 EM F1 F1 F1 F1 F1

Standard RAG Llama3.1-8B 23 38.3 44 55.3 27 35.2 18 30.1 11.5 10.2 20.1 28.7
Standard RAG Qwen2.5-7B 18 33.2 41 52.1 32 43.5 21 28.2 21.3 13.3 20.5 30.3
Standard RAG Llama3.1-70B 26 40.1 51 60.1 37 47.0 21 29.8 14.3 9.6 20.8 31.7
Standard RAG Qwen2.5-72B 25 41.2 42 54.3 28 39.0 22 31.2 17.1 14.1 21.3 31.2

Critical-based RAG
Self-Refine Llama3.1-8B 10 22.3 20 32.3 15 24.7 12 23.1 19.0 11.7 22.6 22.2 (-6.5)
FLARE Llama3.1-8B 12 19.8 48 57.1 20 25.8 10 22.7 10.5 4.2 19.7 22.8 (-5.9)
Self-RAG Llama3.1-8B 27 32.3 24 35.7 9 17.6 4 18.9 29.3 17.4 21.8 24.7 (-4.0)
MetaRAG Llama3.1-8B 22 40.2 50 59.2 37 47.0 20 29.2 12.0 6.2 20.3 30.6 (+1.9)

Ours
RAG-Critic Llama3.1-8B 27 42.0 50 60.1 40 51.2 21 33.1 19.0 11.6 21.2 34.0 (+5.3)
RAG-Critic Qwen2.5-7B 22 37.3 53 58.5 37 48.8 25 32.8 24.3 14.4 22.6 34.1 (+3.8)
RAG-Critic Llama3.1-70B 30 45.4 52 62.2 41 51.8 23 31.5 17.9 10.7 22.5 34.6 (+2.9)
RAG-Critic Qwen2.5-72B 26 43.1 46 58.8 29 44.7 22 34.3 19.2 14.8 23.1 34.0 (+2.8)

Table 4: Ablation study of RAG-Critic (Llama3.1-8B).

Method NQ TrivaQA HotpotQA

F1 F1 F1

RAG-Critic 42.0 60.1 51.2
w/o Data-driven 38.7 (-3.3) 58.5 (-1.6) 48.8 (-2.4)
w/o Manual Sum. 40.1 (-1.9) 59.2 (-0.9) 47.0 (-4.2)
w/o Auto-Planning 39.2 (-2.8) 57.2 (-2.9) 45.5 (-5.7)
w/o Critic Model 37.0 (-5.0) 56.5 (-3.6) 47.0 (-4.2)

not achieve consistent improvements across all
datasets, with declines exceeding 5% observed in
Multi-Hop QA (HotpotQA & 2wiki). This under-
scores the lack of an effective method for error-
oriented correction in complex RAG scenarios.

2) Our proposed model RAG-Critic exhibits
exceptional alignment capabilities across vari-
ous datasets. Compared to critic-based RAG meth-
ods, RAG-Critic (Llama3.1-8B) achieves the best
overall performance across all datasets (5.3%↑).
Moreover, RAG-Critic maintains a stable improve-
ment over standard RAG baselines in each dataset,
validating the superior error correction capability
of our automated critic workflow.

3) RAG-Critic is a versatile plug-and-play
solution compatible with various LLM back-
bones. Regardless of varying parameter sizes (7B,
70B) or different LLM backbone series (Llama3.1,
Qwen2.5), RAG-Critic consistently delivers im-
provements over standard RAG baselines, high-
lighting its flexible application potential in real-
world RAG systems.

Ablation Study. To investigate the effective-
ness of various modules in RAG-Critic, we per-
form an ablation study in Tab. 4. We use "w/o"

Table 5: Overall performance on RAG-Error Bench-
mark. The top 1/2 results are bolded/underlined.

Method Identification Classification

Correct Error Avg. Tag1 Tag2 Avg.

Closed-source LLMs
o1-preview 79.0 59.4 69.2 23.6 7.4 15.5
GPT4-o 77.9 78.1 78.0 38.5 15.4 26.9
Claude 3.5 46.7 89.3 68.2 32.2 10.6 21.3

Open-source LLMs
Qwen2.5-72B 79.8 79.8 79.8 45.5 17.4 31.5
Llama3.1-70B 95.2 42.7 68.9 25.7 10.0 17.8

Ours
RAG-Critic (3B) 95.8 96.6 96.2 65.2 42.4 58.3

to denote variants without specific modules. The
results reveal that (1) The performance declines
when any part of the design is removed, indicating
that all components are highly effective. (2) In the
error system construction, removing either the data-
driven or manual components significantly impacts
performance. This aligns with our motivation: the
data-driven approach captures more fine-grained
error types from the responses pool, while manual
summarization overcomes the mechanization of au-
tomated processes. (3) The most significant perfor-
mance drop occurs when the error-critic model is
removed, underscoring that high-quality feedback
is fundamental to the error-critic process.

4.3 Analysis in RAG-Error Benchmark.

To delve deeper into the fine-grained error-critic
capabilities of RAG-Critic and existing LLMs, we
analyze RAG-Error bench’s results in two aspects:

Coarse-Grained Identification. As shown
in Tab. 5, Current LLMs do not perform well
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in coarse-grained error identification, particularly
Claude-3.5 and Llama3.1-70B, which struggle
around borderline accuracy (<70% in Avg.). De-
spite their poor performance, these two LLMs excel
at identifying correct and incorrect samples (>95%).
This result reveals a bias in existing LLMs towards
over-predicting either the correct or incorrect cate-
gories in error identification. In contrast, our RAG-
Critic achieves exceptional performance (95%) in
all categories, which we attribute to our robust error
system and progressive training objectives.

Fine-Grained Classification. The RAG-Error
bench requires LLMs to select a series of tags
from 1st-tier (7 categories) and 2nd-tier (20 cat-
egories) error labels for fine-grained labeling. As
illustrated in Tab. 5 and Fig. 5, such a challenging
task has led to struggles for both strong closed-
source LLMs (o1-preview, GPT-4o) and open-
source LLMs (Qwen2.5-70B, Llama3.3-70B), es-
pecially with 2nd-tier labeling, where accuracy
falls below 40%. Notably, our RAG-Critic model
with only 3B parameters achieves an over 50%
accuracy score, surpassing powerful models with
over 70B parameters, thus realizing a lightweight
and efficient RAG error-critic process 2.

4.4 Error Statistics & Analysis.

To deepen our understanding of the deficiencies ex-
posed in current RAG tasks, as shown in Fig. 6, we
analyze the occurrence of 1st-tier error types (7 cat-
egories) in Qwen2.5-7B and Llama3.1-8B across 9
datasets evaluated in the main results. Overall, er-
rors during the generation phase of LLMs (58.7%)
are more frequent than those during the retrieval
(41.3%). Notably, over 40% of errors involved
incomplete information or responses. To further
investigate specific errors, we provide a detailed
discussion of 2nd-tier error types in the Appx. §A.4,
revealing that information noise in the retrieval and
factual inaccuracies in the generation are core is-
sues hindering task generalization in RAG. This
suggests that providing more accurate information
for both retrieval and reasoning in the RAG do-
main is more urgent than merely improving the
reasoning capabilities of the RAG generator.

5 Conclusion

In this paper, we introduce RAG-Critic, a novel
framework that utilizes a critic-guided agentic

2Due to the limited space, results of computation cost,
iteration exploration are in Appx. §A.
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workflow to autonomously enhance RAG capabil-
ities. We first design a data-driven error mining
pipeline to establish a hierarchical RAG error sys-
tem. Using this system, we progressively align
an error-critic model with a coarse-to-fine training
objective, automating the fine-grained error feed-
back. We then introduce the critic-guided agentic
workflow, which facilitates an error-driven correc-
tion by autonomously customizing executor-based
solution flows based on error feedback. Experi-
mental results across seven RAG-related datasets
demonstrate the effectiveness of RAG-Critic, while
qualitative analysis provides valuable insights for
building reliable RAG systems.
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A Detailed Experiments of RAG-Critic

A.1 Computation Cost

To verify the computational cost rationality of
RAG-Critic, as shown in Tab. 8, we compare the in-
ference costs of RAG-Critic and the strong baseline
MetaRAG during the inference process. The statis-
tics show that in the planning and final generation
stages, both methods execute based on solutions.
MetaRAG first requires a planning model to assess
whether its knowledge is sufficient to answer the
question, then executes a rule-based preset solution;
On the other hand, RAG-Critic executes a solution
customized by the planning model. Therefore, in
this respect, the consumption difference between
the two is minimal.

Regarding the model’s judgment capability,
RAG-Critic requires only a 3B model for a single
inference, while MetaRAG requires a 70B model
for triple critique verification, including: 1) assess-
ing if the response contains errors; 2) verifying if
external documents support the question’s infer-
ence; 3) evaluating whether the model’s knowledge
is sufficient for direct inference. Notably, in fine-
grained error detection, RAG-Critic demonstrates
greater accuracy with a smaller model size. This in-
dicates that, compared to critique-based RAG meth-
ods, we maintain reasonable resource consumption
while ensuring performance.

Table 6: Performance of Different LLMs with N It-
erations in the RAG-Critic Workflow. The values in
parentheses represent the performance increase or de-
crease for each round.

Model NQ TQ ASQA Wow

Llama3-8B 38.3 55.3 11.5 10.2
+ 1 iteration 42.0 (+3.7) 60.1 (+4.9) 19.0 (+7.5) 11.6 (+1.4)
+ 2 iterations 42.4 (+0.4) 60.4 (+0.0) 19.6 (+0.6) 12.5 (+0.9)

Llama3-70B 40.1 60.1 14.3 9.6
+ 1 iteration 45.4 (+5.3) 62.2 (+2.1) 17.9 (+3.6) 10.7 (+1.1)
+ 2 iterations 44.8 (-0.7) 62.2 (+0.0) 19.0 (+1.1) 11.6 (+0.9)

Table 7: Overall performance on RAG-Error Bench-
mark. The top2 results are in bold and underlined.

Method Identification Classification

Correct Error Avg. Tag1 Tag2 Avg.

Closed-source LLMs
o1-preview 79.0 59.4 69.2 23.6 7.4 15.5
o1-mini 89.3 42.9 66.1 17.7 5.6 11.7
GPT4-o 77.9 78.1 78.0 38.5 15.4 26.9
Claude 3.5 46.7 89.3 68.2 32.2 10.6 21.3

Open-source LLMs
Qwen2.5-72B 79.8 79.8 79.8 45.5 17.4 31.5
Llama3.1-70B 95.2 42.7 68.9 25.7 10.0 17.8
Qwen2.5-7B 58.5 85.6 72.3 41.8 21.9 31.9
Llama3.1-8B 98.7 27.8 63.3 26.0 18.4 22.2
Deepseek-R1-Distill-7B 78.7 43.6 61.2 14.2 8.3 11.3
Phi-3.5-mini 46.5 8.37 27.4 27.9 12.6 20.3

Ours
RAG-Critic (3B) 95.8 96.6 96.2 65.2 42.4 58.3

A.2 Iteration Exploration of RAG-Critic

As shown in Fig. 3, the unique design of the RAG-
Critic workflow allows for iterative error-oriented
correction. Therefore, this section further ex-
plores the performance trends of Llama3.1-8B and
Llama3-70B under multiple rounds of RAG-Critic.
As indicated in Tab. 6, RAG-Critic demonstrates
significant improvements across various datasets
in the first round of iterations, confirming its effec-
tiveness. In the second round, Llama3.1-8B still
achieves improvements in challenging tasks such
as ASQA and WOW, while performance gains in
simpler QA tasks like NQ and TQ remain minimal.
Llama3-70B exhibits a similar trend, with a slight
decline in performance on NQ. This suggests that
iterations provide more substantial performance
gains for RAG-Critic in difficult tasks, but achiev-
ing further improvements in simpler RAG tasks
proves challenging.
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Table 8: The comparison between MetaRAG and RAG-Critic in computation costs.

Dataset Critic Model #Count ↓ Critic Acc.(%) ↑ Planning Model #Count ↓ RAG Generator #Count ↓
MetaRAG Llama3.1-70B 3 68.8 Llama3.1-70B 1 Llama3.1-70B 1
RAG-Critic Qwen2.5-3B 1 96.8 Llama3.1-70B 1 Llama3.1-70B 1
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Figure 7: The Fine-grained errors (20 categries) of RAG-Error Benchmark.

A.3 Detailed Results of RAG-Error
Benchmark

In this section, we present more granular results
from the RAG-Error Benchmark, analyzed from
two perspectives:

Coarse-Grained Identification. As shown in
Table 7, we first present results from additional
closed-source and open-source LLMs, including
the newly added o1-mini, Deepseek-R1-Distill-
7B, Qwen2.5-7B, Llama3.1-8B, and Phi-3.5-mini.
Consistent with the main experimental conclu-
sions, these models also exhibit the tendency to
over-predict correct labels, as seen in o1-mini,
Llama3.1-8B, Deepseek-R1-Distill-7B, and Phi-
3.5-mini. This phenomenon indicates that exist-
ing LLMs struggle to achieve stable error-critique
capabilities in RAG tasks. Notably, RAG Critic
maintains optimal performance with only 3B pa-
rameters, demonstrating its advantage in parameter
efficiency.

Fine-Grained Classification. As outlined in
Fig. 7, we also present the evaluation results for
the recognition ability of fine-grained error types
(20 categories) in the RAG-Error benchmark. Our
RAG-Critic shows comprehensive and outstand-
ing capabilities in fine-grained error identifica-
tion, significantly surpassing the strong closed-

source model GPT4-o and the open-source model
Qwen2.5-72B. This further validates that the error-
oriented correction ability of the RAG-Critic frame-
work greatly benefits from its precise and detailed
error classification. In summary, RAG-Critic not
only excels in parameter efficiency but also demon-
strates strong potential in fine-grained error recog-
nition, providing important insights for future re-
search and applications.

A.4 Detailed Error Statistics & Analysis

To explore the most common fine-grained RAG
errors across models with different parameter
sizes more deeply, follow WE-MATH (Qiao
et al., 2024a), we sample 100 responses from
each dataset, specifically Qwen2.5 (7B, 72B) and
Llama3.1 (8B, 70B), as shown in Figure 8 to 11.
We utilize RAG-Critic for both coarse and fine-
grained error labeling and present the error types
in tier-2 for the top-5 error frequencies. The results
indicate that irrelevant information and insufficient
information retrieval are the most prevalent issues,
showing consistency across the Qwen and Llama
series. In the generation phase, besides insufficient
information to support reasoning, the problem of
factual inaccuracies is also quite significant. This
suggests that providing more accurate information
for both retrieval and reasoning in the RAG do-
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Figure 9: The statistic of fine-grained RAG error types
in Llama3.1-70B.

Table 9: The display of our LLM pool for sampling

#Param sizes Model

70B Qwen2.5-70B-Instruct, llama3.3-70B-
Instruct

32B - 34B Qwen2.5-32B-Instruct, Yi-1.5-34B-
Chat

27B Gemma-2-27b-it
20B InternLM2.5-20B-Chat
14B Qwen2.5-14B-Instruct

7B - 9B

Llama3.1-8B-Instruct, Qwen2.5-7B-
Instruct, Mistral-v0.3-7B-Instruct,
GLM-4-9B-Chat, InternLM2.5-7B-
Chat, Yi-1.5-9B-Chat, Gemma-2-9b-it,
Deepseek-llm-7b-chat

3B Llama3.2-3B-Instruct, Qwen2.5-3B-
Instruct, Phi-3.5-mini-instruct

main is more urgent than merely improving the
reasoning capabilities of the RAG generator.

A.5 LLM Pool for Response Sampling

In this section, we present the LLMs utilized in
constructing the hierarchical RAG error system.
As shown in Table 9, we select a diverse pool M
of 15 open-source models from 9 series, with pa-
rameter sizes ranging from 3B to 70B. The model
pool M includes Qwen2.5 (Yang et al., 2024),
Llama3 (Meta, 2024), Deepseek (Bi et al., 2024),
Yi (Young et al., 2024), Phi3 (Abdin et al., 2024),
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Figure 10: The statistics of fine-grained RAG error types
in Qwen2.5-7B.
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Figure 11: The statistics of fine-grained RAG error types
in Qwen2.5-72B.

Gemma2 (Rivière et al., 2024), Mistral (Jiang
et al., 2023a), InternLM2.5 (Cai et al., 2024) and
GLM4 (Zeng et al., 2024). This way effectively
mitigates response bias and overly uniform errors
typically associated with single-series models.

A.6 Error-Action Mappping Table

In this section, we present the Action-Error Map-
ping Table that we constructed offline. As shown
in Tab. 11, for each error type at the first-tier, we
provide recommended actions as solutions through
LLMs and manual design. This table will serve as
a reference for the planning agent in developing
the executor-based solution flow.

A.7 Action Functions

In this section, we present the 15 fine-grained func-
tionalities corresponding to the five Action func-
tions. As shown in Tab. 12, for each Action func-
tion, we can control the execution of 15 different ac-
tions by allowing the large model to autonomously
input various function inputs, facilitating an auto-
mated, efficient, and flexible error correction pro-
cess.
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Table 10: The statistics of datasets in our main result.

Dataset Task # Train #Dev #Test

NQ Single-hop QA 79.1k 8.7k 3.6k
TriviaQA Single-hop QA 78.7k 8.8k 11.3k
HotpotQA Multi-hop QA 90.4k 7.4k -
2Wiki Multi-hop QA 15.0k 12.5k -
WoW Dialogue Generation 63.7k 3.0k -
ASQA Long-form QA 4.3k 9.4k -
ELI5 Long-form QA 272k 1.5k -

B Details of Experimental Settings

B.1 Datasets

In our main experiment, we utilize six datasets cov-
ering four distinct task types, including Single-hop
QA, Multi-hop QA, Long-form QA, and Dialogue
Generation, as shown in Tab. 10. Single-hop QA
includes NQ (Kwiatkowski et al., 2019) and Trivi-
aQA (Joshi et al., 2017), where the questions are
fact-based and don’t require complex reasoning.
Multi-hop QA includes HotpotQA (Yang et al.,
2018) and 2WikimultihopQA (Ho et al., 2020),
with questions that needed multiple information
points to answer. Long-form QA contains the
ASQA (Stelmakh et al., 2022) dataset, which re-
quires comprehensive answers to given questions,
thus possibly necessitating richer background infor-
mation. The dialogue generation task includes the
WoW (Dinan et al., 2018) dataset, whose objective
is to continue a given dialogue and generate con-
tent that fits the context and dialogue background.
Due to the multiple stages of response verification
involved in critic-based RAG baselines, we sample
100 samples from the test set of each dataset to
evaluate all the baselines and our RAG-Critic.

B.2 Implementation Details

Retrieval Setting. We implement the retriever
based on the FlashRAG framework (Jin et al.,
2024a). We use E5-base-v2 (Wang et al., 2022)
as the embedding model and Wikipedia-2018 as
the retrieval document corpus. For the naive RAG,
we retrieve the top-5 passages for each question as
input.

Error System Construction Settings. For all
datasets, we sample from the corresponding train-
ing set portions using the vLLM framework (Kwon
et al., 2023) for efficient sampling, with the temper-
ature set to 0.1 and the maximum context length set
to 4096 tokens. All error type annotation models
are based on Qwen 2.5-72B and utilize the int8

version for lightweight deployment.
In terms of manual summarization, we employ

three PhD students in computer science, adhering
to local salary standards. The entire annotation
process takes only half an hour, demonstrating that
the RAG-Critic framework requires minimal hu-
man effort, with the error sampling process largely
automated.

RAG-Error Benchmark Settings. For the RAG-
Error Bench, we use the test set of the correspond-
ing dataset and follow the aforementioned error
system annotation process, subsequently applying
the error system’s label mapping. The difference is
that we employ GPT-4o and additionally hire a PhD
student in computer science for dual verification,
with the temperature set to 0.1; To ensure the high
quality of the bench, inspired by the FollowRAG
benchmark (Dong et al., 2024c), any annotation
deemed incorrect by either party is discarded. Af-
ter dual uniform sampling, we ultimately establish
the RAG-Error Bench.

Training for RAG Error-Critic Model. In
the SFT phase, we perform full fine-tuning on
Qwen2.5-3B-instruct with a learning rate of 7e-6,
using a linear scheduler with 20 warm-up steps. All
models are trained with DeepSpeed ZeRO Stage
3 (Rasley et al., 2020) and Flash-Attention 2 (Dao,
2023). We use a global batch size of 128, a weight
decay of 0.1, and train for 3 epochs, saving check-
points every 200 steps. Mixed precision training
with bf16 is used, and the maximum context length
is set to 2048 tokens. For Qwen2-72B and Llama3-
70B, the global batch size is 512. Our training
setup is aligned with previous RAG work (Dong
et al., 2024e; Zhang et al., 2025; Li et al., 2024c;
Cheng et al., 2024; Dong et al., 2025; ?, 2024b).

In the DPO phase, the learning rate is set to
5e-7 with a cosine scheduler and a 0.1 warm-up
ratio. We use DeepSpeed ZeRO Stage 3 and Flash-
Attention 2 for efficiency, with a global batch size
of 64. Training utilizes a sigmoid loss function
with a beta value of 0.3 and spans 2 epochs. Mixed
precision training with bf16 is employed, and the
maximum context length is 4096 tokens.

Notably, we run all our experiments on 8
NVIDIA A800s. We report averaged performance
from five randomly seeded experiments.

Clustering Settings. In order to organize and
cluster the types of errors obtained, we first use the
BGE-M3 model (Xiao et al., 2023) to obtain the

3570



Table 11: The illustration of our Error-Action mapping table.

Error Type Actions

Incomplete Information - Re-retrieval: Rewrite the query for supplementary retrieval.

- Rewriting the input: Refine the retrieved knowledge.

Irrelevant Information - Re-retrieval: Perform replacement retrieval using the same query.

- Rewriting the input: Correct the retrieved knowledge.

Erroneous Information - Rewriting the input: Correct the retrieved knowledge.

- Rewriting the reasoning answer: Correct the reasoning part.

Incomplete Response - Re-retrieval: Perform supplementary retrieval using the same query.

- Rewriting the input: Provide examples for the retrieved knowledge.

Inaccurate Response - Rewriting the reasoning answer: Refine the reasoning part.

- Rewriting the input: Explain the retrieved knowledge.

Off-Topic Response - Re-retrieval: Rewrite the query for replacement retrieval.

- Rewriting the query: Break down the query into sub-questions.

Overly Verbose Response - Rewriting the input: Refine the retrieved knowledge.

- Rewriting the reasoning answer: Do not rely on the original reasoning part.

Table 12: The illustration of 15 functionalities corresponding to our 5 Action functions.

Error Type Actions

Retrieval(·)
1. Perform supplementary retrieval using the same query.

2. Perform replacement retrieval using the same query.

3. Rewrite the query for supplementary retrieval.

4. Rewrite the query for replacement retrieval.

Rewrite(·)
1. Expand the query.

2. Refine the query.

4. Summarize the query.

5. Clarify or explain the query.

Decompose(·) - Break down the query into sub-questions.

Refine(·)

1. Explain the retrieved knowledge.

2. Refine the retrieved knowledge.

3. Correct the retrieved knowledge.

4. Delete the specific retrieved knowledge.

5. Provide examples for the retrieved knowledge.

6. Summarize the retrieved knowledge.

Generate(·) - Generate the final answer.

embedding vectors for the error causes of each case.
We standardize all the embedding data and perform
hierarchical clustering. Hierarchical clustering is
performed using the sklearn library (Buitinck et al.,
2013) with the Ward linkage method and Euclidean
distance metric. We cluster all the data into 20
clusters.

Human Annotators. There are two instances in-
volving minimal human annotation: the construc-
tion of the error system and the RAG-Error bench.

In the first part, we employ three well-educated
PhD students in computer science, adhering to lo-

cal salary standards. The entire annotation pro-
cess takes only half an hour, demonstrating that
the RAG-Critic framework requires minimal hu-
man effort, with the error sampling process largely
automated.

In the second part, we only need one PhD student
to conduct a round of annotation screening, per-
forming binary classification on the annotation re-
sults from Qwen2.5-72B. The entire process takes
less than an hour, and we ensure that the values
match the labels assigned by GPT-4o.

Our human annotation does not involve any po-
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tential risks. First, the datasets are sourced from
open-source collections, as shown in Tab. 10. Sec-
ondly, the annotation for the error system construc-
tion only involves high-level label creation, as il-
lustrated in Fig. 2. Finally, our RAG error bench
requires human input solely for binary judgments,
without any risk of content modification.

B.3 Baselines

This section details the baselines referenced in Sec-
tion 4.1. We categorize these into proprietary mod-
els and critical RAG systems.

Proprietary Models:

• OpenAI o1 Series (Jaech et al., 2024) The
o1 model series uses large-scale reinforce-
ment learning to enhance safety and robustness
through chain-of-thought reasoning. These mod-
els effectively reason about safety policies in
context when responding to potentially unsafe
prompts, achieving excellent performance in
benchmarks for generating illicit advice, select-
ing stereotyped responses, and resisting known
jailbreaks.

• GPT-4o (OpenAI, 2023). GPT-4o is a multi-
modal model by OpenAI that excels not only
in text generation but also in handling image
and audio inputs. It offers near-human conver-
sational experiences with extremely low latency
responses.

• Claude 3.5 (Anthropic, 2024) is an advanced
AI language model by Anthropic, known for
its contextual understanding and coherent re-
sponses. It prioritizes safety and ethical use,
making it suitable for various applications like
content creation and summarization, all while
ensuring user-friendly interactions.

• Qwen2.5 Series (Yang et al., 2024). Devel-
oped by Alibaba Cloud, the Qwen2.5 series in-
cludes a range of open-source large language
models from 0.5B to 72B parameters, optimized
for knowledge acquisition, programming capa-
bilities, and mathematical task performance.

• Llama3.x Series (Meta, 2024). The Llama3
series from Meta AI employs Grouped Query
Attention (GQA) and an expanded vocabulary
size of 128K tokens, significantly enhancing in-
ference speed and downstream performance.

• Mistral Series (Jiang et al., 2023a). Mistral-
7B, despite having fewer parameters, outper-
forms larger models like Llama2-13B in various
benchmarks, utilizing Sliding Window Attention
(SWA) to maintain high performance with re-
duced hardware requirements.

• Deepseek-R1-Distill (Guo et al., 2025).
DeepSeek-R1-Distill leverages reinforcement
learning and distillation techniques to enhance
the reasoning capabilities of smaller models,
enabling efficient operation even under resource
constraints.

In our experiments, all the open-source LLMs
are used in their instruction or chat versions, to
ensure sufficient instruction-following capability.

Critical RAG Baselines:

• Self-RAG (Asai et al., 2024). Self-RAG in-
troduces reflection tokens that allow LLMs to
control retrieval behavior as needed, improving
factual accuracy and citation reliability in gener-
ated content.

• FLARE (Jiang et al., 2023b). FLARE employs
a forward-looking active retrieval strategy, dy-
namically retrieving information multiple times
during the generation process to effectively re-
duce hallucinations in the output.

• MetaRAG (Zhou et al., 2024). MetaRAG in-
tegrates metacognitive concepts, enabling the
model to monitor and adjust its cognitive pro-
cesses, thereby enhancing reasoning accuracy in
complex tasks.

• Self-Refine (Madaan et al., 2023) involves an
iterative process where the model reviews its
own output to gather feedback and proposes im-
provements based on that feedback. This cycle
continues until the evaluation shows that no er-
rors remain.

B.4 Case Study

To gain a deeper understanding of how RAG-Critic
employs a "Generate-Critic-Planning-Execution"
workflow to facilitate automated problem solving,
we conduct case studies in Tab. 13 and Tab. 14 that
illustrate each sub-output of the entire inference
process.
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Table 13: Case Study of our RAG-Critic workflow (1).

Question: Who has trained the most Melbourne Cup winners?

Retrieved Docs:
- [1] Etienne L. de Mestre...
- [2] Melbourne Cup...
- [3] David Joseph Hall...
- [4] In 2004, Makybe Diva became the first mare to win two cups...
- [5] Colin Sidney Hayes...

Judgement Result: The answer is incorrect.
The passages provided do not explicitly state the number of Melbourne Cup wins for each trainer, which led to the model’s
misinterpretation. Etienne L. de Mestre is mentioned as having won the first two Melbourne Cups, but this does not necessarily
mean he trained the most winners overall. The model should have recognized the need for additional information to accurately
answer the question.

Critic Tags:
Tag1: ["Irrelevant or Off-Topic Response", "Incomplete Information", "Irrelevant Information"]
Tag2: ["Insufficient or Incomplete Information Retrieval", "Irrelevant Content and Topic Drift", "Irrelevant Information
Retrieval"]
Tag3: ["Overreliance on Partial Information", "Insufficient Information Handling", "Lack of Contextual Understanding",
"Factual Inaccuracy"]

Agent Output:
clarified_query = RewriteQuery(query=question, instruction="clarify")
retrieved_documents = Retrieval(query=clarified_query[0], topk=5)
summarized_documents = [
RefineDoc(query=question, doc=doc, instruction="summarize") for doc in retrieved_documents
]
final_answer = GenerateAnswer(
query=question,
docs=summarized_documents,
additional_instruction="Ensure the answer is accurate and provides the name of the trainer with the
most Melbourne Cup wins."
)

New Answer: To answer the question of who has trained the most Melbourne Cup winners, let’s break down the information
provided in the passage.
Step 1: Identify the trainers mentioned in the passage who have won the Melbourne Cup.
- Etienne L. de Mestre (5 wins)
- Bart Cummings (12 wins)
Step 2: Determine the number of Melbourne Cup wins for each trainer.
- Etienne L. de Mestre: 5 wins
- Bart Cummings: 12 wins
Step 3: Compare the number of wins to determine who has trained the most Melbourne Cup winners.
- Bart Cummings has 12 wins, which is more than Etienne L. de Mestre’s 5 wins.
Therefore, the answer is: Bart Cummings.

Final Answer: Bart Cummings

B.5 Prompt Template

Annotation Instruction In the hierarchical error
system setup phase, we sample from the model
pool in Step-1, with the relevant prompt template
provided in Prompt A. Additionally, in Steps 1 and
2, we use Qwen2.5-72B-Instruct for annotating
open-set labels, and the prompts used are detailed
in Prompt B and Prompt C.

Evaluation Instruction For the evaluation of the
RAG task, our method uses the same generation
prompts as all baselines to ensure fairness. The
specific prompts can be found in Prompt A. For
short-form datasets, we instruct the model to output
responses with a fixed prefix (e.g., "So the final

answer is"), and we extract the corresponding short
answers using regular expressions for evaluation.
For long-form datasets, due to the more extensive
nature of the responses, the outputs generated by
the model are used directly for final evaluation
without additional processing.

Training and Deployment Instruction For the
RAG error-critic mode, we use Prompt D for train-
ing. Subsequently, we utilize the generated out-
puts along with the original RAG inputs, following
Prompt F for executor-based planning. For the
RAG reward benchmark, our method uses the same
generation prompts as all baselines, as detailed in
Prompt E.
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Table 14: Case Study of our RAG-Critic workflow (2).

Question: Who is the spouse of the director of film Eden And After?

Retrieved Docs:
- [1] After the Wedding (2017 film)...
- [2] Paul Almond...
- [3] Afterwards is a 2008 English-language psychological thriller film...
- [4] Eden (2014 French film)...
- [5] Waiting for Eden...

Original Answer: There is no information available about the film “Eden And After” or its director’s spouse.

Judgement Result: The answer is incorrect.
The model’s error likely stems from the fact that it did not have the correct information in the provided passages and may have
relied on external information that was not accurate or up-to-date.

Critic Tags:
Tag1: ["Erroneous Information", "Incomplete or Missing Response", "Irrelevant Information"] Tag2: ["Specificity and
Precision Errors", "Erroneous Information Retrieval", "Irrelevant Information Retrieval"] Tag3: ["External Knowledge
Misuse", "Factually Incorrect", "Data Mismatch"]

Agent Output:
clarified_query = RewriteQuery(query=question, instruction="clarify")
retrieved_documents = Retrieval(query=clarified_query[0], topk=5)
summarized_documents = [
RefineDoc(query=question, doc=doc, instruction="summarize") for doc in retrieved_documents
]
final_answer = GenerateAnswer(
query=question,
docs=summarized_documents,
additional_instruction="Provide more specific and relevant information about the director of the film
’Eden And After’ and their spouse."
)

Final Answer: Bart Cummings

C Limitations

Despite our best efforts to optimize the RAG-Critic
process, there are still several limitations and areas
for improvement.

Firstly, Since RAG-Critic is a critic-based cor-
rection method, its computational cost is higher
compared to the standard RAG system, which is a
shared problem. We discuss this in Appx. §A.1.
On the engineering side, we have already used
the vLLM framework and a lightweight 3B critic
model to accelerate inference, and we will consider
more optimization methods in the future.

Secondly, expanding the experimental coverage
to include a broader range of RAG scenarios is
another area for optimization. RAG-Critic samples
nine datasets related to RAG and used Wikipedia as
the retrieval corpus. In the future, we aim to explore
the application of our research in industrial-level
queries and databases to enhance the generalization
capability of our approach.
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Prompt A: Responses Sampling (Stage-1)

Find the useful content from the provided documents, then answer the question. Answer the
question directly. Your response should be very concise. Please provide the final answer is:’ as a
prefix for the final answer. The following are the given documents.

Passage: {Top-K Retrieved Passages}

Answer the question directly. Your response should be very concise. Please use ‘So the final
answer is:’ as a prefix for the final answer. **Question**: {Question} **Response**:

Prompt B: Generating Detailed Error Rationale (Stage-1)

You are an expert in error analysis for retrieval-augmented generation tasks. We will provide
you with a prompt that includes both the question and relevant knowledge, along with a model’s
prediction and the golden answer. The details are as follows:

Prompt: {RAG inputs}

Model’s Prediction: {RAG model’s prediction}

Golden Answer: {Golden answer}

If the model’s prediction is incorrect, please respond with a single JSON including the judgement
in key ’Judgement’ and a detailed error analysis in key ’Error analysis’. Here is an example of
output JSON format:

{'Judgement ': "incorrect",
'Error analysis ': "The model's prediction is incorrect because ..."}

If the model’s prediction is correct, please respond with a single JSON as follows:

{'Judgement ': "Correct",
'Error analysis ': "None"}

Prompt C: Open-set Annotation (Stage-2)

You are a tagging system designed to provide useful error type tags for retrieval-augmented
generation (RAG) tasks. Your goal is to assist in detailed error analysis to improve the performance
of AI assistants. Below is a detailed error analysis:

{Detailed error analysis}

Please provide fine-grained error tags to identify the main error types in the analysis.
Your response should be a list that includes the titles of the error tags along with a brief explanation
for each tag. Please adhere strictly to the following JSON format:

{"tag": "", "explanation": ""}

Please respond in English.
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Prompt D: Fine-tuning Template of RAG-Critic

You are a critical system designed to provide useful error type tags for retrieval-augmented
generation (RAG) tasks. Your goal is to assist in detailed error analysis to improve the performance
of AI assistants. Below are the [Question], the top-5 retrieved relevant [Passages], and the [Model’s
Prediction] for the RAG tasks.
Question: {Question}
Passage: {Top-K Retrieved Passages}
Model’s Prediction: {RAG model’s prediction}
Please first determine whether the model’s prediction is correct. If it is correct, output it as follows:

{"Judgement": "Correct"}

If it is incorrect, please identify the error tags at three levels, from coarse to fine, and provide a
detailed error analysis. Adhere strictly to the following JSON format:

{"Judgement": "Error",
"Error analysis": "",
"tag1": [],
"tag2": [],
"tag3": []}

Prompt E: Evaluation Template of RAG-Error Bench

You are a critical system designed to provide useful error type tags for retrieval-augmented
generation (RAG) tasks. Your goal is to assist in detailed error analysis to improve the performance
of AI assistants. Below are the [Question], the top-5 retrieved relevant [Passages], and the [Model’s
Prediction] for the RAG tasks.
Question: {Question}
Passage: {Top-K Retrieved Passages}
Model’s Prediction: {RAG model’s prediction}
Please first determine whether the model’s prediction is correct. If it is correct, output it as follows:

{"Judgement": "Correct"}

If it is incorrect, give these error types, tag1 corresponds to tag2 one-to-one:
tag1= [list of error types in Tag1]
tag2 = [list of error types in Tag2]
Please identify the error tags at three levels, from coarse to fine, and provide a detailed error
analysis. Adhere strictly to the following JSON format:

{"Judgement": "Error",
"Error analysis": "",
"tag1": [],
"tag2": [],
"tag3": []}

Prompt F: Executor-based Planning

You are an agent tasked with optimizing a Retrieval-Augmented Generation process. The goal is to
improve the model’s predictions by addressing issues flagged in the error type. You are given the
results from an initial RAG process, including a query, a list of retrieved documents, a prediction,
and the identified error type. Your task is to optimize the current RAG process by selecting the
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appropriate functions and generating the corresponding Python code to fix the problem.
Available Functions

Retrieval(query: str , topk: int) -> List[str ]**

**Purpose**: Retrieves the top-k most relevant documents for a given query from the corpus.
**Parameters**:
- ‘query‘ (‘str‘): The input query string to retrieve relevant documents.
- ‘topk‘ (‘int‘): The number of top documents to return.
**Returns**:
- A list of ‘topk‘ relevant document strings, sorted by relevance.

`RewriteQuery(query: str , instruction: str) -> List[str]`**

**Purpose**: Rewrites the query based on the provided instruction to better match relevant
documents.
**Parameters**:
- ‘query‘ (‘str‘): The original query string to be rewritten.
- ‘instruction‘ (‘str‘): The instruction for rewriting the query. Possible instructions include:
- ‘"clarify"‘: Make the query more specific.
- ‘"expand"‘: Add more context or related terms to the query.
**Returns**:
- A list of rewritten query strings, each representing a possible version of the query.

DecomposeQuery(query: str) -> List[str]

**Purpose**: Breaks down the input query into smaller, more specific sub-queries.
**Parameters**:
- ‘query‘ (‘str‘): The original query string to decompose.
**Returns**:
- A list of sub-query strings, which represent different aspects or more specific details of the
original query.

RefineDoc(query: str , doc: str , instruction: str) -> str

**Purpose**: Refine a document in the doc list (index starts from 0) based on the query. Use this
function when you find some document in the doc list is not relevant to the question.
**Parameters**:
- ‘query‘ (‘str‘): The input query string.
- ‘doc‘ (‘str‘): The document to refine.
- ‘instruction‘ (‘str‘): The instruction for refining the document. Supported instructions include:
- ‘"explain"‘: Provide a detailed explanation of the document.
- ‘"summarize"‘: Summarize the document.
**Returns**:
- The refined document as a string, which could be either an explanation or a summary.

GenerateAnswer(query: str , docs: List[str], additional_instruction: str = None
) -> str

**Purpose**: Generates an answer based on the query and relevant documents, incorporating
additional instructions for answer improvement.
**Parameters**:

3577



- ‘query‘ (‘str‘): The input query string.
- ‘docs‘ (‘List[str]‘): A list of relevant documents used to generate the answer.
- ‘additional instruction‘ (‘str‘): Additional instruction describing issues in the previous answer and
desired improvements (e.g., requirements for precision, conciseness, or additional information).
**Returns**:
- A generated answer string, potentially incorporating information from the documents, adjusted
according to the provided instruction.

You can directly use the variables I provide to act as the input of the functions. You can freely
combine the functions to improve the performance.
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