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Abstract

Structured representations, exemplified by Ab-
stract Meaning Representation (AMR), have
long been pivotal in computational linguistics.
However, their role remains ambiguous in the
Large Language Models (LLMs) era. Initial
attempts to integrate structured representation
into LLMs via a zero-shot setting yielded infe-
rior performance. We hypothesize that such
a decline stems from the structure informa-
tion being passed into LLMs in a code format
unfamiliar to LLMs’ training corpora. Con-
sequently, we propose SR-LLM, an innova-
tive framework with two settings to explore
a superior way of integrating structured rep-
resentation with LLMs from training-free and
training-dependent perspectives. The former
integrates structural information through nat-
ural language descriptions in LLM prompts,
whereas its counterpart augments the model’s
inference capability through fine-tuning on lin-
guistically described structured representations.
Performance improvements were observed in
widely downstream datasets, with particularly
notable gains of 3.17% and 12.38% in PAWS.
To the best of our knowledge, this work repre-
sents the pioneering demonstration that leverag-
ing structural representations can substantially
enhance LLMs’ inference capability. We hope
that our work sheds light and encourages future
research to enhance the reasoning and interop-
erability of LLMs by structure data.

1 Introduction

Structured representations (SR), manifested in Ab-
stract Meaning Representation (AMR) (Damonte
et al., 2016; Knight et al., 2020; Ramírez, 2024),
Parse Syntax Trees (PST) (Sachan et al., 2020), and
First-Order Logic (FOL) (Barwise, 1977), have
been fundamental to NLP (Manning, 1999; Col-
lobert et al., 2011), serving as sophisticated frame-
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Figure 1: We propose two novel AMR integration
approaches: a training-free method using natural lan-
guage descriptions and a training-dependent fine-tuning
paradigm. Evaluation on PAWS shows +3.17% and
+12.38% improvements respectively, contrasting with
the -5.18% decline in conventional code-format meth-
ods.

works for capturing semantic relationships and lin-
guistic structures (Banarescu et al., 2013; Wang
et al., 2015). An example of AMR, PST, and FOL
is depicted in Figure 2.

In the era of LLMs, the paradigm for optimal
SR integration remains an open research challenge.
Despite LLMs’ capabilities, direct integration of
SR into prompts, as illustrated in Figure 1, has
proven counterproductive (Jin et al., 2024). We
posit that this performance degradation stems from
LLMs’ inherent limitations in processing structured
representations, where direct exposure to complex
linguistic structures impedes rather than enhances
their reasoning process.

To address the aforementioned challenges and
effectively leverage SR in LLMs, we introduce
SR-LLM, a comprehensive framework with dual
configurations for structural knowledge integra-
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Figure 2: The AMR, PST, and FOL of the sentence
“John saw a dog”.

tion. The training-free approach transforms SR
into natural language descriptions (SR-NLD), en-
hancing prompt comprehension by reformulating
structured information into semantically rich, ac-
cessible formats that facilitate nuanced reason-
ing and reduce ambiguity. Complementarity, the
training-dependent paradigm employs supervised
fine-tuning on task-specific SR datasets (termed
Gen-SR) to establish robust SR-task connections
through iterative exposure to structured data, en-
abling the model to develop sophisticated internal
representations and leverage deep structural knowl-
edge during inference across diverse NLP tasks.

Our empirical evaluation encompasses a com-
prehensive suite of NLP benchmarks, spanning
diverse linguistic phenomena from paraphrase de-
tection (Mihalcea et al., 2006; Dolan and Brock-
ett, 2005) and textual entailment recognition (Da-
gan et al., 2005; Bowman et al., 2015) to machine
translation (Bahdanau, 2014; Johnson et al., 2017).
This diverse benchmark selection enables rigorous
evaluation of our methods across the NLP spec-
trum. Experimental results demonstrate the supe-
riority of our methods over existing approaches:
on PAWS, while conventional method exhibits a
5.18% performance degradation, our training-free
and training-dependent approaches achieve +3.17%
and +12.38% improvements respectively, which
validating the efficacy of our structured informa-
tion integration paradigm.

Our contributions are as follows:

• We introduce SR-LLM, a novel framework
that facilitates SR integration with LLMs
through dual paradigms: training-free adapta-
tion and supervised fine-tuning.

• We provide insights into how different types
of SR (AMR, PST, FOL) impact LLMs per-

formance across various tasks.

• To the best of our knowledge, we are the first
to show that combining such SR does in fact
improve LLM performance, which opens up
new avenues for enhanced LLM reasoning
and interoperability.

2 Problem Definition

This research endeavors to investigate the potential
synergies between SR and LLMs, with the ultimate
goal of ascertaining how their seamless integration
can augment the efficacy and proficiency of LLMs
in a wide array of NLP tasks.

Given a natural language input sequence X =
(x1, x2, . . . , xn), where xi ∈ V represents a token
drawn from the vocabulary V , we also introduce
the structured representation Z. Z serves as aux-
iliary information derived from X and can take
various forms, such as AMR, PST, or FOL. These
SRs capture semantic, syntactic, or logical informa-
tion and provide complementary insights to natural
language understanding.

The task involves generating an output sequence
Y = (y1, y2, . . . , ym), where each yi belongs to
either the target vocabulary or a structured semantic
output space. This transformation is performed by
a model f , defined as:

Y = f(X,Z) (1)

Here, f specifies how X and Z are utilized to com-
plete a specific task by integrating natural language
input with its structured representation.

The primary goal of this research is to optimize
the definition of f to achieve the most effective use
of X and Z, thereby maximizing task performance.
Specifically, the objective is to identify the opti-
mal model f∗ that maximizes the evaluation metric
P (·), such as accuracy or F1 score:

f∗ = arg max
f

P (f(X,Z)) (2)

3 Method

This chapter introduces the SR-LLM framework,
a novel paradigm designed to investigate the ef-
ficacious integration of SR into LLMs. The SR-
LLM framework encompasses two configurations:
training-free and training-dependent. These con-
figurations are designed to amalgamate various
types of SR through differentiated methodologies,
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Figure 3: The whole process of SR-LLM in training-free setting. Initially, a task-specific prompt consists of an
instruction, input sentence, and input SR structure (AMR is used here). Subsequently, the original AMR undergoes
transformation via the AMR-to-NLD module, which employs predefined rules to map the AMR into an easily
interpretable natural language description. This description is then subjected to refinement by a language model,
ensuring fluency and coherence, resulting in AMR-NLD. Finally, the AMR-NLD is seamlessly integrated into the
input, which is then fed into the LLM to generate the ultimate response.

thereby enhancing the LLMs’ capability to com-
prehend and exploit structured information.

3.1 SR-LLM Training-Free

Instruction: 
You are a NLP assistant whose purpose is {nlp task}...
And you will be given the original text(s) 
...
Input: {Original Text}
Output: XXX

Instruction: 
You are a NLP assistant whose purpose is to {nlp task}...
And you will be given the original text(s) and its(their) 
{Abstract Meaning Representation} to help you to handle 
this problem
Input: {Original Text} and {AMR} 
Output: XXX

Base Prompt

AMRCOT Prompt

Figure 4: Base prompt and AMRCOT prompt. (Top)
This is the original task prompt, with only the raw text
as input, serving as the standards for performance. (Bot-
tom) This is the AMRCOT prompt method proposed by
Jin et al. (2024), serving as a baseline.

Prior approaches, exemplified by AMRCOT
(Jin et al., 2024), have attempted to explicitly
incorporate AMR into Chain-of-Thought (COT)
prompts, as illustrated in Figure 4, have shown
that this explicit approach fails to yield perfor-
mance enhancement. We hypothesize that one
factor contributing to this ineffectiveness stems
from the inherent difficulty LLMs face in ade-
quately comprehending and processing abstract
structures such as AMR. In view of the aforemen-

tioned challenge, as illustrated in Figure 3, we
propose SR-LLM Training-Free, where the origi-
nal structured representation Z is transformed into
natural language descriptions termed SR-NLD,
where SR can be instantiated with specific struc-
tured representations such as AMR, PST, and FOL.
We refer to this entire transformation process as
SR-to-NLD(Structured Representation to Natural
Language Description). Specifically, the struc-
tured representations are mapped through prede-
fined transformation rules, converting abstract sym-
bols into easily interpretable natural language ex-
pressions. These generated natural language de-
scriptions are then refined by a language model
to ensure fluency and coherence. Finally, these
descriptions are incorporated into the prompt and
input into the target LLM. A pivotal advantage of
this methodology lies in its training-free nature,
as it does not require any additional fine-tuning
or retraining of the LLM. Consequently, this tech-
nique offers remarkable flexibility, enabling rapid
adaption to a diverse array of NLP tasks.

Next, we shall elucidate the SR-to-NLD process,
employing AMR-NLD as our quintessential exem-
plar, which shown in the Algorithm 1. The process
first converts the AMR graph into triplets, then re-
places the identifiers with actual concepts. Next,
the triplets are mapped into natural language de-
scriptions using predefined rules, and finally, the
descriptions are refined by GPT-4o Mini to produce
coherent AMR-NLD. To mitigate the risk of hal-
lucination, we implemented a voting mechanism
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Algorithm 1 AMR-to-NLD Transformation

1: Input: AMR graph G = (V,E), nodes collec-
tion V , edges collection E, Penman library P ,
language model θ

2: Output: Refined natural language descriptions
Srefined

3: Phase 0: Convert AMR to Triplets
4: Convert AMR graph G into triplets T =

{(c1, r, c2) | c1, c2 ∈ V, r ∈ E} using the
Penman library: T = P(G)

5: Phase 1: Identifier Instantiation
6: for each triplet (c1, r, c2) ∈ T do
7: if r = :instance then
8: Replace identifiers c1, c2 with their cor-

responding concepts or instances
9: end if

10: end for
11: Phase 2: Mapping to Natural Language
12: Convert triplets into natural language descrip-

tions using a predefined dictionary: M : T ′ →
S

13: Phase 3: Refinement
14: Refine the generated descriptions S using lan-

guage model: Srefined = θ(S)
15: return Srefined

based on multiple generations. This detailed analy-
sis forms the core of our discussion, outlining each
step of the conversion process. The transforma-
tion methods for other SRs are elaborated in the
Appendix A.1 for completeness. Different from
traditional SR-to-Text approaches, which generate
a structurally coherent and fluent text based on the
SR, such as the “input sentence” in Figure 4. SR-
to-NLD aims to collaboratively describe the struc-
tured information through multiple sentences, as
illustrated by the Refined AMR-NLD in Figure 4.

3.2 SR-LLM Training-Dependent

In addition to making SRs more interpretable for
LLMs, we also believe that establishing connec-
tions between tasks and structured information
presents a potential opportunity. As shown in the
Figure 5, in SR-LLM Training-Dependent, we con-
structed a task-specific hybrid dataset, named Gen-
SR, where SR can be replaced by specific represen-
tations such as AMR, PST, and FOL.

The entire hybrid dataset is composed of two
parts: one consists of task-specific instruction pairs
based on original text, while the other adds SRs
in the instruction pairs based on the former. The
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Input sentence: XXX
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Input AMR: XXX

This sentence
is neutral.

Input sentence: XXX

G(text)

Instruction: XXX

Input sentence: XXX
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Supervised Fine-tuning

Output: XXX
Input AMR: XXX

Output: XXX
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Figure 5: The whole process of SR-LLM in training-
dependent setting. Taking AMR as an example, a
dataset called Gen-AMR, created by combining inputs
consisting of sentences and their corresponding AMR
structures, is utilized for the SFT of LLM to enhance
the reasoning capability.

former we mark as G(text) and the other we mark
as G(SR). The complete example of these two are
shown in the Appendix D. This mixed approach
allows LLM to not only learn instruction-following
for downstream tasks from G(text), but also to es-
tablish more robust connections between tasks and
structures from G(SR), making the model achieve
more effective improvements compared to learning
solely from text.

4 Experiments

4.1 Datasets

To ensure comprehensive and diverse experiments,
we selected 10 datasets covering various NLP tasks
based on Liu et al. (2024), including five tasks
from Jin et al. (2024) for result comparability.
The dataset composition includes: PAWS for para-
phrase detection (Zhang et al., 2019), SNLI for tex-
tual entailment recognition (Bowman et al., 2015),
WMT16 for translation tasks (Bojar et al., 2016),
CoNLL2003 for named entity recognition (Sang
and De Meulder, 2003), Logic for logical fallacy
detection (Jin et al., 2022), SST-2 for sentiment
analysis (Socher et al., 2013), Pubmed45 for event
extraction (Garg et al., 2016), WiC for word sense
disambiguation (Pilehvar and Camacho-Collados,
2018), SPIDER for Text2SQL code generation (Yu
et al., 2018), and AGNEWS for text classifica-
tion (Zhang et al., 2015).
Regarding the source of SR datasets, we used a
dual-source strategy: one part includes high-quality
AMR datasets from Jin (Jin et al., 2024), cover-
ing five core tasks; the other is automatically con-
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Table 1: Performance of SR-LLM(training-free). In the table, a checkmark under “SR” indicates that the original
SR was added to the prompt, while a checkmark under “SR-NLD” (highlighted with a gray background) represents
the inclusion of SR-NLD in the prompt, which corresponds to the results of SR-LLM (training-free). No checkmarks
indicate the use of the original prompt, serving as the control group for comparison. Our focus is on the performance
differences between adding SR and SR-NLD, as well as their respective differences compared to the control group.

SR
SR-NLD

(Ours)
PAWS
(F1)

Logic
(F1)

Pubmed45
(F1)

AGNEWS
(F1)

WiC
(F1)

SNLI
(F1)

CoNLL
2003
(F1)

SST-2
(F1)

WMT16
(BLEU)

SPIDER
(F1)

(a) Llama3.1- 8b-Instruct
41.59 15.48 24.35 53.88 43.99 25.81 46.28 68.72 13.16 24.80

✓ 36.41 14.20 20.69 48.17 42.05 23.17 41.75 65.66 12.34 21.53
✓ 44.77 18.27 26.10 56.67 48.17 28.87 48.73 71.77 14.10 29.60

(b) GPT 3.5-turbo
56.94 38.63 27.14 85.12 50.61 38.93 56.52 90.46 26.13 39.63

✓ 56.10 36.27 25.63 81.33 51.60 32.00 54.67 86.90 25.77 39.07
✓ 57.97 39.40 28.17 84.07 55.27 41.47 55.17 92.60 27.07 42.27

(c) GPT 4o-mini
75.80 48.10 38.65 85.26 58.47 40.59 65.27 91.39 26.80 41.55

✓ 73.50 47.32 33.11 81.62 46.65 41.30 59.21 91.01 26.21 39.33
✓ 76.48 47.95 36.66 83.45 56.63 42.00 64.12 92.83 26.76 43.57

structed using GPT-4o, comprising supplementary
AMR, PST, and FOL data. The detailed collection
processes and results provided in the Appendix B.1.

4.2 Training-Free Results

Experimental Details. We conducted experi-
ments on the Llama3.1-8b-Instruct (Dubey et al.,
2024), GPT-3.5-turbo, and GPT-4o-mini (Achiam
et al., 2023) models, arranged from weak to strong
according to their performance levels, employ-
ing two prompting strategies: Chain-of-Thought
(CoT) (Wei et al., 2022) and One-Shot (Brown,
2020). CoT guides step-by-step reasoning, while
One-Shot demonstrates task-solving through spe-
cific examples. All experiments were conducted
independently on three types of SRs: AMR, FOL,
and PST. Both PST and FOL were incorporated
into the prompts using the same approach as AM-
RCOT (Jin et al., 2024). For brevity, the results
obtained from these experiments were averaged
and presented. Prompts are shown in Appendix E.

Result Analysis. First, as shown in Table 1, in-
corporating SR-NLD into the prompt consistently
outperforms incorporating the original SR. This
indicates that for LLMs, transforming abstract SRs
into natural language formats more familiar to the
models is an effective strategy for enhancing their
ability to interpret and apply structured information.
Meanwhile, the comparision of the three models
also reveals that the gradual decrease in the benefit
of structured information as model performance in-

creases. Specifically, for the Llama3.1-8b-Instruct
model, results with SR-NLD significantly and con-
sistently surpass those of the original prompt (i.e.,
without SR or SR-NLD). For GPT-3.5-turbo, most
results show improvement, whereas for GPT-4o-
mini, approximately half of the results demonstrate
improvement, albeit with a smaller margin. This
result further illustrates that weaker models benefit
more from structured information as a supplement
to the original text, aiding them in downstream rea-
soning tasks. In contrast, for stronger models, the
additional structured information offers limited ad-
vantages and may even be less informative than the
insights derived directly from the raw text.

4.3 Training-Dependent Results

Experimental Details We conducted experi-
ments using the Llama3.1-8B-Instruct model to
evaluate the performance of the training-dependent
setting of SR-LLM, more detailed experimental
parameters can be found in the Appendix A.2. The
whole process of fine-tuning is a joint training
across data from 10 tasks, rather than task-specific
fine-tuning for any single dataset. Detailed data col-
lection procedures and specific training data con-
figurations are provided in the Appendix B.2. To
provide a comparative analysis, we conducted three
sets of experiments using the following datasets:
100%G (text), 100%G (SR), and a 50%G (text)
mixed with 50% G (SR). The 50%-50% ratio was
chosen because we considered it to be the most
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Table 2: Performance of SR-LLM(training-dependent). G(text) and G(SR) represent the types of training data,
with 50% and 10% indicating their respective proportions in the total training dataset. Our focus is on the best
performance of the model across various tasks under different fine-tuning strategies, as well as the performance
differences between adding SR and the control group.

FT Strategy SR
PAWS
(F1)

Logic
(F1)

Pubmed45
(F1)

AGNEWS
(F1)

WiC
(F1)

SNLI
(F1)

CoNLL
2003
(F1)

SST-2
(F1)

WMT16
(BLEU)

SPIDER
(EM)

-
41.59 15.48 24.35 53.88 43.99 25.81 46.28 68.72 13.16 24.80

✓ 36.41 14.20 20.69 48.17 42.05 23.17 41.75 65.66 12.34 21.53

100% G(text)
68.94 26.21 78.91 76.52 66.97 35.53 75.79 75.59 29.07 41.20

✓ 64.07 16.84 77.33 67.14 67.05 35.36 71.73 74.65 28.41 38.47

100% G(SR)
65.34 25.23 81.13 75.10 66.44 36.68 75.40 77.49 26.93 37.07

✓ 75.39 29.89 82.02 81.99 70.82 56.62 76.27 81.62 30.80 40.60

50% G(SR)
+ 50% G(text)

68.66 26.77 79.78 75.77 69.48 36.49 75.42 77.13 26.14 42.40
✓ 81.04 36.52 81.85 82.63 74.68 54.92 76.67 83.72 30.33 48.93

balanced approach. Further experiments, elabo-
rated in Appendix C.2, also confirmed that this
is the optimal mixing ratio. And we employed a
random sampling approach. All experiments were
conducted independently on three types of SRs and
for brevity, the results obtained from these experi-
ments were averaged and presented.

Result Analysis. As shown in the Table 2, when
the fine-tuning dataset includes a certain propor-
tion of SRs and incorporates SRs in the prompt,
the model achieves superior performance in down-
stream tasks, consistently surpassing the case
where the training data consists solely of text. Ad-
ditionally, we observe that models fine-tuned with
SRs data perform significantly better with prompts
that include SRs, compared to the original prompts
without SR. Conversely, when the training data
consists entirely of text, the opposite trend is ob-
served. These findings suggest that when a model
establishes a strong association between tasks and
structured representations during training, it can
leverage this information more effectively during
inference. Furthermore, when the training data is
entirely composed of structured representations,
the performance is inferior to that achieved with
a balanced mix of text and structured data. This
highlights the critical importance of a balanced in-
tegration of raw text and structured representations
in maximizing the model’s reasoning capabilities.

4.4 Auxiliary Validation Experiments
SR from High-Quality SR-Parsing Model. To
validate the reliability of the generated SRs, we
choose AMRBART (Bai et al., 2022) to generate
the required AMRs, and experiments were con-

Table 3: Performance between different AMR Source.
Each data represents the performance difference of the
model when using AMRs generated by GPT-4o versus
AMRBART, calculated as the performance of AMR-
BART minus that of GPT-4o. As shown, the differences
are almost all below 1%.

AMR
AMR
(NLD)

PAWS
(F1)

Logic
(F1)

Pubmed
45

(F1)

WMT
16

(BLEU)

SPIDER
(EM)

(a) Llama3.1-8b-Instruct
✓ 0.40 -0.07 0.01 0.13 0.28

✓ 0.77 -0.13 0.50 -0.02 -0.01

(b) GPT 3.5-turbo
✓ 0.45 0.57 -0.15 0.08 0.12

✓ 0.02 -2.40 0.52 0.23 0.21

(c) GPT 4o-mini
✓ 0.08 0.07 0.53 0.49 0.02

✓ -0.11 0.61 0.61 -0.13 -0.13

ducted to compare the results with those generated
by GPT-4o. It is a model that demonstrates excep-
tional performance in the AMR parsing domain
with a Smatch score of 85.4 on the AMR Parsing
Leaderboard, ranking among the top-performing
models. As shown in the Table 3, the performance
differences between AMRs and AMR-NLDs de-
rived from these two sources were minimal, almost
always within 0.5%. This indicates that the quality
of the AMRs produced by AMRBART is compara-
ble to those generated by our method.

Gold AMR vs Flawed AMR. Additionally, we
selected 70 AMR samples (labeled as “Flawed”)
with ambiguities or structural flaws from each
of the 10 datasets and refined them using a
dual-process correction strategy that combined
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Table 4: Performance between different AMR Quality. The numbers in parentheses represent the performance
differences between adding AMR or AMR-NLD and the control group. ‘Flawed’ means the AMR is ambiguous or
structurally flawed. ‘Gold’ means the AMR is double checked by human and LLM.

AMR Quality AMR AMR-NLD PAWS (F1) Logic (F1) Pubmed45 (F1) WMT16 (BLEU) SPIDER (EM)

(a) Llama3.1-8b-Instruct
- - - 42.19 14.32 23.67 13.66 22.58

Flawed ✓ 34.5 (-7.69) 11.52 (-2.8) 19.41 (-4.26) 11.07 (-2.59) 18.26 (-4.32)
Gold ✓ 42.48 (+0.29) 14.7 (+0.38) 23.43 (-0.24) 14.65 (+0.99) 22.93 (+0.35)

Flawed ✓ 32.91 (-9.29) 11.56 (-2.76) 18.39 (-5.28) 11.06 (-2.6) 18.49 (-4.09)
Gold ✓ 46.96 (+4.76) 18.98 (+4.66) 28.62 (+4.95) 19.13 (+5.47) 28.02 (+5.44)

(b) GPT 3.5-turbo
- - - 56.04 43.79 28.29 26.01 40.28

Flawed ✓ 51.57 (-4.47) 41.58 (-2.21) 25.71 (-2.58) 23.79 (-2.22) 36.66 (-3.62)
Gold ✓ 54.53 (-1.51) 44.7 (+0.91) 29.47 (+1.19) 26.17 (+0.15) 39.77 (-0.51)

Flawed ✓ 51.33 (-4.71) 39.79 (-4.01) 26.9 (-1.38) 24.37 (-1.64) 36.74 (-3.54)
Gold ✓ 56.78 (+0.74) 46.49 (+2.7) 32.0 (+3.71) 28.72 (+2.71) 44.81 (+4.53)

(c) GPT 4o-mini
- - - 68.71 44.95 37.07 29.02 40.05

Flawed ✓ 65.63 (-3.08) 42.74 (-2.2) 35.42 (-1.66) 27.31 (-1.71) 37.84 (-2.21)
Gold ✓ 70.04 (+1.33) 45.9 (+0.96) 35.36 (-1.71) 29.62 (+0.6) 41.47 (+1.42)

Flawed ✓ 62.63 (-6.07) 41.46 (-3.49) 34.51 (-2.56) 26.64 (-2.38) 37.30 (-2.76)
Gold ✓ 70.13 (+1.42) 46.18 (+1.23) 39.17 (+2.09) 30.14 (+1.12) 41.54 (+1.48)

AMRBART-generated results with manual adjust-
ments, producing high-quality AMRs (labeled
“Gold”). Results in Table 4 show that AMR quality
significantly impacts model performance. Using
flawed AMRs led to performance declines for both
direct AMR and AMR-NLD representations, with
a more pronounced drop for AMR-NLD. This in-
directly validates AMR-NLD’s ability to enhance
LLMs’ understanding of AMR structures. In con-
trast, with high-quality AMRs, AMR-NLD sub-
stantially improved model performance, while di-
rect AMR usage showed limited gains. These
results demonstrate that combining high-quality
AMR-NLD is more effective in helping models
comprehend structured information. This effect is
particularly pronounced when the quality of the
AMR is high, leading to substantial performance
gains.

Fine-tuning Larger Model. To validate the ro-
bustness of the proposed method, we selected
Llama3.1-70B-Instruct and conducted training-
dependent experiments, whose details were con-
sistent with those described for the Llama3.1-8B-
Instruct model above, in five tasks shown in the
Table 5. The SR used in these experiments was
AMR, with a 50%-50% ratio. We can see that,
after fine-tuning, the model demonstrated improve-
ments on all tasks, with corresponding values turn-

Table 5: Performance of SR-LLM(training-
dependent) in Llama3.1-70b-Instruct. The numbers
in parentheses represent the performance differences
between adding SR and the control group. Our focus is
on the performance variations across different models
with different prompts.

AMR
PAWS
(F1)

Logic
(F1)

Pubmed45
(F1)

WMT16
(BLEU)

SPIDER
(EM)

(a) Vanilla
68.00 47.13 63.95 28.65 33.71

✓ 60.28
(-7.73)

43.08
(-4.04)

48.82
(-15.13)

27.91
(-0.73)

29.20
(-4.51)

(b) 50% G(AMR) + 50% G(text)
74.74 54.57 76.51 33.73 47.06

✓ 84.56
(+9.81)

58.96
(+4.39)

81.54
(+5.03)

37.00
(+3.27)

53.84
(+6.78)

ing positive, more than half of which exceeded 5%.
These results further validate the effectiveness of
Training-Dependent method on larger-scale mod-
els.

Experiments on More Standardized Language
Understanding Benchmarks. In order to gener-
alize the results to larger and more standardized lan-
guage understanding benchmarks, we conducted
relevant experiments on SuperGLUE (Wang et al.,
2019), with the Llama3.1-8b-Instruct results pre-
sented in Table 6. As shown, our method consis-
tently leads to significant performance improve-
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Table 6: Performance on SuperGLUE.

AMR AMR-NLD Training
BoolQ
(Acc)

CB
(Acc)

COPA
(Acc)

MultiRC
(F1)

ReCoRD
(F1)

RTE
(Acc)

WiC
(Acc)

WSC
(Acc)

AVG

(a) SR-LLM (Training Free)
87.09 94.00 95.80 80.42 86.19 87.23 42.14 91.78 83.08

✓ 85.24 92.80 96.00 79.53 83.42 84.97 39.21 86.30 80.93
✓ 89.77 96.00 96.60 82.19 87.21 90.03 46.79 93.15 85.22

(b) SR-LLM (Training Dependent)
✓ 89.46 95.60 96.40 84.96 89.77 90.20 65.36 91.78 87.94

✓ ✓ 90.82 96.80 97.40 86.19 90.31 91.03 69.71 93.84 89.51

Table 7: Comparison with Baselines.

PAWS
(F1)

Logic
(F1)

Pubmed45
(F1)

AGNEWS
(Acc)

WiC
(Acc)

SNLI
(Acc)

CoNLL2003
(F1)

SST-2
(Acc)

WMT16
(BLEU)

SPIDER
(EM)

AMRCOT (Jin et al., 2024) 36.63 14.09 20.08 42.37 38.22 22.46 40.79 72.94 12.51 21.60
AMRCoC (Yao et al., 2024) 39.77 15.76 21.59 40.51 39.60 26.12 47.13 70.87 13.92 26.71

SENSE (An et al., 2024) 41.96 16.12 22.74 52.13 42.25 25.39 46.92 78.90 13.57 26.07
AMR-NLD (Ours) 45.75 18.93 28.37 54.53 45.83 28.02 49.66 79.59 14.14 29.48

Table 8: Comparison with Reasoning Method.

Method AMR-NLD
PAWS
(F1)

Logic
(F1)

Pubmed45
(F1)

AGNEWS
(Acc)

WiC
(Acc)

SNLI
(Acc)

CoNLL2003
(F1)

SST-2
(Acc)

WMT16
(BLEU)

SPIDER
(EM)

COT 41.59 15.48 24.35 51.24 41.17 24.58 46.28 76.49 13.16 24.80
✓ +4.16 +3.45 +4.02 +3.29 +4.66 +3.44 +3.38 +3.10 +0.98 +4.68

TOT 42.49 16.13 24.02 53.68 41.22 24.84 48.18 75.80 12.95 24.72
✓ +5.54 +2.59 +4.46 +0.62 +4.12 +3.97 +2.59 +5.73 +1.68 +4.31

Self-reflection 43.01 15.57 24.14 50.95 41.02 25.61 48.68 76.72 13.89 26.25
✓ +2.42 +3.61 +4.04 +4.68 +6.18 +3.19 +0.98 +6.88 +0.74 +4.97

Table 9: Comparison with Paraphrase Only.

Method
PAWS
(F1)

Logic
(F1)

Pubmed45
(F1)

AGNEWS
(Acc)

WiC
(Acc)

SNLI
(Acc)

CoNLL2003
(F1)

SST-2
(Acc)

WMT16
(BLEU)

SPIDER
(EM)

- 41.59 15.48 24.35 51.24 41.17 24.58 46.28 76.49 13.16 24.80
paraphase (+1) 41.37 15.36 24.43 50.82 40.78 24.52 45.98 76.26 13.16 25.05
paraphase (+2) 41.54 15.45 24.14 51.54 41.46 24.77 46.38 76.38 13.04 24.90
paraphase (+3) 41.95 15.62 24.53 50.78 41.36 24.45 45.83 77.18 13.08 24.98

AMR-NLD 45.75 18.93 28.37 54.53 45.83 28.02 49.66 79.59 14.14 29.48

ments.

Comparison with Existing Methods Using AMR.
To better demonstrate the effectiveness of our
method, we present a comparison with exist-
ing methods using AMR, with the Llama3.1-8b-
Instruct results presented in Table 7. This indicate
that our method consistently yields higher gains.

Comparison with Other Reasoning Method.
The focus of our work is to explore how to bet-
ter leverage structured information as a extra re-
source. This approach is designed to coexist with
existing reasoning enhancement methods, includ-

ing Chain-of-Thought (COT) (Wei et al., 2022),
TOT (Yao et al., 2023a), and Self-reflection (Yao
et al., 2023b). To validate the effectiveness of com-
bining structured representations with these meth-
ods, we present the relevant experimental results
in Llama3.1-8b-Instruct in Table 8. As shown, SR-
LLM consistently achieves higher gains when ap-
plied to existing reasoning enhancement methods.

Comparison with Paraphrase. To enhance the
effectiveness, we used GPT-4o mini (the same
model used to create AMR-NLD) to generate mul-
tiple paraphrases of original sentences (with exper-
imental sets ranging from 1 to 3 paraphrases) and
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incorporated them into the prompts. For example:
Original sentence: "America is the best place to

live, because it’s better than any other country."
Paraphrase: "America is the top place to live, as

it surpasses all other countries."
The experimental in Llama3.1-8b-Instruct re-

sults are shown in Table 9. As seen from the table,
the impact of paraphrases on the experimental out-
comes ranges from -2% to 1%. Compared to our
AMR-NLD method, this represents relatively small
fluctuations. In fact, in many cases, simply adding
paraphrases did not result in any gains. Therefore,
the results suggest that our structured representa-
tion method is indeed effective.

5 Related Work

Structure Representations. The SRs, including
AMR, PST, and FOL, each unique advantages and
applications in specific areas. AMR uses rooted,
labeled graphs to abstract syntactic details, offering
concise and semantically rich representations (Ba-
narescu et al., 2013). PST, based on Chomsky’s
generative grammar, employs hierarchical trees
to represent sentence syntax and word dependen-
cies (Chomsky, 2014). FOL, as a symbolic logic
system, defines objects, their relations, and prop-
erties, serving as a key tool in formal logic and
reasoning (Enderton, 2001; Barwise, 1977).

Structure Representations Transformation.
The SR transformation has been a key research
focus, with much work directed at SR-to-Text
methods that generate fluent text matching SR
structure (Song et al., 2018; Ribeiro et al., 2021;
Wang et al., 2020). Canonical expressions, using
rule-based techniques, standardize structures to ad-
dress ambiguities in non-standard sentences (Shin
et al., 2021; Roy et al., 2024), producing normal-
ized text rather than full structural descriptions.
In contrast, our SR-to-NLD approach maintains
structural integrity while improving interpretability
through natural language descriptions.

Structured Representations used for NLP in
LLM. With the rise of LLM, studies like Hahn
et al. (2022) showed these sequence to sequence
model’s ability to generalize across formal do-
mains, though challenges like low interpretability
and hallucinations persist De Bellis (2023). Inte-
grating structured representations into LLMs has
improved accuracy and interpretability. Yao et al.
(2024) and (Shi et al., 2024) combined AMR with

LLMs for tasks like sentence simplification and
Retrieval-Augmented Generation. Additionally,
Hahn et al. (2022) and (Kalyanpur et al., 2024) ad-
vanced formal specification and logical reasoning
in LLMs. And An et al. (2024) identified "magic
prompts" that improve the performance of NLP
tasks by solely focusing on semantic parsing, with-
out the need to provide the actual parsing results.
However, Jin et al. (2024) argued that simplely add
AMR into prompt might sometimes hinder perfor-
mance in certain NLP tasks.

6 Conclusion

SR-LLM demonstrates significant progress in en-
hancing LLMs’ reasoning capabilities through
structured representations. Our evaluation across
diverse NLP tasks revealed SR’s potential in gen-
erating novel implicit information. We established
a framework for integrating SR into LLMs, from
prompt engineering to fine-tuning, providing valu-
able insights into structured information incorpo-
ration. These advancements led to substantial
improvements in both training-free and training-
fependent settings, highlighting the effectiveness
of integrating semantic, syntactic, and logical fea-
tures. As we refine SR-LLM, we anticipate further
progress towards more interpretable, accurate, and
versatile language models with enhanced reasoning
capabilities in various applications.

7 limitations

Despite SR-NLD’s promising performance in cer-
tain tasks, its effectiveness remains inconsistent
across different LLMs. The rule-based conversion
method may constrain flexibility. Future research
should focus on developing a more robust and
adaptive structured representation, exploring task-
specific optimizations, and investigating advanced
conversion techniques and novel model architec-
tures. Expanding evaluation to diverse language
models and datasets will be crucial to enhance the
method’s consistency, flexibility, and applicability
in various NLP domains.
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A Experimental Details

A.1 Details of Converting SR to SR-NLD

A.1.1 Details of Translating AMR Triplet to
Natural Sentence

According to the Figure 6, first, the triplet is con-
verted into a sentence based on the relation map-
ping rules. Then, using the entity dictionary, the
entities are replaced with their actual meanings to
form the final sentence. Finally, the sentence is
input into the LLM for refinement into a complete
and coherent sentence, as shown in the Figure 7.

(see-01, :ARG0, person)

"{person} is the doer of the action {see-01}."

":ARG0":
 "{entity2} is the doer of 

the action {entity1}."

"person" : person
"see-01" : view

"person is the doer of the action view."

Polish Prompt

"One person saw something"

Figure 6: The process of translate entities and relation-
ships into natural language sentences

A.1.2 Whole Process of Making PST-NLD

Definition of PST. PST is represented as a tree
structure T = (N,E). Here N denotes the set of
nodes, representing the syntactic components of a
sentence (e.g., part-of-speech tags and phrase la-
bels). Node types include S (sentence), NP (noun
phrase), V P (verb phrase), etc. E denotes the set
of edges, representing dependencies between com-
ponents. An example of the original PST structure
is shown in the Figure 8.

Conversion of PST to a Linear Structure Us-
ing Depth-First Search (DFS). Starting from
the root node (typically n0, representing the sen-
tence’s syntactic structure, such as S), we traverse
the tree in a depth-first search (DFS) manner, con-
verting it into a linear sequence of symbols P .

Figure 7: The prompt of polishing sentence for making
AMR-NLD

Mapping PST Identifiers to Natural Language
Descriptions. We define a mapping function M
to translate each identifier (e.g., S, NP , V BD)
and its child nodes into natural language descrip-
tions. The dictionary D, which specifies the nat-
ural language interpretation of each identifier, is
detailed in the appendix. For each triplet (n, c1, c2),
where n is a node and c1, c2 are its children, we ap-
ply the mapping function M(n) = description(n).
The resulting natural language description S is as
shown in the Figure 8.

Refinement of Natural Language Descriptions
Using a Language Model. To make the descrip-
tions more natural and coherent, the generated de-
scriptions S are refined using the language model
FLM : S → Srefined. The specific prompt is shown
in the prompt (b) of Figure 9.

A.1.3 Whole Process of Making FOL-NLD
Definition of FOL. FOL is represented as F =
(Q,V, P,C), where Q denotes the set of quanti-
fiers, used to express the existence of variables,
such as ∃ (exists) and ∀ (for all). V represents the
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P = (S, (NP, (NNP, John)), (VP, (VBD, saw)), (NP, (DT, a), (NN, dog))) 

Linear PST

map

(Sentence(NounPhrase(Propernoun, singularJohn))
(VerbPhrase(Verb, pasttense saw))

(NounPhrase(Determiner a)(Noun, singularor mass dog)))

Instantiated PST

expand and polish

Refined set of natural language sentence

Original sentence : John saw a dog. Grammatical structure :
- John : Noun phrase, the subject of the sentence, referring to...
- saw : Verb phrase, indicating the past action performed ...
- a dog : Noun phrase, the direct object of the sentence...

convert

PST-to-NLD
Original PST

NP

S

VP

VJohn NP

saw det N

a dog

Figure 8: The Whole process of Making PST-NLD.
The process of creating PST-NLD involves first con-
verting the PST tree structure into a linear sequence of
symbols using depth-first search (DFS). Then, a map-
ping function is applied to translate each node and its
children into natural language descriptions. Finally, a
language model is used to refine the generated descrip-
tions, making them more natural and coherent.

set of variables, representing objects in FOL, typ-
ically denoted as x, y, z. P represents the set of
predicates, used to express properties of objects or
relationships between multiple objects. C repre-
sents the set of logical connectives, used to connect
multiple propositions, including conjunction (∧),
disjunction (∨), and negation (¬). An example
of the original FOL structure is shown in the Fig-
ure 10.

Mapping FOL to Natural Language Descrip-
tions. We define a mapping function M =
(D,L), where D is a set of symbol mappings that
translates variables, predicates, and logical opera-
tors in FOL into natural language descriptions. L
is a set of logical mapping rules that transforms the
logical structure of FOL into natural language syn-

Figure 9: The prompt of polishing sentence for making
PST-NLD

tax. By applying these mapping rules to the initial
FOL expressions, we can convert logical symbols
into natural language descriptions.

Refinement of Natural Language Descriptions
Using a Language Model. To ensure that the
descriptions are coherent and fluent, we refine the
generated descriptions S using the language model
FLM : S → Srefined. The specific prompt is shown
in the prompt (c) of Figure 11.

A.2 Complete Fine-tuning Details

We used Meta’s Llama-3.1-8B-Instruct as the back-
bone and conducted fine-tuning on 8 NVIDIA
A100-80G GPUs. Optimization was performed
using the AdamW optimizer with a learning rate of
1e-4 and cosine learning rate decay. The training
setup included a per_device_train_batch_size of 16
and gradient_accumulation_steps of 8, yielding an
effective global batch size of 1024. A fixed random
seed of 42 ensured reproducibility. Each dataset
was fine-tuned for 10 epochs, with early stopping
to prevent overfitting.
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map

∃x(Dog(x) ∧ Saw(John, x))

Original FOL

Instantiated FOL

There exists x (x is a dog and John saw x)

There is a dog which is seen by John.

Refined set of natural language sentence

FOL-to-NLD

expand and polish

Figure 10: The Whole process of Making FOL-NLD.
The process of converting FOL to NLD involves first
mapping FOL symbols, such as variables, predicates,
and logical operators, into natural language using prede-
fined symbol mappings and logical rules. Then, the gen-
erated descriptions are refined using a language model
to ensure they are coherent and fluent.

B Data Collection

B.1 The Process of Constructing Datasets for
All Tasks of SR-LLM (training-free)

In this section, I will outline the process of col-
lecting test data for the 10 tasks used in SR-LLM
(training-free), including both the original text and
three types of structured representations. The data
statistics are summarized in the Table B.1.Dataset Task Test Size

PAWS Paraphrase Detection 8000
SNLI Recognizing Textual Entailment 10000
WMT16 Translation 5999
CoNLL2003 Named Entity Recognition 3453
LOGIC Logical Fallacy Detection 2449
SST-2 Sentiment Analysis 872
Pubmed45 Event Extraction 5000
WiC Lexical Disambiguation 2038
SPIDER Text2SQL Code Generation 8034
AGNEWS Text Classification 7600

SNLI SNLI is a large and comprehensive dataset, with a
test set containing 10,000 examples. Therefore, we directly
used the test set for our experiments. The AMR, FOL, and

PST data were generated using GPT-4o-turbo in a few-shots
setting, with the prompt provided in the Figure 12, Figure 13

and Figure 14.

CoNLL2003 CoNLL2003 is also a rich and complete
dataset, with a test set of 3,453 examples, which we used

directly. Structured representations were generated using the
same method as described above.

SST-2 Since the official SST-2 test set does not contain
labels, we used the full validation set of 872 examples as the

Figure 11: The prompt of polishing sentence for making
FOL-NLD

Figure 12: The prompt of making AMR

test set for this experiment. Structured representations were
generated using the same method as described above.

WiC The WiC test set consists of 1,400 examples, which
is relatively small. Therefore, we combined the 648 examples
from the validation set to create a larger test set. Structured
representations were generated using the same method as

described above.

AGNEWS AGNEWS is another large and
comprehensive dataset, with a test set of 7,600 examples,
which we used directly. Structured representations were

generated using the same method as described above.

PAWS To ensure sufficient comparability in the
experiments, the original text data and AMR representations
for PAWS were sourced from Jin et al. (2024). And the FOL

and PST representations were generated using the same
method as described above.

3456



Figure 13: The prompt of making PST

WMT16, LOGIC, Pubmed45, SPIDER The data
collection for these tasks followed the same procedure as

PAWS.

B.2 The Process of Constructing Datasets for
All Tasks of
SR-LLM (training-dependent)

In this section, I will explain the process of collecting both
training and test data for the 10 tasks used in SR-LLM

(training-dependent), including the original text and three
types of structured representations. Data statistics are

summarized in the Table 10.

Table 10: Tasks and datasets used in SR-LLM (training-
dependent)

Dataset Task Train Size Test Size

PAWS Paraphrase Detection 10000 8000
SNLI Recognizing Textual Entailment 10000 10000
WMT16 Translation 10000 5999
CoNLL2003 Named Entity Recognition 10000 3453
LOGIC Logical Fallacy Detection 10000 2449
SST-2 Sentiment Analysis 10000 872
Pubmed45 Event Extraction 10000 5000
WiC Lexical Disambiguation 5066 1048
SPIDER Text2SQL Code Generation 7000 1034
AGNEWS Text Classification 10000 7600

PAWS, WMT16, Pubmed45, SNLI,
CoNLL2003, SST-2, AGNEWS These datasets

contain relatively large training sets. Therefore, we randomly
selected 10,000 examples from each as the training set. The

structured representations were generated using

Figure 14: The prompt of making FOL

GPT-4o-turbo in a few-shot setting, with sample prompts
provided in the figure. The test sets are the same as those

used in the SR-LLM (training-free) experiments.

LOGIC Since the LOGIC dataset is relatively small, the
training-free setup used all the available samples from the test,

validation, and training sets combined, yielding a total of
2,449 samples as the test set. We retained these 2,449

samples for the test set in the training-dependent setting as
well. To create the training set, we synthetically generated

10,000 logic examples using GPT-4o-turbo. The generation
process is illustrated in the Figure 15, where a few-shot
strategy was employed to guide the model to generate

sentences containing different logical fallacies. The generated
prompt is shown in Figures 16 and Figures 17. The type of
logical error serves as the label, producing complete data

points. Structured representations were generated in the same
manner as described above.

Logic Fallacy Type:
Faulty Generalization

Logic Fallacy
Sentence Generate

Prompt

Theme:
Sports

I watched one soccer match, and the
players were lazy. So, soccer players

must not be very hardworking.

Figure 15: The synthetic process for LOGIC data.
Taking the “Faulty Generalization” type as an example,
we employed a few-shot strategy to guide the model
in generating sentences containing the logical fallacy
of “Faulty Generalization” To ensure greater sentence
diversity, we incorporated a thematic element during
generation, such as “Sports” as shown in the figure.
This thematic addition helps produce a broader variety
of sentence while maintaining the specific logical error,
leading to a richer and more varied dataset.
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Figure 16: Logic Fallacy Generate Prompt (a)

SPIDER Since the official SPIDER test set is not publicly
available, the training-free setup used a combination of

training and validation sets as the test set. However, due to
the complexity of generating SPIDER-like data, we used the

original 7,000 training examples for the training set in the
training-dependent setting and the 1,034 validation examples
as the test set. Structured representations were generated as

described above.

WiC As the WiC training set is relatively small, we
combined the 648 validation examples with the original
training set to create a total of 5,066 training samples.

Structured representations were generated using the same
method as described above.

C Additional Experiments

C.1 Comparative Analysis of Different SR
Combinations and Their Impact on LLM
Reasoning

We conducted an in-depth comparison of the performance of
different structured representations (SR) and explored their
combinations to assess whether joint usage could further

enhance LLM reasoning capabilities. Figure 18 summarizes

Figure 17: Logic Fallacy Generate Prompt (b)

the average performance improvements across all tasks. The
results indicate that the use of individual SRs such as AMR,

PST, and FOL did not lead to significant performance
enhancements, which is consistent with the findings of (Jin
et al., 2024). Moreover, when multiple SRs were introduced
simultaneously, their combined complexity posed additional

challenges for the LLMs, further dispersing the model’s
attention and resulting in poorer performance compared to

using a single SR. In contrast, when relatively weaker LLMs
were provided with more comprehensible semantic features

(AMR) and logical features (FOL), their average performance
improved. The integration of these two types of features

complemented each other, leading to better overall results.
However, the contribution of syntactic features (PST) was

relatively less effective and, in some cases, even negated the
positive effects of semantic and logical features.

C.2 Optimal Text-to-SR Ratio Analysis
To further investigate the most optimal ratio of between
G(text) and G(SR), I selected five tasks, which includes

PAWS, LOGIC, Pubmed45, SPIDER, WMT16 for additional
experiments, adjusting the ratio of text to structured

representations in the Gen-SR dataset to identify the optimal
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Figure 18: Performance comparison of different SR
combinations. (a) The average performance enhance-
ment (∆), for various SR combinations across differ-
ent tasks. (b) The average performance enhancement
(∆), for different SR-NLD combinations across various
tasks.

balance. The experimental results are shown in the Figure 19.
As can be observed, the fluctuations in performance with

different ratios are relatively small. For both AMR and PST, a
50-50 ratio between text and structured representations

appears to be the most effective. However, for FOL, a 30-70
ratio (whether favoring structured representations) yields

better results. This is a preliminary exploration, and I believe
it represents a promising direction for further research.

Figure 19: Comparison of average performance of mod-
els at different scales in all tasks.

C.3 Enhancing LLM’s Understanding of SR
during Pretraining.

We further conducted experiments during the pretraining
phase with the goal of enhancing LLM’s ability to
comprehend structured representations, aiming for

performance improvements in downstream tasks. Specifically,
we collected 1GB of task-agnostic SR data, including AMR,
PST, and FOL, following a similar procedure as in previous

data collection efforts, and applied this data to the
pre-training of the Llama3.1-8B-Instruct model. Building on

this, we further conducted SFT, the same as SR-LLM
(training-dependent), on five datasets. The final average

performance results are shown in the Table 11.
The experimental results show that, compared to the vanilla

model without pre-training, the pre-trained model indeed
exhibited performance improvements in downstream tasks,
though the improvements were relatively modest, with an
average increase of less than 1%. However, after applying

SFT on the pre-trained model, its performance was actually
inferior to that of the vanilla model trained directly with SFT.

We hypothesize that this phenomenon may be due to the
model forming certain inherent understandings of structured
representations during the pre-training phase, which hindered
its ability to establish effective connections between structure

and tasks during SFT, leading to worse performance
compared to the vanilla model. This phenomenon highlights a

potential conflict in how the model processes structured
information during the pre-training and fine-tuning phases,
which warrants further exploration and resolution in future

research.

Table 11: The SR enhancement of models with dif-
ferent training strategies. These are the average SR
Enhancement results across all tasks under different
training strategies. Green indicates the best performance
within the same SR, while red represents the worst per-
formance.

AMR FOL PST Pretrain SFT ∆

✓ -3.51%
✓ ✓ 0.56%
✓ ✓ ✓ -1.16%
✓ ✓ 11.59%

✓ -2.83%
✓ ✓ 1.30%
✓ ✓ ✓ 3.10%
✓ ✓ 6.45%

✓ -3.61%
✓ ✓ -0.18%
✓ ✓ ✓ 1.58%
✓ ✓ 2.91%

D Examples of Gen-SR
We present specific examples of Gen-SR in this section.

Figure 20 shows an example of G(text), Figure 21 shows an
example of G(AMR), Figure 22 shows an example of G(PST),

and Figure 23 shows an example of G(FOL).

E Prompt of Testing the SR-LLM
We present the complete prompts for our experiments,

including both CoT and One-shot examples, using the SNLI
dataset as an illustration in Figures 24, Figures 25 and

Figures 26.
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Figure 20: The Example of G(text)

Figure 21: The Example of G(AMR)

Figure 22: The Example of G(PST)

Figure 23: The Example of G(FOL)
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Figure 24: The COT prompt of SNLI Figure 25: The One-Shot prompt of SNLI
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Figure 26: The One-Shot prompt of SNLI’s example
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