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Abstract

As large language models (LLMs) scale in size
and adoption, their computational and environ-
mental costs continue to rise. Prior benchmark-
ing efforts have primarily focused on latency
reduction in idealized settings, often overlook-
ing the diverse real-world inference workloads
that shape energy use. In this work, we system-
atically analyze the energy implications of com-
mon inference efficiency optimizations across
diverse Natural Language Processing (NLP)
and generative Artificial Intelligence (AI) work-
loads, including conversational Al and code
generation. Our empirical analysis spans soft-
ware frameworks, decoding strategies, GPU ar-
chitectures, online and offline serving settings,
and model parallelism configurations. We in-
troduce a modeling approach that approximates
real-world LLM workflows through a binning
strategy for input-output token distributions and
batch size variations. We show that the effec-
tiveness of inference optimizations is highly
sensitive to data dimensionality, software stack,
and hardware accelerators, demonstrating that
naive energy estimates based on FLOPs or the-
oretical GPU utilization significantly underes-
timate real-world energy consumption. Our
findings reveal that the proper application of
relevant inference efficiency optimizations can
reduce total energy use by up to 73% from un-
optimized baselines. These insights provide a
foundation for sustainable LLM deployment
and inform energy-efficient design strategies
for future Al infrastructure.

1 Introduction

Improvements in task performance by large lan-
guage models (LLMs) have prompted large-scale
investments in computing hardware and energy in-
frastructure to support the development and de-
ployment of LLM and related machine learning
models (Isaac, 2025; Smith, 2025; Cai and Sophia,
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Figure 1: Proper application of efficiency methods with
optimized VLLM ( ) approaches the ideal energy
consumption (green) as compared with an unoptimized
baseline PyTorch (purple) implementation.

2025). However, the growing prevalence of LLMs
yields commensurate increases in the energy de-
mand, water use, and carbon emissions associated
with their development and deployment (Morrison
et al., 2025; Li et al., 2025; Strubell et al., 2020;
Luccioni et al., 2024b). Primarily motivated by the
increased demands from LLM and AI workloads,
projections estimate that data centers consume be-
tween 9.1% and 11.7% of the total US energy de-
mand by 2030 (Aljbour et al., 2024; Shehabi et al.,
2024; Green et al., 2024). However, such projec-
tions of energy use primarily rely upon sector-wide
estimates of demand or substantial simplifications
of the energy demands of individual models.

In order to develop effective energy policy for
this growing demand, it is necessary to characterize
the underlying computational workloads of devel-
opment (i.e. model training) and deployment (i.e.
inference). The cost and efficiency of inference is
especially crucial due to the scale and increased fre-
quency at which models are served for repeated use.
Concretely, Meta reports that inference workloads
constitute up to 70% of their AI power consump-
tion (Wu et al., 2022); and Google attributes 60%
of their ML energy (Patterson et al., 2022); and be-
tween 80 to 90% of AWS cloud computing demand
(Barr, 2019; Leopold, 2019).

32556

Proceedings of the 63rd Annual Meeting of the Association for Computational Linguistics (Volume 1: Long Papers), pages 32556-32569

July 27 - August 1, 2025 ©2025 Association for Computational Linguistics


mailto:jaredfern@cmu.edu
mailto:clarana@cmu.edu
mailto:vashisthtiwari@cmu.edu

To address the problem of inference efficiency,
the NLP and machine learning research commu-
nities have developed various optimizations span-
ning: algorithms, software frameworks, and hard-
ware accelerators. Such optimizations have pri-
marily targeted improvements in model speed (e.g.
latency and throughput; (Leviathan et al., 2023;
Kwon et al., 2023)). Moreover, these methods are
frequently assessed in constrained settings or on
simplified datasets that fail to capture the broad
diversity of real-world tasks. These tasks range
from traditional NLP applications such as sequence
tagging and summarization, to more computation-
ally demanding workloads such as synthetic data
generation and chain-of-thought reasoning. There
remains a critical gap in understanding of the en-
ergy costs of language model inference, especially
when efficiency interventions are applied jointly in
real-world settings.

Our work aims to bridge this critical gap in un-
derstanding of the energy costs of language model
inference applied in real-world scenarios. Our con-
tributions are outlined below:

* We present a detailed analysis of how various
factors impact total energy use during LLM
inference. These factors include: data dimen-
sionality, decoding strategies, serving frame-
works, compilation techniques, GPU hard-
ware platforms, model parallelism, and ar-
chitectural variants (§3).

* We introduce a binning strategy to accurately
approximate offline LLM inference under real-
world workloads characterized by variable se-
quence lengths and batching.

* Using this approximation allows us to estab-
lish an upper bound (representing naive, unop-
timized inference) and a lower bound (approx-
imating theoretical optimized inference) and
situate the energy savings achieved by using
various optimizations (§4).

Our analysis reveals that while idealized esti-
mations of hardware utilization substantially un-
derestimate the energy use of language model in-
ference, proper application of inference efficiency
optimizations can substantially reduce the energy
requirements of inference by up to 73% from
unoptimized baselines with vanilla PyTorch and
Huggingface Transformers and to within 26.6%
of theoretical ideal performance on simulated of-
fline workloads (see Table 4).

2 Methodology

In the following section, we describe our experi-
mental setup for evaluating inference efficiency and
and the variables we examined for their influence
on energy usage.

Model Architectures. We focus our experiments
on decoder-only transformer language models rang-
ing from 1B to 32B parameters, evaluating: L1am
a-3.1-8B-Base, L1lama-3.1-8B-Instruct, and
Qwen-1.5-32B (Bai et al., 2023; Dubey et al.,
2024). For architectural comparisons, we analyze
the sparse OLMoE mixture-of-expert (MoE) model
and its dense OLMo counterparts of size 1B and 7B
to control for comparable active and total parame-
ter counts, respectively (Muennighoff et al., 2024;
Groeneveld et al., 2024).

Data Dimensionality We investigate the impact
of data dimensionality on energy consumption
across: input sequence lengths, output generation
lengths, and batch sizes. Independently varying in-
put and output sequence length two distinct stages
provides insight into the constituent phases of LLM
inference; prefill and decoding, each with a unique
energy profile (Patel et al., 2024). The prefill
stage processes prompts in parallel and is typically
compute-bound, achieving high GPU utilization.
By contrast, the autoregressive decoding stage is
typically memory-bound and leads to GPU under-
utilization.

The interplay between input and output lengths
significantly affects system bottlenecks and, conse-
quently, their energy profiles. For instance, while
serving systems employ batching strategies to miti-
gate GPU under-utilization during decoding, their
effectiveness varies with input-output characteris-
tics (Agrawal et al., 2024; Li et al., 2024). Long
input sequences can limit maximum batch sizes
due to memory constraints, while variable out-
put lengths often lead to inefficient utilization as
some sequences complete earlier than others. To re-
flect real-world variations, our analysis spans batch
sizes from 1 (single-example inference) to task-
dependent maximums (up to 1024), ensuring cov-
erage of a broad range of realistic settings.

We explore scenarios with up to 32k input tokens
and 4k output tokens, varying sequence lengths
by powers of two. We fix generation to 64 or 8
tokens when varying input lengths, and assume
512 or 64 token input lengths when varying output
generation lengths. Input context length is enforced
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via truncation of longer sequences from PG19 (Rae
etal., 2019).

We ground analysis in NLP workloads spanning
text classification, summarization, translation, and
open-ended text generation. Different tasks exhibit
different data dimensionalities: classification in-
volves minimal generation (often a single token),
summarization pairs long contexts with medium-
length output, and translation typically assumes
balanced input-output lengths. Input length statis-
tics in considered datasets are shown in Table 3.

Decoding Strategies. Different decoding strate-
gies used for generation have different computa-
tional profiles and can have a substantial impact on
generation efficiency (Kwon et al., 2023). In order
to study the impact of sampling methods and auto-
regressive decoding strategies, we investigate how
greedy decoding, beam search decoding, temper-
ature sampling, top-p decoding affect the energy
requirements and end-to-end latency (Holtzman
et al., 2020).

In addition to auto-regressive decoding, we study
the impact of speculative decoding. Speculative
decoding is commonly used as a latency minimiza-
tion inference optimization (Kwon et al., 2023). In
speculative decoding, a lightweight draft model is
used to predict y tokens which are then verified by
the target model in parallel (Leviathan et al., 2023;
Chen et al., 2023). Speculative decoding provides
latency improvement by better utilizing GPUs over
autoregressive decoding.

In our experiments, we use the following target-
draft model pairs with a look-ahead value v = 4
across various batch sizes: DeepSeek-R1-Distil
1-Qwen-32B with mobiuslabsgmbh/DeepSeek-R
1-ReDistill-Qwen-1.5B-v1.1 (Guo et al., 2025;
Yang et al., 2024); L1ama-3.1-8B-Base with L1a
ma-3.2-1B (Dubey et al., 2024).

Software Optimizations. Choice in deep learn-
ing frameworks affects both latency and energy effi-
ciency due to variations in kernel implementations
and computational graph management (Georgiou
et al., 2022; Fernandez et al., 2023). We evaluate
two widely-adopted libraries used in LLM infer-
ence: native PyTorch with HuggingFace transform-
ers (Wolf et al., 2020), and vLLM, an optimized
framework for LLM inference that achieves im-
proved compute and memory utilization (Paszke
et al., 2019; Kwon et al., 2023); experiments are
conducted in bfloat16 precision.

Within these frameworks, we compare PyTorch

eager baselines with: Just-in-Time compilation via
TorchInductor (i.e. torch.compile) and CUDA
Graphs kernel serialization. Furthermore, for
vLLM, we evaluate continuous batching which
overlays sequences to allow for increased hardware
utilization when processing batches with variable
sequence length (Yu et al., 2022).

Hardware Platforms. Our experiments are con-
ducted using an on-premise heterogeneous server
with multiple GPU types and node configurations.
Specifically, we conduct experiments on multiple
generations of consumer workstation and datacen-
ter GPU accelerators from the Ampere (A6000,
A100 80GB PCle), and Ada Lovelace (A6000 Ada)
microarchitectures.

All experiments run on 8-GPU nodes with stan-
dardized node- and job-level CPU and RAM con-
figurations for each GPU type. For multi-GPU
experiments, we utilize up to 4 GPUs simultane-
ously, investigating tensor parallel inference with
group sizes of 2 and 4. !. Additional details on
computing hardware are provided in Appendix A.

Performance Measures. We evaluate the ef-
ficiency of inference by measuring the latency,
throughput, GPU energy, and GPU power required
for the inference of 1,024 examples 2. Total en-
ergy use and GPU power metrics are measured
using Nvidia Management Library (NVML) via
the CodeCarbon library (Courty et al., 2024). Prior
to evaluation, we conduct a warmup on up to 20
batches to allow for memory allocation, required
CUDA graph capture, and JiT compilation 3. Re-
sults are reported as the mean values energy use,
latency, or power usage of three runs.

3 Results

In this section, we examine the effects of the vari-
ables discussed in §2 on inference energy use.

'This configuration leaves 4-7 GPUs available for other
users. While the Slurm scheduler does not enforce complete
isolation in network, memory, and CPU infrastructure across
jobs, concurrent workloads in practice were not CPU- or
memory-intensive enough to impact ours significantly — for
example, in the vast majority of cases (98%), an ambient
measurement of the RAM utilization in a node our jobs were
running on was less than 20% of the total available

*For experiments with batch sizes larger than 256, metrics
are computed over 4096 examples and then normalized.

*Due to size, warmup is limited to 4 batches for inference
with the Qwen-32B model
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Figure 2: Controlled sweeps of input and output sequence lengths on A6000 GPUs, on vLLM backend, described
in §3.1. We decompose inference costs into prefill and decode energy. At small batch sizes and input sequence
lengths, energy intensity of a workload scales sub-linearly with increasing sequence length input sequence lengths.
Decoding is more energy intensive per token than prefill, but energy intensity begins scaling linearly even for short
generations and small batch sizes with the vLLM framework.
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Figure 3: At small batch sizes, speculative decoding
provides reduced latency and energy savings. At larger
batch size speculative decoding increases energy.

3.1 Effects of Dataset and Sequence Length

We present results from our controlled sweep of
sequence lengths and batch sizes in Figure 2. For
small input sequence lengths or batch sizes, pre-
fill energy cost increases negligibly with increases
in sequence length. For larger sequences achieve
higher hardware utilization, the prefill energy cost
scales at similar rates irrespective of batch size
with further length increases.*

Likewise, in the middle figure, the energy use
of decoding scales with input context length only
at larger input sequence lengths; as autoregressive
generation is dependent on both input sequence
length and previously generated tokens. However,
the energy intensity of decoding scales linearly
with output sequence length at even small batch
sizes and sequences due to the incremental, sequen-
tial nature of decoding.

Generally, decoding dominates the overall work-
load energy consumption except for tasks with
shorter generation lengths, such as in classification

4See Figure 11 in Appendix E for similar behavior with a
different fixed output sequence length.
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Figure 4: Mixture-of-Experts LLMs require more en-
ergy than dense models with comparable active parame-
ters; differences are pronounced at larger batch sizes.

and short-form summarization. Note the log-log
scale and the parallel linear trends, where the dif-
ferences in energy use are proportionate with the
differences in batch size. This batch size-dependent
rate of increase in decoding energy reflects the rela-
tive underutilization of the GPU compared to what
is observed in the prefill phase.’ In the follow-
ing sections, we discuss a variety of algorithmic
and software interventions that are appropriate for
different types of workload geometries.

3.2 Effects of Algorithmic Optimizations

Speculative Decoding Only Reduces Energy at
Low Batch Sizes. Speculative decoding is com-
monly used to achieve inference speedups in low-
batch inference in which autoregressive decoding
fails to achieve high GPU VRAM utilization. How-
ever, for large batch sizes where GPU is already
saturated, draft model speculation and excess verifi-
cations introduce additional overhead. In the large
batch case, for short to medium contexts, LLM

5See Fig 10 in Appendix E for additional results on vanilla
PyTorch backend.
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Figure 5: Energy consumption comparison across different GPUs for inference with PyTorch and vLLM backends
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vLLM with and without CUDA Graph serialization. The line in black represents the maximum allowable batch size
for PyTorch. Relative savings are most apparent in the low batch size regime and that vLLM due to its optimizations

can serve a larger batch size.

inference is typically compute bound, making spec-
ulative decoding slower than autoregressive decod-
ing with the target model (Chen et al., 2025; Liu
et al., 2024).

Compared to variations in energy use from al-
ternate decoding strategies and sampling methods,
speculative decoding has the greatest effect on the
energy use and latency of language model infer-
ence. At smaller batch sizes (< 16) speculative
decoding is effective in reducing the total energy
cost of inference with up to +29.14% compared to
single-example inference (Figure 3). However, au-
toregressive decoding methods are more efficient
at larger batch sizes, with speculative decoding
requiring 25.65% more energy when performing
inference at a batch size of 128.

Mixture of Experts Incurs Higher Inference En-
ergy Costs. Sparse mixture-of-experts are often
utilized as an alternative architecture due to their
increased sample efficiency during training and
increased performance relative to dense neural net-
works with the same number of active parameters.
Although both dense OLMo-1B and the OLMoE1B-7
B mixture-of-experts models use substantially less
energy than the dense OLMo-7B model, the OLMoE
architecture utilizes up to 54.24% more energy
than the base OLMo 1B model, despite having a
similar number of active parameters.

We identify that the increased energy and latency
of MoE’s can be attributed to the fused kernel used
in the expert layers which is substantially slower
than the corresponding GEMM operation in linear
layers in the dense model; 19.70% slower at batch
size 1 and 63% slower at batch size 8. Notably,
we observe that the additional routing operations
in the MoE model introduce minimal latency; and

that the increased overhead of more CUDA graph
and kernel launch operations are largely mitigated
through kernel serialization and graph compilation
optimizations (i.e. vLLM with CUDA Graphs).

3.3 Effects of Software Optimizations

PagedAttention with vLLM Improves Efficiency.
Compared to native PyTorch, the vLLM inference
serving engine improves both the throughput and
the energy efficiency. The vLLM framework uses
PagedAttention to implement non-contiguous KV
cache blocks which reduces memory fragmentation
and allocation of redundant memory in the case of
sparse sequences (Kwon et al., 2023);. These op-
timizations allow for improved memory efficiency
and the vLLLM framework to support larger batch
sizes on fixed memory GPUs.

Compilation and Kernel Serialization Improves
Efficiency. Graph compilation and kernel serial-
ization increase hardware utilization by removing
redundant operations in the computational graph
and reducing kernel launch overhead (Fernandez
et al., 2023), respectively. We observe that both
torch.compile and CUDA graph serialization
(eager=False) improve throughput at no addi-
tional energy cost in Figure 5. We note that the ben-
efits of CUDA graphs are more apparent at lower
batch sizes, as the relative cost of kernel launch is
larger for smaller computational workloads.

Continuous Batching Reduces Energy Use.
Static batching maintains a fixed batch size through-
out inference, which leads to GPU under-utilization
when generation lengths vary and idle compute ac-
cumulates after early terminations. Continuous
batching mitigates this by dynamically replacing
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Figure 6: Energy Use of Llama-3.1 8B and Qwen 32B
with varying degrees of Tensor Parallelism.

completed requests with new ones, improving GPU
utilization and reducing idle time (Yu et al., 2022).
This approach is particularly effective when genera-
tion lengths have high variance, yielding significant
speedups at larger batch sizes.

We observe that at smaller batch sizes the over-
head of online scheduling outweighs its benefits but
at larger batch sizes, online serving with continuous
batching requires less energy; details in Appendix
D. We note that the numbers under-represent the
impact of continuous batching given the samples
are drawn from the same dataset, thereby reducing
the variance in input and output lengths.

3.4 Effects of Hardware Design Choices

Multi-GPU Tensor Parallelism Reduces Latency
for Increased Power Use. = Model parallelism
techniques such as tensor and pipeline parallelism
are frequently used to alleviate the memory pres-
sure of large sets of model parameters and batch
sizes, as well as to leverage multiple hardware ac-
celerators in order to speed up workload execu-
tion (Narayanan et al., 2021). Additionally, for
fixed workloads, tensor parallelism reduces both
the per-device computational intensity and per-
device power utilization as the workload is sharded
across accelerator. However, the speedups from
additional accelerators are insufficient to offset the

energy cost of utilizing more devices (i.e. utilizing
twice the GPUs fails to yield a two-fold speedup).

In Figure 6, we observe that utilizing tensor par-
allelism to scale from inference with a single GPU
to four GPUs reduces latency and per-device power
utilization for the Llama-3.1 8B model. However,
increasing parallelism yields higher total energy
use due to the larger number of accelerators. Con-
cretely, parallelizing a fixed workload over two
and four GPUs decreases latency by 40.16% and
61.34% but increases total energy use by 29.3%
and 55.23% at single batch inference due to the
introduction of additional devices.

Effects of Hardware Speed The effectiveness of
optimization techniques varies significantly across
hardware platforms, with faster accelerators show-
ing greater benefits from optimizations that target
computational efficiency. Our results demonstrate
that graph compilation, kernel serialization, and
speculative decoding achieve their maximum im-
pact on the A100 GPU.

Specifically, PyTorch compilation yields a
29.90% improvement on the A100, which drops
to 13.28% on the RTX 6000 Ada and further to
1.96% on the A6000. Similarly, vLLM’s eager
mode optimization shows a 25.47% improvement
on the A100 versus 2.97% on the A6000. This
pattern suggests that as hardware computational ca-
pabilities increase, the relative impact of software
optimizations targeting kernel efficiency becomes
more pronounced.

4 The Impact of Optimizations on
Inference Energy Use

In this section, we outline our approach to model-
ing the energy consumption of an LLM under both
synthetic and realistic workload distributions. We
leverage classical NLP tasks and datasets of infer-
ence requests to estimate energy usage across dif-
ferent execution environments, including PyTorch-
native and vLLM backends with software optimiza-
tions on a single A6000 GPU. We consider the
effectiveness of the evaluated inference efficiency
optimizations in reducing the energy in simulated
offline batched processing of sequences.

4.1 Modeling Energy Requirements Using
Offline Serving

We consider the energy required to process a
dataset D = {R;, Rg,..., Ry} in an offline set-
ting in which all requests can be batch processed
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Figure 7: Comparison of the real token length distributions (blue) with the binned approximation (orange) for
Azure conversation input (left) and output (right) token lengths. The CDF plots illustrate how our binning strategy
approximates the empirical distribution while ensuring computational efficiency for energy estimation.

freely, and where each request I?j consists of a
tuple (ix, o), representing the input token length
1, and the output generation length oy:

Rk:(ik,ok), Vk‘E{l,...,N}.

Since ¢, and oy, vary significantly across requests,
we utilize dataset statistics—including the median
and 99th percentile of input and output lengths
(discussed in §4.3) to inform our binning strategy.

Binning Strategy. To effectively handle the
broad range of (i, o) values, we define discrete
bin sets for input and output lengths:

Lhins = {2 | m € N, 4 < m < 13}
= {32,128,...,8192},

Obins = {2" | n e N,3<m <9}
= {8,16,...,512}.

These bin choices ensure sufficient coverage across
realistic request distributions. Notably, we exclude
extremely long input requests (> 8k tokens) and
generation outputs beyond 512 tokens (based on
Tables 1, 2).

Mapping Requests to Bins. Given a request
R = (i,0), we map it to the closest ceiling bin:

I = min{[ € Ipins | I> i},
OF = min{O € Obins | 0> 0}.

We group requests within the same (I*, O*) bin
into batches of size B(I*,O0*), the maximum al-
lowable batch size for the given hardware and back-
end configuration. Processing requests in such
batched form allows for more efficient energy uti-
lization and is more representative of real-world
inference setups (albeit offline).

For each unique bin (I*, O*), we collect energy
measurements, E2L (I*, O*). This value signifies
the observed energy used to process a full batch
of size B(I*, O*) with input lengths I* and output
lengths O* for the given backend and hardware.

Finally, we calculate the total estimated energy
consumption (Emtal) for serving N requests across
the entire workload. This is done by summing the
energy contribution from each bin:

=R Nreal([*’ O* . . .
Erota = Z ( B(I* O*) )> Ebzetllh(l 70 )7
(I*,0%) ’

where N™(I* O*) is the total number of ob-
served requests mapped to bin ?I * , and the

real ( 7x ()*
term % represents the total number of

batches required to process these requests.

4.2 Idealized Baseline

As a naive baseline, we estimate an upper bound
of the energy efficiency of these workloads with a
baseline derived from the manufacturer-rated hard-
ware speeds (FLOPSgw), power draw (TDP),
and floating point operations (FLOPs) required for
inference F LOPs %. This approximation assumes
hardware is being utilized as maximum efficiency
both in through idealized floating point operation
throughput and maximum power draw.

B TDP
Optimal — FLOPSHW

x Y N™I*,0%) x FLOPs(I*,0")

I* O*
" Based on the Nvidia datasheet for the RTX A6000 GPU,
we utilize consider FFLOPSgw of 309.7 TFLOPS and a

300W TDP power draw; and estimate theoretical inference
FLOPs with the DeepSpeed profiler (Rasley et al., 2020).
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4.3 Evaluations

We examine a suite of classical NLP tasks and
LLM inference workloads, each characterized by
a range of different input context and output gen-
eration sequences; with dataset statistics provided
in Tables 3, 1, 2. We simulate a large-scale offline
processing setting on the RTX A6000 GPUs, in
which examples are binned by sequence lengths
(as described in §4 and processed in parallel in the
largest possible batches that fit in GPU memory.

Utilizing the simulated workloads described in
Sec 4.1, we estimate the effectiveness of the in-
ference efficiency optimizations. Based on these
results, we select an inference framework with ef-
ficiency optimizations targeting large batch infer-
ence. Concretely, we consider inference with a
dense model utilizing vLLM with CUDA graph
serialization (eager mode off) on a single GPU and
compare it to native PyTorch as a lower bound on
energy efficiency. In addition, we also model the
idealized energy baseline based on the model and
hardware configurations.

Dataset Mean =+ Std Median 99th
BurstGPT 256.80 4+ 242.27 215 1038
Azure Chat  1631.58 £ 1529.64 928 6683
Azure Code 2511.28 4+ 2133.54 1930 7685

Table 1: Input Sequence Length Statistics Across Real-
World LLM Workloads

Dataset Mean + Std Median 99th
BurstGPT 35.10 & 108.59 7 478
Azure Chat  105.51 £ 158.25 41 694
Azure Code 22.69 + 74.78 8 271

Table 2: Output Sequence Length Statistics Across Real-
World LLM Workloads

Task Mean + Std Max Output
Translation 49.96 + 39.39 550 64
Generation 136.89 + 93.13 547 64
Classification 292.48 +239.94 3112 1
Summarization 838.49 +400.70 2386 64

Table 3: Tokenized Input and Output Length Statistics
Across NLP Tasks used for Energy Benchmarking

Classical NLP Tasks. We benchmark the energy
use in a set of classical natural language process-
ing tasks in the English language: text classifica-
tion (IMDB, Maas et al., 2011), machine transla-
tion (WMT-14, Bojar et al., 2014), summarization
(CNN-DailyMail, Nallapati et al., 2016), and text
generation (Wikitext-2 (Merity et al., 2016)).

¢ PyTorch ()
0.05 vLLM
=
= 0.04 [ ]
=
=
Eﬁ 0.031
-
[}
=t
/3 0.024
K ) -
0.014
wiki imdb CNN wint
Task

Figure 8: Inference energy comparison for 1024 ex-
amples for PyTorch without compilation and vLLM
without eager.

For each of these tasks, we sample a subset of
1024 examples with statistics of each dataset for
the input and the output tokens provided in Table 3.
We note that the input sequences were padded to
the maximum sequence length. The energy profiles
for the best run, characterized by the least energy
are summarized in Figure 8, with consistent reduc-
tions in energy use provided by inference efficiency
optimizations.

Real-World LLM Workloads Additionally, we
estimate the energy intensity and effectiveness of
efficiency optimizations on real-world LLM work-
loads. We simulate the offline processing of LLM
inference requests as used in applications for short-
form conversations with the Burst-GPT dataset
(Wang et al., 2024) and long context conversations
and code completion with the Azure LLM Infer-
ence chat and code traces (Stojkovic et al., 2024b).
Each dataset provides a traces of LLM inference
requests with their corresponding input context and
output generation lengths. As compared with the
classical NLP tasks, modern LLM workloads tend
to be longer in both input context and output gener-
ation token lengths, with code-assist applications
having longer contexts, whereas conversational set-
tings resulting in longer generations.

Dataset PyTorch %A  vLLM % A
BurstGPT 506.52% 63.75%
Azure Code 102.79% 26.59%
Azure Conversation 490.23% 64.22%

Table 4: Percentage differences of energy consumption
relative to theoretical values for offline inference.

Due to the larger number of requests and in-
creased sequence lengths, we observe that these
workloads require substantially larger amounts of
energy. However, we find that in the simulated
offline batched processing setting, proper appli-
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cations of inference efficiency optimizations can
substantially reduce energy costs with savings of
73.00%, 37.58%, and 72.18% on BurstGPT, Azure
Code and Conversation, respectively.

5 Related Work

Efficient Methods for LLM Inference To meet
the service-level-objective (SLO) serving require-
ments of real deployment settings, efficiency opti-
mizations for LLM inference are often designed to
optimize model serving speed, as measured by la-
tency and time-to-first-token. A variety of methods
have been developed to meet these latency con-
straints, including: continuous batching (Yu et al.,
2022), model parallelism (Narayanan et al., 2021;
Huang et al., 2019; Li et al., 2020), speculative
decoding (Liu et al., 2024; Leviathan et al., 2023;
Chen et al., 2023, 2025), and disaggregated serving
(Zhong et al., 2024).

Solely optimizing system performance for speed
is insufficient in characterizing energy use and car-
bon emissions of LLM inference; as such methods
may require additional computation or exhibit low
correlation between efficiency cost indicators (De-
hghani et al., 2022). Recent work has explored
methods for explicitly reducing energy require-
ments and carbon emissions for LLM serving via
disaggregated serving over heterogeneous hard-
ware (Shi et al., 2024), system-wide scheduling
and request routing to energy-optimized instances
(Stojkovic et al., 2024b), and prompt directives
to induce shorter sequence generations (Li et al.,
2024). However, the exact impact or improvements
in energy requirements for latency-optimized meth-
ods is often not characterized.

Estimations and Measurement of of Energy Use
in NLP The energy and carbon emissions of ma-
chine learning models have been a growing con-
cern in the research community and industry as the
scale of models and prevalence of deployment has
increased (Schwartz et al., 2020; Wu et al., 2022).
Estimations of the energy requirements and envi-
ronmental impact of LLMs have largely focused on
estimation of costs for pretraining and finetuning;
due to the large singular costs of model develop-
ment (Strubell et al., 2020; Wang et al., 2023; Luc-
cioni et al., 2023; Faiz et al., 2023) — leading large
industrial developers to report energy required for
pretraining (OLMo et al., 2024; Morrison et al.,
2025; Dubey et al., 2024).

In contrast, inference workloads exhibit varia-

tion in request frequency, batching, input and out-
put sequence lengths, and are executed over di-
verse hardware platforms at scale. Previous work
has investigated the comparative energy cost of
machine learning models across various tasks (Luc-
cioni et al., 2024b,a), the energy costs of LMs of
various sizes (Samsi et al., 2023; Wu et al., 2025),
the effects of hardware configurations (i.e. GPU
power capping and frequency scaling; (Samsi et al.,
2023)), and the impact of sequence length variabil-
ity and batching strategies (Patel et al., 2024; Sto-
jkovic et al., 2024a; Wilkins et al., 2024). However,
such evaluations often rely on simplified deploy-
ment settings with limited sets of model architec-
tures, serving frameworks, and optimizations.

6 Conclusion

In this work, we evaluate the impact of common
inference efficiency optimizations on the energy
requirements of large language model serving. We
examine a variety of optimization techniques and
evaluate on representative data corresponding to
classical NLP tasks as well as modern LLM de-
ployment settings. We conclude that the effective-
ness of latency optimizations in reducing energy
use is highly sensitive to the shape of the input
data, underlying hardware architecture, and soft-
ware framework implementations; and that opti-
mizations cannot be applied uniformly.

Additionally, we conduct a case study of classi-
cal NLP tasks and real-world LLM inference work-
loads and find that proper application of the studied
inference optimizations can reduce total energy use
by up to 73% on the BurstGPT chat dataset.
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Limitations and Risks

In this work, we evaluate the energy efficiency and
carbon emissions of LLM inference as approxi-
mated by total GPU power usage. Although GPUs
the majority of arithmetic operations required for
inference and operate at a higher TDP than other
components, we do not account for the energy use
by other other components of the hardware system
such as power use from CPU, memory, or disk stor-
age (McAllister et al., 2024; Patel et al., 2024); or
estimate the energy requirements of other hardware
accelerator architectures (e.g. TPUs, NPUs, etc.).
Likewise, we conduct an investigation of com-
monly used inference software frameworks and
standard efficiency optimizations. However, there
remain other settings and computational optimiza-
tions that can be applied to LLM inference, such
as utilizing: reduced or mixed precision, adaptive
adjustment of GPU frequency, additional forms of
model parallelism, or other forms of load manage-
ment and workload scheduling; which remain out
of the scope of this work (Stojkovic et al., 2024b).

In this work, we primarily focus on the operation
energy use of machine learning inference. Estima-
tion of the embodied costs of inference; and the
costs of machine learning training remain out of
the scope of this work.

Although improved characterization of the en-
ergy use of LLM inference can be used to design
more efficient serving settings and reduce the en-
ergy needs of inference, it is possible that reduc-
tions in the cost of pretraining may then lead more
individuals and organizations to pursue large model
pretraining (i.e. Jevons Paradox).
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A Hardware Details

In Table 5, we provide additional details on the
hardware configurations of the nodes used in our
benchmarking experiments.

B Dataset Licenses

The CNN-DailyMail dataset used for summariza-
tion is released under the Apache-2.0 License. The
dataset Wikitext-2 dataset for text generation is
available under the Creative Commons Attribution-
ShareAlike License. The WMT-14 translation
datasets are released for non-commercial use. The
BurstGPT and Azure trace datasets are released
under CC-BY-4.0 licenses.
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D Additional Optimzations: Continuous
Batching

In Figure 9, we present additional results on the
impact of vVLLM’s continuous batching for online
inference in which we observe that at large batch
sizes continuous batching yields reductions in en-
ergy use.

E Additional Sequence Length Results

In Figure 10, we present additional results on the
effects of scaling input and output sequence lengths
with the PyTorch framework.
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Figure 10: Controlled sweeps of input and output sequence lengths on A6000 GPUs, with vanilla PyTorch backend.
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Figure 11: Controlled sweeps of input and output sequence lengths on A6000 GPUs, with vLLM offline inference.

Here, we display multiple fixed sequence length sizes for comparison as we sweep across batch size and the other
dimension of sequence length.
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