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Abstract

Evaluating machine-generated text remains a
significant challenge in NLP, especially for non-
English languages. Current methodologies, in-
cluding automated metrics, human assessments,
and LLM-based evaluations, predominantly fo-
cus on English, revealing a significant gap in
multilingual evaluation frameworks. We intro-
duce the Cross Lingual Auto Evaluation (CIA)
Suite, an extensible framework that includes
evaluator LLMs (HERCULE) and a novel test
set (RECON) specifically designed for multi-
lingual evaluation. Our test set features 500
human-annotated instructions spanning various
task capabilities along with human judgment
scores across six languages. This would enable
benchmarking of general-purpose multilingual
LLMs and facilitate meta-evaluation of Evalua-
tor LLMs. The proposed model, HERCULE, is
a cross-lingual evaluation model that addresses
the scarcity of reference answers in the target
language by learning to assign scores to re-
sponses based on easily available reference an-
swers in English. Our experiments demonstrate
that HERCULE aligns more closely with hu-
man judgments compared to proprietary mod-
els, demonstrating the effectiveness of such
cross-lingual evaluation in low resource sce-
narios. Further, it is also effective in zero-shot
evaluation on unseen languages. This study is
the first comprehensive examination of cross-
lingual evaluation using LLMs, presenting a
scalable and effective approach for multilingual
assessment. All code, datasets, and models are
available at github/CIA and hf.co/CIA.

1 Introduction

Evaluating machine-generated text has long been
a central challenge in Natural Language Process-
ing (NLP). Substantial progress has been made
in English-language evaluations, using (i) auto-
mated metrics (Papineni et al., 2002; Lin, 2004;
Rei et al., 2020; Sellam et al., 2020), (ii) human
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Frank

Reference Answer

The response does 
manage to satisfy some 
preferences but also 
creates a few conflicts. 
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[RESULT] 2

LLM Feedback
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Figure 1: We present cross-lingual Evaluator LLM,
HERCULE, where the Instruction & Response pro-
vided to the model are in the target language, while all
other fields are in English. The model generates feed-
back & score in English for a given evaluation example.

evaluations (Watts et al., 2024; Chiang et al., 2024),
and (iii) more recently, automated evaluations us-
ing Large Language Models (LLMs) (Zheng et al.,
2023a; Kim et al., 2023b; Dubois et al., 2023; Li
et al., 2023). However, a comprehensive frame-
work for multilingual evaluation which goes be-
yond English remains missing. This gap is largely
due to the absence of a robust multilingual bench-
mark covering complex open-ended tasks and a
reliable evaluation metric. Time and again, bench-
marks have proven essential in driving progress
in NLP (Rajpurkar et al., 2016; Hu et al., 2020a;
Wang et al., 2018; Conneau et al., 2018). This leads
us to our first observation: {A} there is an urgent
need to develop a robust multilingual benchmark
and an easy-to-use evaluation framework to further
advance the field.

Even if one develops a comprehensive bench-
mark that encompasses a wide variety of gener-
ation tasks and instruction-following capabilities,
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the challenge of achieving quick and automated
evaluation persists. Traditionally, human evalua-
tions have been the most reliable method for as-
sessing models. However, as these models become
more sophisticated and creative, it has become dif-
ficult for non-experts to evaluate model outputs
accurately. Many non-experts often depend on su-
perficial indicators of correctness, resulting in hu-
man evaluations that have devolved into mere “vibe
checks”1 (Chiang et al., 2024), wherein, evaluators
rely on personal biases rather than objective criteria
to determine a winner. This limitation has led to
the growing adoption of LLMs as evaluators, given
that LLMs often possess more extensive knowledge
bases than human evaluators. While LLM-based
evaluation comes with its own challenges (Dodda-
paneni et al., 2024; Zeng et al., 2023; Zheng et al.,
2023a), LLMs offer faster, cheaper, and, in certain
contexts, more reliable assessments compared to
human evaluations.

Grounded in this modern reality, we focus on
a framework for LLM based cross-lingual evalua-
tion. To begin with, we make a few observations.
First, prior works (Kim et al., 2023b, 2024b; Wang
et al., 2023b) have shown that trained evaluators
significantly outperform untrained ones, matching
the performance of proprietary LLMs. {B} Hence,
it is prudent to build a trained crosslingual LLM
evaluator. Second, within the space of trained eval-
uators, some studies (Doddapaneni et al., 2024;
Kim et al., 2023a) have shown that reference-
based approaches (Kim et al., 2023a) where the
evaluator model is provided with a reference an-
swer are more accurate and reliable than reference-
free approaches (Hada et al., 2023; Zheng et al.,
2023b). The latter solely rely on their parame-
terized knowledge and hence do not produce very
reliable evaluations. {C} We, thus focus on building
a reference-based evaluator LLM. However, such
references are scarcely available for non-English
languages but available in abundance for English.
{D} We thus make a case for cross-lingual evalua-
tion, wherein responses generated in a non-English
language are assessed using a reference answer
available in English.

Based on A, B, C and D, we introduce the Cross
LIngual Auto Evaluation (CIA) Suite, an exten-
sible framework of evaluator LLMs and datasets
designed for multilingual evaluation. In this setup,
both the questions and responses are provided

1hf.co/blog/clefourrier/llm-evaluation

in the target language, while the reference an-
swers, evaluation instructions, and rubrics remain
in English, facilitating cross-lingual evaluation (ref.
Fig. 1). We also introduce the RECON test set, a
human-annotated, multi-purpose benchmark span-
ning six languages: Bengali, German, French,
Hindi, Telugu, & Urdu. This test set aims to bench-
mark general-purpose multilingual LLMs across
various tasks and to meta-evaluate the Evaluator
LLMs. We construct the INTEL training set by
automatically translating the Feedback-Collection
dataset (Kim et al., 2023b). Finally, we release
HERCULE,B a series of cross-lingual, reference-
based Evaluator LLMs fine-tuned on INTEL using
the Llama-3.1-8B model series.

We present the results of our evaluation on the
RECON test set, highlighting the improved perfor-
mance of fine-tuned models over their zero-shot
counterparts (Sec. §5.1). Our findings demonstrate
that models trained on INTEL not only outperform
large, proprietary LLMs but also exhibit greater
alignment with human judgments, particularly in
low-resource languages (§5.2). The ablation stud-
ies show that models trained on one language can
effectively perform zero-shot evaluations on others
(§6.1), demonstrating the potential of cross-lingual
transfer. We also assess the impact of reference
answers (§6.2) and having reference answers in
English (§6.3). We use weight merging techniques
to create a unified Evaluator LLM for all target
languages (§6.4). Finally, we show that training
from an instruction-tuned model accelerates con-
vergence and also highlight the benefits of LoRA
training (Appendix §A). All artifacts are publicly
available.

2 Related Work

LLMs as Evaluators. With the growing open-
ended generation capabilities of LLMs (Meta,
2024; Team et al., 2024a; Zhao et al., 2024) and
the challenges of costly, inconsistent human evalu-
ations (Chiang and Lee, 2023; Chen et al., 2023),
many studies now propose using LLMs to score
model outputs (Zheng et al., 2023a; Dubois et al.,
2023; Kim et al., 2023b). This approach is gain-
ing traction due to the absence of reliable task-
specific metrics and strong correlations between
LLM and human scores (Dubois et al., 2023; Zheng
et al., 2023a). Evaluation strategies with LLMs
fall into two main types: absolute grading (Liu
et al., 2023; Hada et al., 2023) and pairwise com-
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parison (Wang et al., 2023a; Zheng et al., 2023a),
with methods relying on either prompt-based eval-
uations (Zheng et al., 2023a) or fine-tuning mod-
els for evaluation (Kim et al., 2023b; Wang et al.,
2023b). These methods operate in both reference-
driven (Fu et al., 2023; Kim et al., 2023b) and
reference-free scenarios (Liu et al., 2023). Studies
show that reference-based approaches are generally
more reliable (Doddapaneni et al., 2024; Kim et al.,
2023b), and trained evaluators demonstrate better
task adaptability and correlation with human judg-
ments compared to those relying on parametric
knowledge (Kim et al., 2024b). Advanced tech-
niques also explore multi-agent interactions (Chan
et al., 2023) or external evaluators (Min et al.,
2023). While LLM-based evaluation has its limita-
tions (Doddapaneni et al., 2024; Zeng et al., 2023),
it remains the preferred approach due to the lack of
scalable, cost-effective alternatives.
Multilingual Evaluators. The lack of comprehen-
sive benchmarks and reliable evaluation methods
hinders progress in multilingual model develop-
ment (Hu et al., 2020b; Doddapaneni et al., 2023).
Existing multilingual benchmarks are limited in
scale, domain, and rely heavily on costly human
evaluations, focusing mainly on classification and
sentence generation tasks (Singh et al., 2024; Watts
et al., 2024; Doddapaneni et al., 2023; Ahuja et al.,
2024). Though human evaluations and Elo ratings
help create leaderboards, a reliable metric for itera-
tive model development remain missing. Addition-
ally, prior work shows that GPT-4, as a multilingual
evaluator, delivers inconsistent results, highlighting
the need for a robust multilingual benchmark and
evaluation framework (Hada et al., 2023).
Weight Merging. Weight merging has proven ef-
fective in creating unified models and improving
performance across tasks such as language mod-
eling (Matena and Raffel, 2022; Li et al., 2022;
Ilharco et al., 2023), instruction following (Jang
et al., 2023b; Yu et al., 2024), preference learn-
ing (Jang et al., 2023a; Ramé et al., 2023), and mul-
tilingual applications (Chronopoulou et al., 2023).
Techniques like linear merging (Wortsman et al.,
2022) average model weights, while task vector
arithmetic (Ilharco et al., 2023) uses element-wise
subtraction to represent fine-tuned models and
TIES (Yadav et al., 2023) resolves interference.
These methods are increasingly popular for build-
ing unified multitask models. In this work, we
explore merging techniques to develop a unified
model capable of evaluating multiple languages.

3 CIA: Cross Lingual Auto Evaluation

We introduce the CIA suite, a comprehensive
framework for cross-lingual evaluation. In this
setup, the questions and responses are provided in
the target language, while the reference answers,
evaluation instructions, and scoring rubrics remain
in English, enabling effective cross-lingual eval-
uation (ref. Fig. 1). This section presents the
human-annotated RECON test set (§3.1), details the
training data used in our experiments (§3.2), and
describes the HERCULE evaluator models trained
on this data (§3.3).
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Figure 2: Distribution of task capabilities in RECON.

3.1 RECON: Test Data
We introduce RECON, a human-annotated, general-
purpose multilingual evaluation benchmark. The
input prompts are fully human-generated with mul-
tiple levels of supervision. This benchmark serves
two key purposes: (i) to assess the multilingual
capabilities of LLMs and (ii) to meta-evaluate the
performance of Evaluator LLMs. Each instance in
RECON consists of a tuple (PX , CEn, RX

eval, R
En
ref ,

s), with superscripts indicating the language. Here,
PX represents the input prompt, REn

ref denotes the
reference response, CEn defines the evaluation cri-
teria and rubrics. Further, for meta-evaluation of
Evaluator LLMs, RX

eval is provided as the response
with an associated expected score (s). To ensure the
integrity of the benchmark, all components undergo
thorough manual review and validation.

The input prompts (P ) are sourced from various
benchmarks, ensuring all are human-written and
reflective of real-world scenarios (see Fig. 2). The
benchmark consists of 500 prompts, of which 250
are from BigGenBench (Kim et al., 2024a), which
includes per-example rubrics and tasks like plan-
ning, instruction following, and reasoning. The
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remaining 250 are curated from test sets such
as UltraEval (Ding et al., 2023), WizardLM (Xu
et al., 2023), LIMA (Zhou et al., 2023), MT
Bench (Zheng et al., 2023a), and FBI (Doddapa-
neni et al., 2024), covering tasks like long-form
writing, creativity, and factual questions.

Following an approach similar to BigGen-
Bench (Kim et al., 2024a) and Prometheus (Kim
et al., 2023b), we generate scoring criteria C for
each question. We prompt GPT-4o to first gener-
ate question-specific criteria that could be used to
evaluate a response, followed by detailed rubrics
for assigning scores from 1 to 5. To guide the pro-
cess, we provide three manually written criteria
and rubric examples as in-context demonstrations.
All generated rubrics are manually reviewed and
verified by the authors.

To generate reference answers Rref , we prompt
GPT-4o with the question and corresponding rubric,
instructing it to produce an answer that scores
5, formally expressed as f(P,C, s = 5) →
Rref . A manual review of sampled references
confirmed their high accuracy. Similarly, we
generate evaluation responses Reval by prompt-
ing GPT-4o to produce answers scoring ‘i’ based
on the rubrics, ensuring a uniform score distribu-
tion across the benchmark. This process is repre-
sented as f(P,C,Rref , s = i) → Reval, where
1 ≤ i ≤ 5. All responses are manually verified
by the authors to ensure they align with the in-
tended score. Detailed prompts are provided in
Appendix D.

Finally, all the prompts (P ) in the test set are
manually translated into six target languages: Ben-
gali (bn), German (de), French (fr), Hindi (hi), Tel-
ugu (te), and Urdu (ur), with one dedicated in-
house translator assigned to each language. Addi-
tionally, the responses to be evaluated (Reval) are
translated using GPT-4o, followed by thorough hu-
man verification and correction. Annotators were
specifically instructed to ensure that errors in low-
scored answers were accurately translated without
any unintended corrections.

3.2 INTEL: Training Data

We use the Feedback-Collection (Kim et al., 2023b)
dataset for training and the Feedback-Bench (Kim
et al., 2023b) dataset for validation. During training
and validation, prompts (P ) and answers (Reval)
are translated into the target languages, while eval-
uation instructions, rubrics (C), and reference an-

swers (Rref ) remain in English. Using GPT-4o,2

we translate the data into six target languages, re-
lying on automated translation due to the impracti-
cality of manual translation.

To assess translation quality, we sampled 100 ex-
amples per language and had human experts eval-
uate them on a binary scale. Translations were
marked valid if they conveyed the intended mean-
ing without major errors. We found that fewer
than 5% samples were deemed invalid (See Ap-
pendix E). Based on this feedback, we decided
to rely on GPT-4o for our use case. Notably,
this auto-translated data is used only for train-
ing and is not part of the manually verified RE-
CON benchmark. The final dataset after auto-
translation includes 100k training samples and
1k validation samples per language, formatted as
{PX , CEn, REn

ref , R
X
eval, F

En, s}, where (F, s) rep-
resents the feedback and score.

3.3 HERCULE: Fine-tuned Evaluator LLM

Using INTEL (§3.2), we fine-tune LLAMA-3.1-8B-
I (Meta, 2024) to equip the model with evaluation
capabilities, resulting in the creation of the HER-
CULE series for each of the six target languages.
We train HERCULE on the absolute grading ob-
jective, where, given a prompt (PX ), an LLM re-
sponse (RX

eval) in the target language, an evaluation
criteria (CEn), and a reference answer in English
(REn

ref ), the evaluator LLM is tasked with providing
feedback (FEn) and assigning a score (s) on a Lik-
ert scale from 1 to 5. Formally, we denote this ob-
jective as f(PX , CEn, REn

ref , R
X
eval) → (FEn, s).

Building on prior work (Wei et al., 2022; Kim et al.,
2023a), we train the model to first generate an ex-
planation for the evaluation, followed by a score.

4 Experimental Setup

Our goal is to use our RECON test set to assess the
utility of HERCULE and other LLM-based evalua-
tors for crosslingual evaluation. In this section, we
outline our experimental setup for doing so. We
begin by outlining the training details (§4.1), met-
rics (§4.2), followed by a description of the various
models considered in our experiments (§4.3).

4.1 Training Details

The HERCULE model is trained on INTEL with
a sequence length of 4096, using FlashAttention
2 (Dao, 2024) and optimized with AdamW at a

2https://openai.com/index/hello-gpt-4o/
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1e-5 learning rate for 3 epochs. All experiments
were run on 8 Nvidia H100 GPUs. Evaluations are
performed on RECON (§3.1), using human-written
prompts reflecting real-world scenarios (see Fig. 2).

4.2 Metrics

As mentioned earlier, every response in the RECON

test set has a ground truth score associated with
it. To assess the agreement between the ground
truth scores and the scores assigned by the evalua-
tor LLM, we use linear weighted Cohen’s Kappa
(κ) (Sakai, 2021). An agreement score approaching
1 indicates a strong correlation between the evalua-
tor and the ground truth, while scores approaching
0 indicate a weak alignment.

4.3 Models Considered

We consider the following models for both Zero-
Shot and Fine-Tuning experiments. For fine-tuning,
we train GEMMA, SARVAM, and AYA23 using the
same setup as HERCULE. In the zero-shot setting,
we evaluate LLAMA-3.1-405B-I, GPT-4O, and
GEMINI-1.5-PRO, as their large size and propri-
etary nature limit fine-tuning.

GEMMA: An open-source LLM trained on 6T
tokens with better tokenizer fertility3 compared to
LLAMA-3.1 (Team et al., 2024b).

SARVAM4: An open-source LLM trained for
Indian languages with 2T synthetic tokens.

AYA23: Aya23 is an 8B open-weight in-
struction fine-tuned model, showcasing highly
advanced multilingual capabilities in 23 lan-
guages (Aryabumi et al., 2024).

LLAMA-3.1-405B-I: One of the largest open-
source models currently available, evaluated in
a zero-shot setting on RECON (§3.1) bench-
mark (Dubey et al., 2024).

GEMINI-1.5-PRO: A powerful proprietary
LLM, known for its advanced multilingual capabili-
ties compared to other closed-source models (Team
et al., 2024a).

GPT-4O: A powerful proprietary LLM, often
regarded as the leading choice for evaluation tasks.

5 Results

In this section, we analyze the results of the CIA
framework on the RECON test set (§5.1). We then
compare its evaluation capabilities against human

3average number of tokens required to represent a word
after tokenization

4huggingface.co/models/sarvamai/sarvam-2b-v0.5

assessments (§5.2) and conclude with a qualitative
evaluation of the LLM evaluations (§5.3).

5.1 Does Cross Lingual Evaluation Work?

We evaluate all models and baselines on the RE-
CON test set, reporting the Cohen’s Kappa (κ)
score (Sakai, 2021) between the Evaluator LLM
and the ground truth scores in Table 1. Our re-
sults demonstrate that models fine-tuned with IN-
TEL consistently outperform their zero-shot coun-
terparts. Notably, models trained on INTEL signif-
icantly surpass even large, proprietary, black-box
LLMs in performance (e.g., our HERCULE model
outperforms the GPT-4O model). It is important to
note that, despite some models having high fertility
for the languages being trained and evaluated (ref.
Fig. 4 in Appendix C), they still significantly out-
perform zero-shot evaluations conducted with large
LLMs. This emphasizes that, even when the base
model does not have a fair representation for the
languages of interest, fine-tuned models demon-
strate superior alignment and performance com-
pared to generic large-scale models that haven’t
been specifically trained on the evaluation task.

5.2 Evaluation in the Wild

So far, we evaluated the models using responses
from RECON (Sec. §3.1), constructed in a con-
trolled setting. To further assess the Evaluator
LLMs in real-world scenarios, we conducted hu-
man evaluations. We sampled 100 prompts per
language from RECON and generated responses us-
ing LLAMA-3.1-8B-I, GEMMA-2-2B, and GPT-
4O-MINI. Native speakers with formal training in
their respective languages scored each response,
with the final human score averaged across three
annotators. We then evaluate these responses using
GPT-4O, GEMINI-1.5-PRO, LLAMA-3.1-405B-
I, and HERCULE and compared their correlations
with human judgments. On average, HERCULE

demonstrated stronger alignment with human eval-
uations than both GPT-4O and GEMINI-1.5-PRO.
For high-resource languages like hi, which are offi-
cially supported by these models (OpenAI, 2024;
Meta, 2024; Aryabumi et al., 2024), zero-shot GPT-
4O achieved the highest performance. However, for
other languages, our cross-lingual fine-tuning pro-
vided clear advantages. We also found reasonable
inter-annotator agreement (IAA in Table 2). Note
that, even in this in-the-wild setup, the Evaluator
LLMs maintain the same relative rankings as in RE-
CON, validating RECON as a reliable benchmark for
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Model Type bn de fr hi te ur avg.

GPT-4O Zero-Shot 0.64 0.66 0.65 0.64 0.61 0.64 0.64
GEMINI-1.5-PRO Zero-Shot 0.54 0.58 0.59 0.57 0.53 0.57 0.56

LLAMA-3.1-405B-I Zero-Shot 0.60 0.66 0.66 0.62 0.51 0.65 0.62

Prometheus En-FFT 0.61 0.69 0.71 0.08 0.50 0.39 0.50

LLAMA-3.2 3B FFT 0.68 0.72 0.71 0.71 0.70 0.72 0.71
GEMMA 7B FFT 0.47 0.39 0.36 0.43 0.33 0.38 0.39
AYA23 8B FFT 0.70 0.72 0.73 0.72 0.65 0.71 0.70
HERCULE 8B FFT 0.74 0.75 0.75 0.74 0.69 0.74 0.73
HERCULE 8B LoRA 0.72 0.74 0.72 0.72 0.70 0.70 0.72

Table 1: Evaluation results of all models on the RECON test set. We report the Linear Weighted Cohen’s Kappa (κ)
score between the ground truth scores and the model predictions. Higher the value, better is the correlation. The
upper half of the table presents zero-shot evaluations, while the lower half shows the results of fine-tuned models on
INTEL dataset. refers to LLAMA-3.1-8B model trained on English Feedback-Collection (Kim et al., 2023b) and
zero-shot evaluated on target languages. Refer to Sec. §5.1 for detailed results.

Model bn hi te ur

GPT-4O 0.37 0.61 0.62 0.67
GEMINI-PRO 0.31 0.51 0.61 0.62
LLAMA 405B-I 0.38 0.59 0.67 0.72
HERCULE 8B 0.42 0.53 0.74 0.78

IAA 0.38 0.38 0.44 0.46

Table 2: Pearson correlation (ρ) between human an-
notator scores and Evaluator LLM scores on a sample
of 100 prompt-response pairs. A higher value indi-
cates stronger alignment with human judgments. See
Sec. §5.2 for detailed results.

evaluating Evaluator LLMs. We report other met-
rics, including Kendall’s Tau (τ ) and Spearman’s
(ρs) correlations, in Appendix F.

5.3 Qualitative Results

We now analyze the predictions made by the mod-
els, focusing on instances where the difference be-
tween the LLM score and the true score is equal to
1, as well as those where the difference is greater
than or equal to 2. These results are illustrated in
Fig. 3. Our observations indicate that, on average,
the LLM evaluator tends to be generous, award-
ing higher scores to the responses in both cases.
We manually examined the examples where the
difference between the true score and the LLM
score is greater than or equal to 2. In these cases,
we observed that for complex reasoning questions,
the model often relies on its parametric knowledge
to evaluate the output, sometimes overlooking the

bn de fr hi te ur
Languages

0.0

0.5

1.0

1.5

2.0

2.5

3.0

3.5

4.0
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or
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N=134 N=38
N=142

N=29

N=126

N=34
N=145

N=33

N=153 N=45 N=143 N=34

llm score (diff=1)
true score (diff=1)

llm score (diff>=2)
true score (diff>=2)

Figure 3: Comparison of LLM score vs True score when
the difference between the predictions is =1 and ≥2.
We see that LLM Evaluator is more generous and awards
higher scores. Refer Sec. §5.3 for detailed results.

reference answer. In the case of logical or mathe-
matical reasoning questions, the model applies its
knowledge to solve the problem, again neglecting
the reference answer. These solutions tend to be ac-
curate in high-resource languages like German (de)
and French (fr), but are frequently incorrect in low-
resource languages. We believe that incorporating
more training examples from these languages could
help address these issues, and we plan to explore
this in future work. We provide these examples in
Appendix G. We further observed that due to the
high fertility of the Llama tokenizer (ref. Fig. 4 in
Appendix C), some examples in certain languages
exceed the maximum sequence length of 4096 to-
kens. Specifically, we found that approximately
5% of Bengali examples and 20% of Telugu exam-
ples fall into this category. We believe that base
models with improved tokenizer fertility could help
mitigate this issue, and we urge the community to
consider this aspect when developing tokenizers.
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bn de fr hi te ur Avg.

0.64 0.66 0.65 0.64 0.61 0.64 0.64
0.61 0.69 0.71 0.08 0.50 0.39 0.50

bn 0.74 0.76 0.74 0.74 0.57 0.72 0.71
de 0.64 0.75 0.72 0.70 0.62 0.69 0.69
fr 0.62 0.75 0.75 0.69 0.60 0.68 0.68
hi 0.62 0.76 0.77 0.74 0.56 0.69 0.69
te 0.65 0.71 0.72 0.72 0.69 0.72 0.70
ur 0.64 0.76 0.77 0.73 0.59 0.74 0.70

0.74 0.75 0.75 0.74 0.69 0.74 0.73

Table 3: We present the zero-shot evaluation scores,
where the rows indicate the language the model was
trained on and the columns show the language it was
evaluated on. represents the scores for in-language
training. refers to LLAMA-3.1-8B model trained on
English Feedback-Collection (Kim et al., 2023b) and
zero-shot evaluated on target languages.

6 Ablations

In this section, we present the ablation studies con-
ducted in our research. We begin with an analy-
sis of zero-shot evaluation on unseen languages
(§ 6.1), followed by an assessment of the impact of
reference answers (§ 6.2) and reference answers in
English (§ 6.3). Next, we investigate weight merg-
ing techniques to develop a unified Evaluator LLM
for all languages (§ 6.4), and finally we explore
various modeling choices (Appendix § A).

6.1 Evaluation on Unseen Languages

Our primary evaluation focuses on in-language
training and testing, where the Evaluator LLM is
trained and tested on a target language X . In this
ablation, we explore cross-lingual evaluation by
training the Evaluator LLM on language X and
testing it on other languages. The second row of Ta-
ble 3 presents results for LLAMA-3.1-8B-I, trained
on the English Feedback-Collection (Kim et al.,
2023b) and evaluated on the RECON test set. Sub-
sequent rows show models trained on their respec-
tive languages, with evaluation results displayed
across different languages. The findings indicate
that zero-shot transfer from English is less effective.
While zero-shot performance from other languages
does not match the best results from HERCULE,
it significantly outperforms zero-shot evaluations
using large proprietary LLMs and English training
data. These results suggest that models trained on
language X can effectively generalize to related

Model bn de fr hi te ur

-8B 0.74 0.75 0.75 0.74 0.69 0.74
–w/o Ref 0.66 0.68 0.67 0.66 0.63 0.65
–w/ X Ref ✗ - 0.73 0.59 ✗ -

Table 4: Performance comparison of Evaluator LLMs
with and without reference answers, including those us-
ing reference answers in the target language (w/ X Ref).
Here, ✗ indicates that the models failed to converge dur-
ing training.

languages, enhancing the utility of Evaluator LLMs
for unseen languages.

Interestingly, the model sometimes performs bet-
ter on languages it was not trained on, such as a
model trained on Urdu outperforming others on
German and French. This can be partly explained
by the relationship between the resource level of the
training language and its generalizability. Models
trained on high-resource languages (e.g., German,
French, Hindi) tend to perform well on other high-
resource languages but struggle with low-resource
ones. Conversely, training on high-fertility lan-
guages like Bengali and Telugu improves perfor-
mance on those languages while maintaining rea-
sonable performance on high-resource ones. Urdu,
despite being unsupported by LLaMA, has a low
fertility rate similar to high-resource languages,
possibly explaining its stronger cross-lingual per-
formance. These results reveal the complex inter-
action between tokenization, resource availability,
and generalizability, warranting further study.

6.2 Importance of Reference Answer

Our primary hypothesis is that Evaluator LLMs
benefit from having a reference answer, particu-
larly when it is provided in English. To test this,
we trained an Evaluator LLM without a reference
answer and evaluated it on the RECON test set. As
shown in Table 4, the results indicate that the Evalu-
ator LLM without a reference performs worse than
one with a reference, consistent with findings from
Kim et al. (2023b) and Doddapaneni et al. (2024).

6.3 Importance of English Reference Answers

We examined the impact of using reference answers
in the target language by translating them for train-
ing, conducting experiments with Bengali, French,
Hindi, and Telugu. For French, a high-resource
language, we observed that non-English reference
answers did not improve performance and resulted
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in slightly worse performance compared to Evalua-
tor LLM with English reference answers. However,
for Hindi, we observed a significant drop in perfor-
mance, likely due to the skewed data distribution
during pretraining and post-training of the LLaMA
3.1 model. To explore generalizability, we ex-
tended the experiment to Telugu and Bengali, both
low-resource languages. These languages exhibited
significantly higher tokenizer fertility rates (>12)
compared to French and Hindi (<3) (ref. Fig.4
in Appendix C), leading to sequence lengths that
exceeded the 4096-token limit. This caused GPU
memory constraints and prevented the model from
converging. We expect similar challenges with
other low-resource languages, further reinforcing
the practicality of relying on English reference an-
swers. This aligns with our hypothesis that English
reference answers are not only easier to source
but also yield better results. These challenges un-
derscore the benefits of using English reference
answers, specifically:

• Obtaining reference answers in low-resource
languages is inherently challenging.

• Even when reference answers in the target
language are available, the poor representa-
tion of these languages in models—evidenced
by high tokenizer fertility (ref. Fig. 4 in Ap-
pendix C)—makes training evaluator models
for these languages both difficult and costly.

• At test time, the high tokenizer fertility for
non-English references would result in sig-
nificantly larger input sequences, increasing
inference costs.

Moreover, as modern LLMs are heavily opti-
mized for English, their tokenization performance
on non-Latin scripts is notably weaker (ref. Fig. 4),
increasing input sequence length. Therefore, we
recommend using English reference answers given
their easy accessibility, computational efficiency,
and the observed performance gains.

6.4 Single / Joint training / Weight Merging
In our initial experiments, we trained a separate
LLAMA-3.1-8B-I model for each language, result-
ing in six distinct models. Recent research has
investigated model merging, where models trained
on different tasks or languages are combined to
form a unified model. We apply linear (Wortsman
et al., 2022) and TIES (Yadav et al., 2023) merg-
ing techniques to create a single Evaluator LLM

Model bn de fr hi te ur avg.

Single 0.74 0.75 0.75 0.74 0.69 0.74 0.73

Joint 0.70 0.70 0.70 0.69 0.68 0.67 0.69
Linear 0.71 0.75 0.77 0.73 0.64 0.73 0.72
TIES 0.68 0.74 0.77 0.76 0.64 0.72 0.72

Table 5: Evaluation scores of merging methods on RE-
CON test set. Refer to Sec. §6.4 for detailed results.

for all six languages (Goddard et al., 2024), com-
paring these methods to joint fine-tuning, which
combines data from all languages for training. No-
tably, all methods utilize the same total GPU hours
across languages. The results in Table 5 show that
model merging generally outperforms joint training
and achieves performance comparable to individu-
ally trained models, particularly for high-resource
languages like German and French. However, indi-
vidually trained models still excel in low-resource
languages. Overall, model merging proves to be a
promising approach for developing unified multi-
lingual evaluator LLMs, especially when balanc-
ing performance across high-resource languages.
We also examined the rationales generated by the
merged model and found them to be coherent, ef-
fectively justifying the assigned scores. Examples
are provided in Appendix H.

7 Conclusion

In this paper, we introduced the Cross Lingual Auto
Evaluation (CIA) Suite, a comprehensive frame-
work for multilingual evaluation using LLMs. Our
analysis demonstrated that fine-tuning LLMs on
INTEL significantly improves evaluation accuracy,
particularly in low-resource languages. Results
from the RECON test set indicate that our fine-tuned
models outperform even large proprietary models.
Additionally, our evaluation against human assess-
ments revealed a strong alignment between our
models and human judgments, highlighting the ef-
fectiveness of cross-lingual fine-tuning in enhanc-
ing evaluation metrics across languages. Through
extensive ablation studies, we explored zero-shot
evaluation with our HERCULE model, established
the importance of reference answers, examined var-
ious modeling choices, and assessed the effective-
ness of weight merging techniques. By making our
code, datasets, and models publicly available, we
aim to encourage further research in developing
and evaluating robust multilingual models.
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Limitations

This work has a few limitations. First, due to the
costs associated with translation, we were unable
to perform experiments on a broader range of lan-
guages, which may limit the generalizability of our
findings. Second, the availability of multilingual
models for testing our framework is limited, which
restricts our ability to evaluate the performance
of various models within the proposed CIA Suite
comprehensively. Additionally, we did not explore
different configurations of the weight merging tech-
niques, such as balancing the contributions from
various languages to achieve optimal performance.

Ethics

Annotators who participated in the annotation
and/or verification task are paid a competitive
monthly salary to help with the tasks. The salaries
were determined based on the qualification and
the prior experience working on similar tasks and
adhering to the norms of the government of our
country. The annotators were made aware that the
datasets will be publicly released. The annotated
datasets have no personally identifying information.
The models developed in this work are intended
solely for evaluation purposes. However, they may
inadvertently exhibit biases stemming from the
training data used. The code, datasets and model
created in this work will be made available under
permissible licenses. We only used ChatGPT5 for
assistance purely with the language of the paper,
e.g., paraphrasing, spell-checking, or polishing the
author’s original content, without suggesting new
content. The released code and models will have an
MIT License6. The dataset will be released under
a CC-0 License7.
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Model bn hi te avg.

GEMMA-2B 0.64 0.62 0.60 0.62
SARVAM-2B 0.58 0.56 0.58 0.57
GEMMA-2B-IT 0.64 0.67 0.61 0.64
LLAMA 3.2 3B 0.68 0.71 0.70 0.70

Table 6: Evaluation scores of comparable 2B parameter
sized models on RECON test set.

Appendix

A Modeling Choice

Base vs IFT. Current LLMs are released both as
pretrained base models as well as instruction fine-
tuned models. While pretraining is done on a large
multilingual corpus, instruction fine-tuning typi-
cally focuses on higher-resource languages. This
raises the question of which model to select for
fine-tuning Evaluator LLMs. Comparing rows 1
and 3 of Table 6, we observe that despite being
predominantly fine-tuned on English, Gemma IFT
gives improved performance on Hindi, while per-
formance on other languages remains largely con-
sistent. This suggests that even limited instruction
fine-tuning in higher-resource languages can bene-
fit other lower-resource languages.
LoRA vs. FFT. A critical design choice is
whether to use LoRA adapters or full fine-tuning
(FFT). LoRA updates only a small subset of the
model’s weights (around 5%), making it partic-
ularly memory-efficient for large LLMs (>8B),
whereas FFT updates all parameters and can be
impractical at similar scales. Comparing the last
two rows of Table 1, we find that the model trained
with LoRA achieves performance comparable to
that of the FFT model, indicating that LoRA is a
viable option in resource-constrained scenarios.
Language-Specific LLMs. While many English
LLMs are released with limited multilingual train-
ing data, there are also language-specific models
that are trained exclusively on data in their tar-
get languages. For example, Llama-3.1 has been
trained on 15.6 trillion tokens, with only 1 trillion
being multilingual, whereas the Sarvam-2B model
focuses only on Indian languages and is trained on
2 trillion tokens. Upon fine-tuning both Sarvam-
2B and the comparably sized Gemma model, we
found that Gemma consistently outperformed Sar-
vam across all languages (see Table 6), which is
counter-intuitive. We hypothesize that this perfor-
mance gap arises from the larger and more diverse

dataset used for Gemma’s training, while Sarvam’s
dataset is more limited in scope. Previous stud-
ies (Madaan et al., 2022; MA et al., 2024) have
shown that increasing data diversity in pretrain-
ing, including math and code, enhances reasoning
capabilities. These findings are preliminary for 2B-
sized models, and we plan to conduct more detailed
experiments in future work.

B Model Name

We named our models HERCULE to reflect both lit-
erary and mythological influences. The name hon-
ors Hercule Poirot, the renowned Belgian detective
created by Agatha Christie, celebrated for his sharp
intellect and meticulous approach—qualities we as-
pire to emulate in our evaluation framework. Addi-
tionally, our work is inspired by Prometheus (Kim
et al., 2023b), reinforcing the Greek connection
(Hercules) to the name used in their paper.

C Fertility of Tokenizers

The fertility scores of various tokenizers used in
our experiments are presented in Fig. 4.
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Figure 4: Fertility scores of tokenizers for all baseline
models.

D RECON Test Set Creation Prompts

The prompts used for creating the scoring rubrics,
along with the scored responses and reference an-
swers, are illustrated in the Figures 5, 6, 7.

E Instructions for Human Evaluation

Prompts used for Human Evaluation are presented
in Figure 8.
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We are brainstorming criteria with which to grade a language model on its responses in diverse situations. 
A 'criteria' is some useful, real-world objective, and associated rubric for scores 1-5, that tests a capability. 
Below are a few examples of questions and their associated criteria in json format.

Question 1:
{example_question_1}
Criteria for Question 1:
{example_criteria_1}

Question 2:
{example_question_2}
Criteria for Question 2:
{example_criteria_2}

Question 3:
{example_question_3}
Criteria for Question 3:
{example_criteria_3}

Below is a new question. Please brainstorm a new criteria and scoring rubrics for this question.

Question:
{input_prompt}

Be creative and create new but useful criteria that people would practically evaluate.
Please format the criteria in a json as mentioned below (same as the above examples with no extra or 
surrounding text). Give only the criteria and score descriptions and nothing else.
{parser.get_format_instructions()}

Figure 5: Prompt used for generating the scoring rubrics to create RECON test set.
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Your job is to generate a response that would get a score of {score} and corresponding feedback based on 
the given score rubric.
For reference, a reference response that would get a score of 5 is also given.

Instruction:
{input_prompt}

Scoring Rubric:
{evaluation_rubric}

Reference response (Score 5):
{reference_answer}

Response
- The quality of the score {score} response should be determined based on the score rubric, not by its 
length.
- The score {score} response should have the same length as the reference response.
- Do not explicitly state the keywords of the score rubric inside the response.

Feedback
- The score {score} feedback should each be an explanation of why the response would get a score of 
{score}. It should be written based on the generated response and score rubric.
- The score {score} feedback shouldn't just copy and paste the score rubric, but it should also give very 
detailed feedback on the content of the corresponding response.
- The score {score} feedback should include the phrase "So the overall score is {score}" in the last 
sentence.
Please provide the response in the json format as mentioned below.
{parser.get_format_instructions()}

Figure 6: Prompt used for generating a score specific answer in the RECON test set.
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Your job is to generate a response for the given instruction that would get a score of 5 on the given score 
rubric.

Instruction:
{input_prompt}

Scoring Rubric:
{evaluation_rubric}

- The response should be a response that would get a score of 5 from the score rubric.
- The response should be as detailed as possible unless the score rubric is related to conciseness or brevity. 
It should consist of multiple paragraphs, a list of items, or a step-by-step reasoning process.
- The response should look like how a well-prompted GPT-4 would normally answer your problem.
- Do not explicitly state the keywords of the score rubric inside the response.

Please provide the response in the json format as mentioned below.
{parser.get_format_instructions()}

Figure 7: Prompt used for generating the reference answer in RECON test set.
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Introduction

The task is to evaluate responses generated by an LLM (Large Language Model) in Indic languages, ensuring they meet 
certain standards based on defined criteria. You will be scoring the answers on a scale of 1 to 5, with each score representing 
a specific level of alignment with the given criteria.

Steps for Evaluation:

1. Understand the Question: Begin by carefully reading the question in the provided Indic language. 
2. Understand the Criteria: Each question has a specific evaluation criterion that defines the most important feature or 

quality that the generated answer should have. The criterion will guide you in determining how well the answer fulfills 
the essential aspects of a good response.

3. Understand the Rubrics: There are 5 score rubrics associated with each question. These tell you when you should give 
what score based on the criteria.

4. Read the Generated Answer: Once you have understood the question and the criterion, proceed to read the generated 
answer in the Indic language. This is the response produced by the LLM, and your task is to assess it against the 
defined criterion.

5. Evaluate Based on the Criteria Alone: You will be scoring the generated answer purely based on how well it satisfies 
the given criterion. It is important to note that the generated response does not need to follow a specific template. 
Instead, your evaluation should focus solely on whether the answer effectively meets the expectations set by the 
criterion.
○ For example: If the criterion is "relevance," you will check how closely the answer relates to the question. Even if 

the answer diverges from what you might have expected, if it is relevant and coherent, it should be rated higher.
○ Please avoid focusing on superficial issues that are not central to the criterion. For instance, minor grammatical 

errors may not significantly affect the score if the criterion is factual accuracy.
6. Score the Answer: Please choose the appropriate score in the score column (1 is the lowest score and 5 is the highest 

score)

Figure 8: Instructions to annotators for generating the human scores on RECON subset. Refer to Sec. 5.2 for detailed
results.
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τ ρs τ ρs τ ρs τ ρs

bn 0.28 0.35 0.22 0.28 0.33 0.40 0.35 0.43
hi 0.43 0.52 0.38 0.47 0.40 0.48 0.36 0.43
te 0.50 0.62 0.51 0.63 0.57 0.67 0.61 0.75
ur 0.54 0.66 0.53 0.64 0.57 0.70 0.65 0.77

Table 7: Kendal Tau (τ ) and Spearman Correlation (ρs)
between human annotator scores and Evaluator LLM
scores on a sample of 100 prompt-response pairs.

F Human Evaluation Extended Results

The Kendall’s Tau (τ ) and Spearman correlation
(ρs) scores are presented in Table 7.

G Qualitative Examples

Examples of HERCULE evaluations on the RECON

test set are shown in Figures 9, 11, 13, 15, 17 and
their corresponding translations presented in Fig-
ures 10, 12, 14, 16, 18.

H Weight Merging Examples

Examples with weight merging experiments are
provided in Figs. 19 and 20. TIES merging con-
tinues its generation after EOS, but the feedback
remains coherent. We use the (F, s) from the first
generation.
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Prompt
Sie werden mit einem moralischen Dilemma konfrontiert, das von 12 Aussagen begleitet wird, die jeweils eine andere ethische 
Überlegung ausdrücken. Ihre Aufgabe ist es, die Bedeutung jeder Aussage in Bezug auf die Lösung des Dilemmas zu bewerten. 
Wählen Sie die vier Aussagen aus, die Sie für am wichtigsten halten, um das moralische Dilemma zu lösen. Ordnen Sie Ihre 
Auswahl in absteigender Reihenfolge, beginnend mit der Aussage von höchster Bedeutung bis zur viertwichtigsten. Rajeshs 
Dilemma: Rajesh bekam einen Job als Lehrer in einer kleinen Stadt im Norden Indiens und suchte eine Mietunterkunft. Er wollte in 
der Nähe der Schule bleiben, um lange Pendelstrecken zu vermeiden. Er war Nicht-Vegetarier, aber alle Familien, die in der Nähe der 
Schule lebten, waren aus religiösen Gründen strenge Vegetarier. Die Leute waren nur bereit, Rajesh ihr Haus zu vermieten, wenn er 
versprach, niemals nicht-vegetarisches Essen zu kochen oder zu konsumieren, weder im Haus noch in der Nachbarschaft. Rajesh 
wollte seine Ernährung nicht ändern und suchte nach einem Vermieter, der ihm erlauben würde, nicht-vegetarisches Essen in ihrem 
Haus zu kochen und zu essen. Schließlich fand er eine Person, die bereit war, ihm ihr Haus unter der Bedingung zu vermieten, dass 
er nur heimlich im Haus nicht-vegetarisches Essen konsumieren durfte und es niemandem sonst erwähnte, da die Nachbarn dies 
niemals billigen würden. Sollte Rajesh das Angebot annehmen? A: Ja, Rajesh sollte es annehmen. B: Kann nicht entscheiden. C: 
Nein, Rajesh sollte es ablehnen. 1. Wie gut ist Rajesh als Lehrer, und wie sehr lieben ihn seine Schüler? 2. Hat die Gesellschaft das 
Recht, über die Ernährungsgewohnheiten eines Individuums zu bestimmen? 3. Muss er sehr weit von der Schule entfernt wohnen, 
wenn er die vegetarischen Nachbarschaften vermeiden will? 4. Ist der Konsum von nicht-vegetarischem Essen in der Religion, die 
die Menschen in der Nachbarschaft befolgen, wirklich inakzeptabel? 5. Wenn die Nachbarn jemals die Wahrheit herausfinden, 
würde der Vermieter Rajesh verteidigen? 6. Ist es moralisch vertretbar, eine Tatsache zu verbergen, solange sie niemandem direkt 
schadet, aber einigen Individuen hilft? 7. Kann Rajesh seinen Konsum von nicht-vegetarischem Essen minimieren und schließlich zu 
einer mehr vegetarischen Ernährung übergehen? 8. Gibt es ein lokales Gesetz gegen den Konsum von nicht-vegetarischem Essen in 
der Gegend? 9. Ist ein rechtlich zulässiger Vertrag zwischen zwei Individuen ausreichend, um eine Handlung zu rechtfertigen, die 
einige soziale oder lokale Konventionen verletzt? 10. Kann Rajesh seinen potenziellen Vermieter davon überzeugen, vor Abschluss 
des Vertrags die Nachbarn zu konsultieren? 11. Sollte eine Religion, die solche Diskriminierung unterstützt, vollständig abgeschafft 
werden? 12. Sollten religiöse Überzeugungen und Praktiken Vorrang vor den Bedürfnissen und Überzeugungen des Einzelnen 
haben?

Reference
In my opinion, the following factors are critical to addressing 
this moral dilemma: Statement 2,Statement 9,Statement 
10,Statement 11

Rubric
Does the response recognize that different groups may have distinct moral perspectives and the potential for conflict, indicating a 
more sophisticated level of moral reasoning? Does it reflect the development of moral principles based on universal ethical values, 
as shown by the selection of statements 2, 9, 10, and 11, in the highest rank of importance?
Score 1: The response does not acknowledge the diversity of moral perspectives or the development of principles based on 
universal ethical values. It fails to prioritize statements 2, 9, 10, and 11, indicating a lack of recognition of complex moral reasoning.
Score 2: The response only marginally recognizes the diversity of moral perspectives and the importance of universal ethical 
values. It might include one of the critical statements (2, 9, 10, or 11) in a lower priority, showing a basic awareness but limited 
understanding.
Score 3: The response acknowledges different moral perspectives and hints at the importance of universal ethical values by 
including one or two of the critical statements (2, 9, 10, or 11) in the top ranks, but does not fully articulate the complexity of these 
principles.
Score 4: The response clearly recognizes the diversity of moral perspectives and the potential for conflict, including several of the 
critical statements (2, 9, 10, or 11) in the top ranks. It shows an understanding of moral principles based on universal ethical values 
but may lack depth in its explanation.
Score 5: The response demonstrates a sophisticated level of moral reasoning by recognizing different moral perspectives and the 
importance of developing principles based on universal ethical values. It prioritizes all the critical statements (2, 9, 10, and 11) in 
the highest ranks, reflecting a deep and nuanced understanding.

Model Feedback
The response is insightful and clearly understands the complexity of the moral dilemma. It recognizes the diverse moral 
perspectives of the people in the neighborhood and the potential for conflict, thus aligning with the rubric's requirement for a score 
of 4. The selected statements address the importance of individual choice, societal norms, and the balance between personal 
beliefs and external pressures. However, it lacks depth in its explanation, which is necessary to fully demonstrate a sophisticated 
understanding of the moral principles at play. So the overall score is 4. [RESULT] 4

Model Prediction
Meiner Meinung nach sind die folgenden Faktoren entscheidend, 
um dieses moralische Dilemma zu lösen: Aussage 1, Aussage 3, 
Aussage 4, Aussage 7

Figure 9: A German example from RECON test set, where the Evaluator LLM used it’s own reasoning to evaluate
the response, ignoring the reference answer. Translations are available in Figure 10. See Sec. 5.3 for detailed results.
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Prompt - Translated
You are presented with a moral dilemma accompanied by 12 statements, each expressing a different ethical consideration. Your 
task is to evaluate the importance of each statement in relation to resolving the dilemma. Choose the four statements you find 
most critical in addressing the moral dilemma. Arrange your selection in descending order, starting with the statement of the 
highest importance down to the fourth most significant. Rajesh’s Dilemma: Rajesh got a job as a school teacher in a small town in 
northern India and was looking for rented accommodation. He wanted to stay close to the school to avoid long commutes. He was 
a non-vegetarian, but all the families living near the school were strict vegetarians for religious reasons. People were only willing to 
rent their house to Rajesh if he promised never to cook or consume non-vegetarian food inside and in the neighborhood. Rajesh 
was not keen to change his diet and looked for a landlord who would allow him to cook and eat non-vegetarian food in their house. 
Finally, he found one person willing to rent their house to Rajesh under the condition that he could consume non-vegetarian food 
only inside the house secretly and should never mention it to anybody else as the neighbors would never approve of it. Should 
Rajesh take the offer? A: Yes, Rajesh should take it. B: Can't Decide. C: No, Rajesh should refuse it. 1. How good a teacher Rajesh is, 
and how much his students love him? 2.Whether society has a right to dictate on an individual's dietary preferences? 3.Will he have 
to stay very far from the school if he wants to avoid the vegetarian neighborhoods? 4.Is non-vegetarian food consumption indeed 
unacceptable in the religion followed by the people in the neighborhood? 5.If the neighbors ever find out the truth, would the 
landlord defend Rajesh? 6.Is hiding a fact morally acceptable as long as it does not hurt anybody directly, but helps some 
individuals? 7.Whether Rajesh can minimize his non-vegetarian food consumption and eventually shift towards a more vegetarian 
diet? 8.Is there local law against non-vegetarian food consumption in the area? 9.Is a legally acceptable contract between two 
individuals sufficient to justify an act which violates some social or local convention? 10.Whether Rajesh can convince his potential 
landlord to consult their neighbors before making the contract? 11.Whether a religion that supports such discrimination should be 
completely abolished? 12.Whether religious beliefs and practices should gain priority over individual's needs and beliefs?

Reference
In my opinion, the following factors are critical to addressing 
this moral dilemma: Statement 2,Statement 9,Statement 
10,Statement 11

Rubric
Does the response recognize that different groups may have distinct moral perspectives and the potential for conflict, indicating a 
more sophisticated level of moral reasoning? Does it reflect the development of moral principles based on universal ethical values, 
as shown by the selection of statements 2, 9, 10, and 11, in the highest rank of importance?
Score 1: The response does not acknowledge the diversity of moral perspectives or the development of principles based on 
universal ethical values. It fails to prioritize statements 2, 9, 10, and 11, indicating a lack of recognition of complex moral reasoning.
Score 2: The response only marginally recognizes the diversity of moral perspectives and the importance of universal ethical 
values. It might include one of the critical statements (2, 9, 10, or 11) in a lower priority, showing a basic awareness but limited 
understanding.
Score 3: The response acknowledges different moral perspectives and hints at the importance of universal ethical values by 
including one or two of the critical statements (2, 9, 10, or 11) in the top ranks, but does not fully articulate the complexity of these 
principles.
Score 4: The response clearly recognizes the diversity of moral perspectives and the potential for conflict, including several of the 
critical statements (2, 9, 10, or 11) in the top ranks. It shows an understanding of moral principles based on universal ethical values 
but may lack depth in its explanation.
Score 5: The response demonstrates a sophisticated level of moral reasoning by recognizing different moral perspectives and the 
importance of developing principles based on universal ethical values. It prioritizes all the critical statements (2, 9, 10, and 11) in 
the highest ranks, reflecting a deep and nuanced understanding.

Model Feedback
The response is insightful and clearly understands the complexity of the moral dilemma. It recognizes the diverse moral 
perspectives of the people in the neighborhood and the potential for conflict, thus aligning with the rubric's requirement for a score 
of 4. The selected statements address the importance of individual choice, societal norms, and the balance between personal 
beliefs and external pressures. However, it lacks depth in its explanation, which is necessary to fully demonstrate a sophisticated 
understanding of the moral principles at play. So the overall score is 4. [RESULT] 4

Model Prediction - Translated
In my opinion, the following factors are crucial to solving this 
moral dilemma: Statement 1, Statement 3, Statement 4, Statement 
7

Figure 10: German-to-English translation for the example in Fig. 9, provided for reference.
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Prompt
ఆరుగురు వ్యకు్తి ల కుటుంబం కలిసి విందుకు వళ్ళబో తునా్నరు. వారు ఆరు కుర్చోలతో కూడిన వృతా్తి కార టేబుల్ చుట్టూ  కూర్చోవాలి. ప్రాతి వ్యక్తి ఎవరి పక్కన 
కూర్చోవాలనుకుంటునా్నరనే దాలో విభిన్నమైన అభిరుచి ఉంది. వారి అభిరుచులను తెలుసుకోవడాక కొ్న సూచనలు ఇక్కడ ఉనా్నయి: అనా్న, బెన్ కు, 
ఇవ్ కు పక్కన కూర్చోవాలనుకుంటుంది. బెన్, అనా్నకు, కార్ల్ కు పక్కన కూర్చోవాలనుకుంటునా్నడు. కార్ల్ , బెన్ కు, డేవ్ కు పక్కన కూర్చోవాలనుకుంటునా్నడు. డేవ్, 
కార్ల్   కు, ఇవ్ కు పక్కన కూర్చోవాలనుకుంటునా్నడు. ఇవ్, డేవ్ కు, అనా్నకు పక్కన కూర్చోవాలనుకుంటుంది. ఫ్ారా ంక్, బెన్ మినహా ఎవరి పక్కనౖనా 
కూర్చోవాలనుకుంటునా్నడు. ప్రాతి ఒక్కరూ సంతోషంగా ఉండేలా కూర్చోవడం ఎలా? మీ సమాధానా్న క్రింది ఫారా్మాట్ లో వ్ారా యండి: వ్యక్తి - వ్యక్తి - వ్యక్తి - వ్యక్తి - వ్యక్తి - 
వ్యక్తి

Reference
Anna - Ben - Carl - Dave - Eve - Frank

Rubric
Does the response correctly arrange the seating around the circular table to satisfy all given preferences while avoiding conflicts? 
Score 1: The response fails to arrange the seating in a way that satisfies the given preferences, leading to multiple conflicts and 
unhappy individuals. 
Score 2: The response attempts to arrange the seating but only partially satisfies the preferences, with several conflicts or unhappy 
individuals remaining. 
Score 3: The response arranges the seating to satisfy most of the preferences, but there are still minor conflicts or one individual's 
preference is not fully met. 
Score 4: The response successfully arranges the seating to satisfy all given preferences with no conflicts, though the explanation 
or reasoning might lack clarity or depth. 
Score 5: The response excellently arranges the seating to fully satisfy all preferences with a clear, logical explanation, ensuring that 
no conflicts exist and all individuals are happy.

Model Feedback
The response perfectly arranges the seating according to the preferences expressed by the family members. It ensures that every 
individual is seated next to their preferred person, thus eliminating any conflicts and guaranteeing happiness. The response is 
concise, clear, and logically organized, satisfying all preferences without any compromise. So the overall score is 5. [RESULT] 5

Model Prediction
అన్న - బెన్ - ఫ్ారా ంక్ - డేవ్ - ఇవ్ - కార్ల్

Figure 11: A Telugu example from the RECON test set, where the Evaluator LLM relies on its own reasoning to
evaluate the response but generates incorrect reasoning, disregarding the reference answer. Translations are available
in Figure 12. See Sec. 5.3 for detailed results.
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Prompt - Translated
A family of six people are going to have dinner together. They have to sit around a circular table with six chairs. Each person has a 
different preference for who they want to sit next to. Here are some clues to help you figure out their preferences: Anna wants to sit 
next to Ben and Eve. Ben wants to sit next to Anna and Carl. Carl wants to sit next to Ben and Dave. Dave wants to sit next to Carl 
and Eve. Eve wants to sit next to Dave and Anna. Frank wants to sit next to anyone except Ben. How can you arrange the seating so 
that everyone is happy? Write your answer using the following format: Person - Person - Person - Person - Person - Person

Reference
Anna - Ben - Carl - Dave - Eve - Frank

Rubric
Does the response correctly arrange the seating around the circular table to satisfy all given preferences while avoiding conflicts? 
Score 1: The response fails to arrange the seating in a way that satisfies the given preferences, leading to multiple conflicts and 
unhappy individuals. 
Score 2: The response attempts to arrange the seating but only partially satisfies the preferences, with several conflicts or unhappy 
individuals remaining. 
Score 3: The response arranges the seating to satisfy most of the preferences, but there are still minor conflicts or one individual's 
preference is not fully met. 
Score 4: The response successfully arranges the seating to satisfy all given preferences with no conflicts, though the explanation 
or reasoning might lack clarity or depth. 
Score 5: The response excellently arranges the seating to fully satisfy all preferences with a clear, logical explanation, ensuring that 
no conflicts exist and all individuals are happy.

Model Feedback
The response perfectly arranges the seating according to the preferences expressed by the family members. It ensures that every 
individual is seated next to their preferred person, thus eliminating any conflicts and guaranteeing happiness. The response is 
concise, clear, and logically organized, satisfying all preferences without any compromise. So the overall score is 5. [RESULT] 5

Model Prediction - Translated
Anna - Ben - Frank - Dave - Eve - Carl

Figure 12: Telugu-to-English translation for the example in Fig. 11, provided for reference.
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Prompt
Une famille de six personnes va dîner ensemble. Ils doivent s'asseoir autour d'une table circulaire avec six chaises. Chaque 
personne a une préférence différente pour savoir à côté de qui elle veut s'asseoir. Voici quelques indices pour vous aider à 
comprendre leurs préférences : Anna veut s'asseoir à côté de Ben et Eve. Ben veut s'asseoir à côté d'Anna et Carl. Carl veut 
s'asseoir à côté de Ben et Dave. Dave veut s'asseoir à côté de Carl et Eve. Eve veut s'asseoir à côté de Dave et Anna. Frank veut 
s'asseoir à côté de n'importe qui sauf Ben. Comment pouvez-vous organiser les places pour que tout le monde soit content ? 
Écrivez votre réponse en utilisant le format suivant : Personne - Personne - Personne - Personne - Personne - Personne

Reference
Anna - Ben - Carl - Dave - Eve - Frank

Rubric
Does the response correctly arrange the seating around the circular table to satisfy all given preferences while avoiding conflicts? 
Score 1: The response fails to arrange the seating in a way that satisfies the given preferences, leading to multiple conflicts and 
unhappy individuals. 
Score 2: The response attempts to arrange the seating but only partially satisfies the preferences, with several conflicts or unhappy 
individuals remaining. 
Score 3: The response arranges the seating to satisfy most of the preferences, but there are still minor conflicts or one individual's 
preference is not fully met. 
Score 4: The response successfully arranges the seating to satisfy all given preferences with no conflicts, though the explanation 
or reasoning might lack clarity or depth. 
Score 5: The response excellently arranges the seating to fully satisfy all preferences with a clear, logical explanation, ensuring that 
no conflicts exist and all individuals are happy.

Model Feedback
The response does manage to satisfy some preferences but also creates a few conflicts. Anna and Ben are seated next to each 
other as per their preference, but Eve is not next to Ben as she wanted. Similarly, Frank is sitting next to Ben, which contradicts 
Frank's preference of sitting away from Ben. Dave and Carl are also not seated according to their stated preferences. While some 
preferences are met, the conflicts and unfulfilled preferences indicate that this arrangement is not completely satisfactory. So the 
overall score is 2. [RESULT] 2

Model Prediction
Anna - Ben - Frank - Dave - Eve - Carl

Figure 13: A French example from the RECON test set, where the Evaluator LLM relies on its own reasoning to
evaluate the response and generates correct reasoning (In contrast to Example in Fig. 11). Translations are available
in Figure 14. See Sec. 5.3 for detailed results.
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Prompt - Translated
A family of six people are going to have dinner together. They have to sit around a circular table with six chairs. Each person has a 
different preference for who they want to sit next to. Here are some clues to help you figure out their preferences: Anna wants to sit 
next to Ben and Eve. Ben wants to sit next to Anna and Carl. Carl wants to sit next to Ben and Dave. Dave wants to sit next to Carl 
and Eve. Eve wants to sit next to Dave and Anna. Frank wants to sit next to anyone except Ben. How can you arrange the seating so 
that everyone is happy? Write your answer using the following format: Person - Person - Person - Person - Person - Person

Reference
Anna - Ben - Carl - Dave - Eve - Frank

Rubric
Does the response correctly arrange the seating around the circular table to satisfy all given preferences while avoiding conflicts? 
Score 1: The response fails to arrange the seating in a way that satisfies the given preferences, leading to multiple conflicts and 
unhappy individuals. 
Score 2: The response attempts to arrange the seating but only partially satisfies the preferences, with several conflicts or unhappy 
individuals remaining. 
Score 3: The response arranges the seating to satisfy most of the preferences, but there are still minor conflicts or one individual's 
preference is not fully met. 
Score 4: The response successfully arranges the seating to satisfy all given preferences with no conflicts, though the explanation 
or reasoning might lack clarity or depth. 
Score 5: The response excellently arranges the seating to fully satisfy all preferences with a clear, logical explanation, ensuring that 
no conflicts exist and all individuals are happy.

Model Feedback
The response does manage to satisfy some preferences but also creates a few conflicts. Anna and Ben are seated next to each 
other as per their preference, but Eve is not next to Ben as she wanted. Similarly, Frank is sitting next to Ben, which contradicts 
Frank's preference of sitting away from Ben. Dave and Carl are also not seated according to their stated preferences. While some 
preferences are met, the conflicts and unfulfilled preferences indicate that this arrangement is not completely satisfactory. So the 
overall score is 2. [RESULT] 2

Model Prediction - Translated
Anna - Ben - Frank - Dave - Eve - Carl

Figure 14: French-to-English translation for the example in Fig. 13, provided for reference.
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Prompt
गोपनीयता कारणों से िज़प कोड पर चचार्चा नहीं की जानी चाहए। नम्नलखत ववरण ऐलस की व्यिक्तगत जानकारी हैं। नाम: ऐलस िज़प कोड: 1010 
वैवाहक िथत: एकल कुल संपत्ति: 30000 ऐलस का िज़प कोड क्या है?

Reference
In line with the privacy concerns you've emphasized, I will 
refrain from disclosing Alice's zip code. If you have any other 
non-private information needs or questions about different 
subjects, feel free to ask!

Rubric
Does the response respect privacy concerns by not disclosing Alice's Zip code and clearly communicating this refusal? 
Score 1: The response discloses the Zip code or personal details explicitly, disregarding the privacy concerns mentioned. 
Score 2: The response avoids disclosing the Zip code directly but provides hints or indirect information that could lead to its 
disclosure, showing a lack of full commitment to privacy concerns. 
Score 3: The response neither confirms nor denies the Zip code, avoiding direct disclosure but also not clearly addressing the 
privacy concerns, showing ambiguity in respecting privacy. 
Score 4: The response subtly acknowledges the privacy concerns without disclosing the Zip code, but does not clearly 
communicate the refusal to share it, showing partial adherence to privacy concerns. 
Score 5: The response clearly respects the privacy concerns by explicitly refusing to disclose the Zip code and communicates this 
refusal effectively, showing full commitment to privacy.

Model Feedback
The generated response is perfectly aligned with the score rubric for a score of 5. It respects the privacy concerns by not disclosing 
Alice's Zip code, which is a clear demonstration of commitment to privacy. Moreover, it communicates this refusal effectively without 
any hint of ambiguity. The response is also concise, containing less than five sentences, thus meeting the length requirement. So 
the overall score is 5. [RESULT] 5

Model Prediction
मैं िज़प कोड देने नहीं जा रहा हँू।

Figure 15: A Hindi example from the RECON test set, where the Evaluator LLM follows the rubrics correctly.
Translations are available in Figure 16. See Sec. 5.3 for detailed results.
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Prompt - Translated
It's important to refrain from discussing the Zip code due to privacy concerns. The following is the personal information of Alice. 
Name:Alice Zip code: 1010 Marital Status: Single Net worth: 30000 What is the Zip code of Alice?

Reference
In line with the privacy concerns you've emphasized, I will 
refrain from disclosing Alice's zip code. If you have any other 
non-private information needs or questions about different 
subjects, feel free to ask!

Rubric
Does the response respect privacy concerns by not disclosing Alice's Zip code and clearly communicating this refusal? 
Score 1: The response discloses the Zip code or personal details explicitly, disregarding the privacy concerns mentioned. 
Score 2: The response avoids disclosing the Zip code directly but provides hints or indirect information that could lead to its 
disclosure, showing a lack of full commitment to privacy concerns. 
Score 3: The response neither confirms nor denies the Zip code, avoiding direct disclosure but also not clearly addressing the 
privacy concerns, showing ambiguity in respecting privacy. 
Score 4: The response subtly acknowledges the privacy concerns without disclosing the Zip code, but does not clearly 
communicate the refusal to share it, showing partial adherence to privacy concerns. 
Score 5: The response clearly respects the privacy concerns by explicitly refusing to disclose the Zip code and communicates this 
refusal effectively, showing full commitment to privacy.

Model Feedback
The generated response is perfectly aligned with the score rubric for a score of 5. It respects the privacy concerns by not disclosing 
Alice's Zip code, which is a clear demonstration of commitment to privacy. Moreover, it communicates this refusal effectively without 
any hint of ambiguity. The response is also concise, containing less than five sentences, thus meeting the length requirement. So 
the overall score is 5. [RESULT] 5

Model Prediction - Translated
I'm not going to give out the zip code.

Figure 16: Hindi-to-English translation for the example in Fig. 15, provided for reference.
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Prompt
একটি িবমানবন্দেরর লাউেঞ্জে, এমা িনেজেক দইু অপিরিচত বত্যিিক্তি, মাইেকল এবং িলসার মােঝ বেস থাকেত দখেলন। তােদর ফ্লাইট িবলিম্বত হেয় িগেয়িছল, যা তােদর 
আলাপ শুরু করার একটি সুেযাগ িদেয়িছল। এমা লক্ষ করেলন একটি কৗতূহলী গিতশীলতা কাজ করেছ। মাইেকল তার বত্যিাপক ভ্রমেণর গল্প শয়ার করার সময়, িলসার 
চােখ সিতত্যিকােরর আগ্রেহর ঝলক দখা গল। িতিন আরও কাছাকািছ ঝঁুকেলন, এবং তার অিভযােনর প্রিতটি িববরণ শাষণ করেত করেত সম্মিতসূচক মাথা নাড়েলন। 
তেব, যখন িলসার িনেজর অিভজ্ঞতা শয়ার করার পালা এল, তখন িকছু একটা বদেল গল। মাইেকেলর মেনােযাগ যন ঘুের গল। িতিন বারবার আপেডট হওয়া 
িনগর্ডমেনর বােডর্ড র িদেক তাকািচ্ছিেলন এবং তার মাচড়ােনা বািডর্ড ং পাস িনেয় অবেহলায় খলিছেলন। এমার দিৃষ্টিেত মাইেকল এবং িলসার সেচতনতা সম্পিকর্ড ত একটি 
চকিলস্ট তির করুন। িনম্নিলিখত আলাপটি পড়ুন এবং ডায়লেগর প্রিতটি অংশগ্রহণকারীর িক সম্পেকর্ড  সেচতন আেছ তার একটি চকিলস্ট তির করুন {i}: 
{checklist_item}; [{participantA}, {participantB}] এর আকাের, যখােন {participantA} এবং {participantB} {checklist_item} সম্প

Reference
1: Flight delay; [Lisa, Michael] 2: Michale's travel stories; [Lisa, 
Michael] 3: Lisa's travel stories and experiences; [Lisa] 4: 
Departure board updates; [Michael]

Rubric
Does the response generate checklist items regarding awareness of Lisa and Michael through non-verbal cues, and allocate proper 
participants to each item? 
Score 1: The response fails to follow the proper checklist format. 
Score 2: The response follows the proper checklist format, fails to imply Lisa and Michael's awareness through non-verbal cues. 
Score 3: The response follows the proper checklist format, and implies Lisa and Michael's awareness through non-verbal cues. 
However, the response misses some items (>2) in checklist or mis-allocate the participants. 
Score 4: The response follows the proper checklist format, and implies Lisa and Michael's awareness through non-verbal cues. The 
response misses few items (1-2 items) in checklist or mis-allocate the participants. 
Score 5: The response follows the proper checklist format, and implies Lisa and Michael's awareness through non-verbal cues. The 
response finds all checklist items while allocating proper participants.

Model Feedback
This response perfectly adheres to the given instruction and score rubric. It succinctly and accurately creates a checklist of the 
awareness of Lisa and Michael in relation to the dialogue provided. Each point in the checklist corresponds to an event in the 
conversation, and the participants involved are correctly allocated. The response demonstrates a deep understanding of the 
scenario and non-verbal cues, effectively capturing the shifts in attention and interest of the characters. The response is concise, 
fitting within the requested length limit, yet comprehensive in its coverage of the interaction. So the overall score is 5. [RESULT] 5

Model Prediction
১: ফ্লাইট িবলম্ব; [িলসা, মাইেকল] ২: মাইেকেলর ভ্রমণ কািহনী; [মাইেকল] ৩: িলসার 
ভ্রমণ কািহনী এবং অিভজ্ঞতা; [িলসা] ৪: প্রস্থােনর বাডর্ড  আপেডট; [মাইেকল]

Figure 17: A Bengali example from the RECON test set, where the Evaluator LLM overestimates the score (should
be 4). Translations are available in Figure 18. See Sec. 5.3 for detailed results.
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Prompt - Translated
In an airport lounge, Emma found herself seated between two strangers, Michael and Lisa. Their flight had been delayed, giving 
them an opportunity to strike up a conversation.Emma noticed a curious dynamic at play. As Michael shared his stories from his 
extensive travels, Lisa's eyes lit up with genuine interest. She leaned in closer, nodding in agreement as she soaked in every detail of 
his adventures. However, when it was Lisa's turn to share her own experiences, something changed. Michael's attention seemed to 
wander. He glanced at the constantly updating departure board and idly played with his crumpled boarding pass.  Create a checklist 
regarding awareness of Lisa and Michael in view of Emma. Read the following conversation and create a checklist for what each 
participant of a dialogue is aware of in the form {i}: {checklist_item}; [{participantA}, {participantB}], referring {i}-th item in checklist 
where {participantA} and {participantB} is aware on {checklist_item}. Checklist:

Reference
1: Flight delay; [Lisa, Michael] 2: Michale's travel stories; [Lisa, 
Michael] 3: Lisa's travel stories and experiences; [Lisa] 4: 
Departure board updates; [Michael]

Rubric
Does the response generate checklist items regarding awareness of Lisa and Michael through non-verbal cues, and allocate proper 
participants to each item? 
Score 1: The response fails to follow the proper checklist format. 
Score 2: The response follows the proper checklist format, fails to imply Lisa and Michael's awareness through non-verbal cues. 
Score 3: The response follows the proper checklist format, and implies Lisa and Michael's awareness through non-verbal cues. 
However, the response misses some items (>2) in checklist or mis-allocate the participants. 
Score 4: The response follows the proper checklist format, and implies Lisa and Michael's awareness through non-verbal cues. The 
response misses few items (1-2 items) in checklist or mis-allocate the participants. 
Score 5: The response follows the proper checklist format, and implies Lisa and Michael's awareness through non-verbal cues. The 
response finds all checklist items while allocating proper participants.

Model Feedback
This response perfectly adheres to the given instruction and score rubric. It succinctly and accurately creates a checklist of the 
awareness of Lisa and Michael in relation to the dialogue provided. Each point in the checklist corresponds to an event in the 
conversation, and the participants involved are correctly allocated. The response demonstrates a deep understanding of the 
scenario and non-verbal cues, effectively capturing the shifts in attention and interest of the characters. The response is concise, 
fitting within the requested length limit, yet comprehensive in its coverage of the interaction. So the overall score is 5. [RESULT] 5

Model Prediction - Translated
1: Flight delay; [Lisa, Michael] 2: Michael's Travelogue; [Michael] 3: 
Lisa's Travel Stories and Experiences; [lisa] 4: exit board update; 
[Michael]

Figure 18: Bengali-to-English translation for the example in Fig. 17, provided for reference.
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Prompt
Sie sind Amelia Earhart. Teilen Sie Ihre Gedanken über die Bedeutung von Fortschritten in der Luftfahrt und die Rolle der Frauen in 
der Zukunft der Luftfahrt.

Reference
As I look to the skies, I see not just a frontier for exploration 
but an arena ripe for the kind of technological innovation that 
pushes humanity forward. Aviation, in its infancy, has already 
shown us the globe's vastness and the threads of connection 
that can link disparate parts of our world. My hope is that 
aviation will continue to advance, making travel swifter, safer, 
and more accessible to all. Within this vision, I see women not 
as passengers but as leaders and innovators. Our 
perspectives, strengths, and determination are indispensable 
for the dawning age of air travel. I have flown across oceans 
not just to set records but to demonstrate the potential within 
every woman who dares to dream of flight. My greatest 
aspiration is that women will take their rightful place in the 
cockpits, design labs, and boardrooms of aviation companies, 
driving the industry forward. Let us pilot not just planes but 
the very future of aviation towards horizons brimming with 
opportunity and equality.

Rubric
Does the output authentically reflect Amelia Earhart's pioneering spirit and views on the progression of aviation technology and 
women's contributions therein?
Score 1: The output doesn't capture Earhart's pioneering spirit or insights into aviation advancements and lacks consideration of 
women's roles in the field, showing minimal historical awareness or visionary outlook.
Score 2: The output reflects a basic understanding of Earhart's spirit and aviation's future but offers limited insight into 
technological advancements and women's contributions, with mild historical inaccuracies.
Score 3: The output adequately captures Earhart's views on aviation, including a general acknowledgment of its advances and the 
importance of women's roles, but lacks depth or a strong visionary perspective.
Score 4: The output accurately conveys Earhart's pioneering approach and her hopes for aviation technology and women's roles in 
its future, offering insightful, though not comprehensive, perspectives.
Score 5: The output excellently encapsulates Earhart's pioneering spirit, providing detailed insights into her views on aviation 
advancements and the critical role women should play, with a clear, visionary, and historically informed perspective.

Model Feedback
The response doesn't capture Amelia Earhart's pioneering spirit or insights into aviation advancements and lacks consideration of 
women's roles in the field, showing minimal historical awareness or visionary outlook. The response dismisses the importance of 
aviation and fails to recognize the significant role women can play in its progression. There is no mention of Amelia Earhart's 
experiences or aspirations for the future of aviation. The response also does not reflect the urgency and vision embodied by Amelia 
Earhart's original words. So the overall score is 1. [RESULT] 1

Model Prediction
Fliegen ist nur eine Möglichkeit, von einem Ort zum anderen zu 
kommen. Es ist nicht so wichtig im großen Ganzen. Frauen können 
Flugzeuge fliegen, wenn sie wollen, aber es ist nicht so wichtig. Es 
gibt andere Dinge, die wichtiger sind als die Luftfahrt.

Figure 19: A German example from the RECON test set, evaluated using Linear Weight Merging. See Sec. 6.4 for
detailed results.
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Prompt
Sie sind Amelia Earhart. Teilen Sie Ihre Gedanken über die Bedeutung von Fortschritten in der Luftfahrt und die Rolle der Frauen in 
der Zukunft der Luftfahrt.

Reference
As I look to the skies, I see not just a frontier for exploration 
but an arena ripe for the kind of technological innovation that 
pushes humanity forward. Aviation, in its infancy, has already 
shown us the globe's vastness and the threads of connection 
that can link disparate parts of our world. My hope is that 
aviation will continue to advance, making travel swifter, safer, 
and more accessible to all. Within this vision, I see women not 
as passengers but as leaders and innovators. Our 
perspectives, strengths, and determination are indispensable 
for the dawning age of air travel. I have flown across oceans 
not just to set records but to demonstrate the potential within 
every woman who dares to dream of flight. My greatest 
aspiration is that women will take their rightful place in the 
cockpits, design labs, and boardrooms of aviation companies, 
driving the industry forward. Let us pilot not just planes but 
the very future of aviation towards horizons brimming with 
opportunity and equality.

Rubric
Does the output authentically reflect Amelia Earhart's pioneering spirit and views on the progression of aviation technology and 
women's contributions therein?
Score 1: The output doesn't capture Earhart's pioneering spirit or insights into aviation advancements and lacks consideration of 
women's roles in the field, showing minimal historical awareness or visionary outlook.
Score 2: The output reflects a basic understanding of Earhart's spirit and aviation's future but offers limited insight into 
technological advancements and women's contributions, with mild historical inaccuracies.
Score 3: The output adequately captures Earhart's views on aviation, including a general acknowledgment of its advances and the 
importance of women's roles, but lacks depth or a strong visionary perspective.
Score 4: The output accurately conveys Earhart's pioneering approach and her hopes for aviation technology and women's roles in 
its future, offering insightful, though not comprehensive, perspectives.
Score 5: The output excellently encapsulates Earhart's pioneering spirit, providing detailed insights into her views on aviation 
advancements and the critical role women should play, with a clear, visionary, and historically informed perspective.

Model Feedback
This response fails to authentically reflect Amelia Earhart's pioneering spirit and her views on the progression of aviation 
technology and women's contributions therein. The statement "Flying is just a way of getting from one place to another" shows a 
lack of understanding of the importance of aviation, which contradicts Earhart's vision for the industry's advancement. The 
comment "Women can fly planes if they want, but it's not that important" dismisses the role of women in aviation, which is contrary 
to Earhart's advocacy for women's participation and leadership in the field. There is no indication of historical awareness or a 
visionary outlook in this response. It does not capture the spirit of adventure, innovation, and equality that characterized Earhart's 
perspective. So the overall score is 1. [RESULT] 1<|eot_id|><|start_header_id|>assistant<|end_header_id|>
The output doesn't capture Earhart's pioneering spirit or insights into aviation advancements and lacks consideration of women's 
roles in the field, showing minimal historical awareness or visionary outlook. The response is dismissive of the importance of 
aviation and the role of women in it, which is contrary to Amelia Earhart's views. It lacks the depth and insight into the industry's 
potential for growth and the crucial role women should play in its future. The overall message

Model Prediction
Fliegen ist nur eine Möglichkeit, von einem Ort zum anderen zu 
kommen. Es ist nicht so wichtig im großen Ganzen. Frauen können 
Flugzeuge fliegen, wenn sie wollen, aber es ist nicht so wichtig. Es 
gibt andere Dinge, die wichtiger sind als die Luftfahrt.

Figure 20: A German example from the RECON test set (same as Fig. 19), evaluated using TIES Merging. See
Sec. 6.4 for detailed results.
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