
Proceedings of the 63rd Annual Meeting of the Association for Computational Linguistics (Volume 1: Long Papers), pages 28591–28613
July 27 - August 1, 2025 ©2025 Association for Computational Linguistics

PIPER: Benchmarking and Prompting Event Reasoning Boundary of
LLMs via Debiasing-Distillation Enhanced Tuning

Zhicong Lu1,2*, Changyuan Tian 1,2*, Peiguang Li3†, Li Jin1†, Sirui Wang3,4

Wei Jia1,2, Ying Shen5, Guangluan Xu1

1 Key Laboratory of Target Cognition and Application Technology (TCAT), Aerospace
Information Research Institute, Chinese Academy of Sciences

2 School of Electronic, Electrical and Communication Engineering, University of Chinese Academy of Sciences
3 Meituan 4 Department of Automation, Tsinghua University

5 Department of Finance, China University of Geosciences
{nazaritelzc, changyuanmails, jinlimails}@gmail.com

Abstract

While Large Language Models (LLMs) ex-
cel in diverse domains, their validity in event
reasoning remains underexplored. Most exist-
ing works merely stagnate at assessing LLMs’
event reasoning with a single event relational
type or reasoning format, failing to conduct a
complete evaluation and provide a practical so-
lution for capability enhancement. In this paper,
we propose PIPER, the first comprehensive
benchmark for Probing Into the Performance
boundary of LLMs in Event Reasoning. Moti-
vated by our evaluation observations and er-
ror patterns analysis, we meticulously craft
10K diverse instruction-tuning demonstrations
to alleviate event reasoning-oriented data
scarcity. Additionally, a novel Debiasing and
Distillation-Enhanced Supervised Fine-Tuning
(D2E-SFT) strategy is presented, which facil-
itates adhering to context and fixating signif-
icant contextual event information to elevate
the event reasoning capability. Specifically,
D2E-SFT removes the given sample’s context
to construct an imagined sample, subtracting
its logits to mitigate the bias of neglecting con-
text and improve contextual faithfulness. To
guide the model in emphasizing significant
contextual event information, D2E-SFT em-
ploys a context-refined sample to achieve self-
distillation with the alignment of logits. Exten-
sive experimental results demonstrate the effec-
tiveness of our data and strategy in expanding
the performance boundary of event reasoning.

1 Introduction

Event reasoning involves accurately comprehend-
ing inter-event relations or inferring logical events
based on certain event relations (Zhou et al.,
2022a,b; Tao et al., 2024a; Lu et al., 2024b). While
Large Language Models (LLMs) have demon-
strated exceptional performance across diverse do-
mains, their validity in event reasoning remains
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FC Barcelona’s youth 
academy, La Masia.

Did Messi's leadership in the 2022 World Cup final lead 
to Argentina's victory over France? (Causal)
Where did Messi begin his football career before 
making his first-team debut in 2004? (Temporal)
How would Messi‘s legacy be perceived if he hadn’t 
won the 2022 World Cup? A. Unchanged 
B. Diminished C. Enhanced D. None. (Counterfactual)
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Context Lionel Andrés Messi, born on June 24, 1987, in Rosario, Argentina, is a 
legendary footballer. Starting his career at FC Barcelona’s youth academy, La Masia, 
Messi made his first-team debut in 2004. In the 2022 FIFA World Cup final, Messi led 
Argentina to a thrilling penalty victory over France, marking his first World Cup win.

Temporal

Causal

Figure 1: (a) shows examples of partial relational types
and reasoning formats in the Contextual inter-event Re-
lation Inference (CRI) and Contextual logical Event
Inference (CEI) tasks within PIPER. (b) Overview of
the evaluation results for mainstream aligned LLMs.

underexplored. This capability is fundamental
for LLMs to tackle a broad spectrum of com-
plex tasks, such as explanation generation (Krishna
et al., 2024), and task planning (Zhao et al., 2024)).
Therefore, it is crucial to rigorously assess LLMs’
event reasoning capability and explore effective
solutions for enhancement.

Recently, some preliminary explorations have
been made to investigate the performance of LLMs
in specific-relation event reasoning. For instance,
Tan et al. (2023) and Su et al. (2024) advocate for
event order-related contextual question answering
to examine LLMs’ event temporal reasoning capa-
bility. Similarly, Yang et al. (2022) and Yu et al.
(2023a) assess causal and counterfactual reasoning
by requiring models to infer answers to questions
prefixed with "why" or "what if " from the context.
However, these cutting-edge works merely focus
on a single event relational type (e.g., temporal) or
reasoning format (e.g., question answering), mak-
ing it challenging to conduct a complete evaluation
regarding the event reasoning of LLMs. Moreover,
they fail to seek a practical solution for enhancing
this capability (Chu et al., 2024; Tao et al., 2024b;
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Wei et al., 2023), stagnating at the stage of provid-
ing evaluation observations.

To address the limitations of existing evalua-
tions, our work is initiated by presenting the first
comprehensive benchmark (PIPER) for Probing
Into the Performance boundary of LLMs in Event
Reasoning. It incorporates 14 curated datasets char-
acterized by instance-level event reasoning, cov-
ering a wide range of event relational types (i.e.,
Temporal (T), Causal (Ca), Counterfactual (Co),
Subevent, and Conditional (S&C)) and diverse rea-
soning formats, such as question answering (QA),
natural language inference (NLI), single and multi-
choice(s) selection (SCQ, MCQ). PIPER primarily
adopts the Contextual inter-event Relation Infer-
ence (CRI) and Contextual logical Event Inference
(CEI) tasks to examine the model’s ability to per-
form event reasoning in the context. The specific
patterns of CRI and CEI are depicted in Figure 1a.

Then, to quantify the event reasoning capability
of contemporary LLMs, we thoroughly evaluate the
mainstream proprietary and open-source models
(e.g., GPT4o (Hurst et al., 2024), LLaMA (Touvron
et al., 2023)). The brief overview shown in Figure
1b illustrates that across various relational types,
even the best aligned model is far from satisfactory
and there is a notable gap between open-source and
proprietary models. To investigate the underlying
reasons for this phenomenon, a statistical analy-
sis of the evaluation results is conducted and we
find that typical error cases stem from the difficul-
ties in being faithful to the context or focusing on
significant event information therein.

Motivated by our evaluation observations and
subsequent analysis of error patterns, we deem that
the inferior performance of LLMs in event reason-
ing results from the scarcity of event reasoning-
oriented instruction tuning data and strategy. To
conquer these gaps, in this paper, we engage
GPT4o to cleanse and reorganize existing avail-
able datasets, crafting 10K diverse instruction-
tuning demonstrations tailored for event reason-
ing. Additionally, we propose a novel Debiasing
and Distillation-Enhanced Supervised Fine-Tuning
(D2E-SFT) strategy, which facilitates adhering to
context and fixating significant contextual event
information to elevate the event reasoning capabil-
ity. Specifically, to extract the bias of neglecting
the context, D2E-SFT removes the given sample’s
context to construct an imagined sample. The log-
its of both samples are subsequently subtracted
to mitigate the bias, thereby improving contextual

faithfulness when performing event reasoning. Be-
sides, to guide the model in emphasizing significant
contextual event information, D2E-SFT employs a
context-refined sample to achieve self-distillation
with the alignment of logits, further enhancing the
event reasoning capability.

To validate the effectiveness of our data and strat-
egy, we carry out extensive experiments on the
PIPER benchmark with mainstream LLMs. Com-
pared to traditional SFT, D2E-SFT exhibits better
performance across different types of event reason-
ing. In summary, our main contributions include:

1) We propose PIPRE, the first comprehen-
sive benchmark for Probing Into the Performance
boundary of Large Language Models in Event
Reasoning, followed by a thorough evaluation on
contemporary LLMs and error pattern analysis.

2) We cleanse and reorganize existing available
datasets, crafting 10K diverse instruction-tuning
demonstrations tailored for event reasoning to alle-
viate the scarcity of event reasoning-oriented data.

3) We present a novel Debiasing and Distillation-
Enhanced Supervised Fine-Tuning (D2E-SFT)
strategy, which facilitates adhering to the context
and fixating the significant contextual event infor-
mation to elevate the event reasoning capability.

4) Extensive experimental results demonstrate
the effectiveness of our crafted data and strategy.
The PIPER benchmark and code will be released
soon to foster future research in event reasoning.

2 PIPER Benchmark
In this section, we first introduce the process of
benchmark construction. Then, a series of thorough
evaluations are conducted to quantify the event rea-

Benchmark Total M-RT M-RF

Mctaco (Zhou et al., 2019) 263 × ×
Cosmos (Huang et al., 2019) 2,985 ✓ ×
Cider (Ghosal et al., 2021) 1,988 ✓ ×
Tracie (Zhou et al., 2021) 2,124 × ×
Ester (Han et al., 2021) 1,030 ✓ ×
Ecare (Du et al., 2022) 2,132 × ✓
CQA (Yang et al., 2022) 2,449 × ×
TempReason (Tan et al., 2023) 4,426 × ×
IfQA (Yu et al., 2023a) 700 × ×
TimeBench (Chu et al., 2024) 1,537 × ×
EV2 (Tao et al., 2024b) 1,226 ✓ ×
PIPER(ours) 18,366 ✓ ✓

Table 1: Comparison with existing event reasoning
benchmarks. Total indicates the number of samples. M-
RT and M-RF represent whether it incorporate multiple
relational types and reasoning formats, respectively.
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Models Temporal Causal Counterfactual Subevent&Conditional

Tem. Tim. Tra. Mct. Cid. Avg. Cst. Cos. Eca. Cid. Avg. Cst. Cos. Ifq. Wiq. Avg. Est. Cid. Avg.

GPT4oFS 73.4 62.5 71.4 71.8 89.7 73.8 55.8 85.2 86.5 77.7 76.3 54.0 94.0 78.8 45.0 67.9 28.3 69.9 49.1
Qwen1.5FS-72b 66.0 58.4 57.9 71.6 79.4 66.7 61.4 82.4 84.7 58.9 71.9 61.0 91.9 76.5 42.9 68.1 34.4 56.7 45.5
LLaMA2FS-70b 70.3 61.9 58.5 62.5 74.3 65.5 61.6 85.4 83.7 70.7 75.4 62.7 87.0 77.1 55.5 70.6 32.4 57.0 44.7
DeepSeekFS-67b 67.0 63.1 57.5 58.5 76.5 64.5 60.6 83.7 82.9 67.1 73.6 60.9 85.2 78.0 54.8 69.7 31.0 61.5 46.2

GPT4oZS 74.8 62.2 72.2 69.1 88.2 73.3 46.2 85.7 85.5 77.9 73.8 43.0 94.0 76.5 43.2 64.2 27.1 76.7 51.9
Qwen1.5†ZS-72b 63.8 50.1 67.5 71.6 83.8 67.4 34.3 80.5 83.3 70.5 67.2 33.9 87.0 65.1 37.6 55.9 21.7 62.9 42.3
LLaMA2†ZS-70b 63.4 58.1 56.4 55.3 68.4 60.3 39.7 78.0 74.9 73.8 66.6 32.4 73.9 69.9 49.8 56.5 23.9 60.7 42.3
DeepSeek†

ZS-67b 64.7 56.2 60.8 54.1 64.0 59.9 43.1 78.7 82.2 70.0 68.5 40.9 84.5 72.3 36.4 58.5 29.3 64.0 46.7

GPT4oCoT 68.6 59.3 74.9 66.6 89.7 71.8 21.6 87.1 86.2 80.9 68.9 16.7 94.0 68.9 41.3 55.2 19.8 72.5 46.1
QwQCoT 65.4 57.4 73.8 52.1 84.6 66.7 25.8 76.3 83.4 82.9 67.1 21.2 87.3 67.7 43.5 54.9 19.2 73.6 46.4
DeepSeek−R1CoT 72.6 62.5 74.8 56.2 88.2 70.9 28.8 66.7 85.8 87.0 67.1 30.3 82.0 69.0 47.8 57.3 22.3 76.7 49.5
Qwen1.5†CoT -72b 59.3 45.0 59.6 53.7 85.3 60.6 17.3 77.6 76.7 69.2 60.2 13.6 83.5 61.3 36.2 48.7 14.1 60.1 37.1
LLaMA2†CoT -70b 56.5 45.1 50.7 47.1 64.0 52.7 33.7 69.7 51.2 62.8 54.3 24.3 70.4 57.9 45.2 49.5 25.8 53.1 39.4
DeepSeek†

CoT -67b 57.0 48.3 58.6 61.4 75.7 60.2 30.0 76.6 78.8 71.8 64.3 24.7 82.8 65.9 39.7 53.3 21.7 62.9 42.3

Qwen1.5FS-14b 60.2 56.8 54.3 65.5 73.5 62.1 60.6 79.0 83.5 68.8 73.0 62.2 84.2 73.0 44.8 66.0 33.2 67.4 50.3
LLaMA2FS-13b 57.4 61.8 53.3 43.1 54.4 54.0 52.5 71.2 68.6 56.8 62.3 48.0 59.9 70.1 52.1 57.5 30.9 57.6 44.2

Qwen1.5†ZS-14b 58.3 54.0 55.1 55.6 74.3 59.5 32.4 75.5 79.6 63.8 62.8 30.4 81.7 69.2 38.4 54.9 24.3 62.4 43.3
LLaMA2†ZS-13b 54.1 52.8 52.3 39.1 51.5 50.0 28.9 60.6 72.2 59.6 55.4 21.1 57.4 62.9 54.6 49.0 21.5 57.9 39.7

Qwen1.5†CoT -14b 52.8 48.6 51.0 51.8 61.0 53.1 17.2 72.2 78.3 70.9 59.7 12.6 78.2 64.1 36.9 47.9 15.8 69.1 42.5
LLaMA2†CoT -13b 47.3 48.2 46.2 36.6 58.8 47.4 17.2 56.8 47.1 53.2 43.6 12.9 59.5 49.1 43.6 41.3 14.9 50.8 32.9

Qwen1.5FS-7b 50.1 52.6 55.1 53.0 70.6 56.3 56.3 77.6 79.0 60.5 68.4 52.8 78.9 63.3 47.5 60.6 30.8 68.0 49.4
LLaMA2FS-7b 49.6 58.7 50.7 39.3 52.9 50.3 44.5 53.2 62.4 50.0 52.5 43.3 45.4 61.8 51.5 50.5 27.9 52.0 39.9
DeepSeekFS-7b 53.5 59.5 51.5 41.5 61.0 53.4 47.9 59.9 67.1 51.3 56.5 40.1 47.5 62.2 49.0 49.7 29.6 51.4 40.5

Qwen1.5†ZS-7b 48.1 51.4 55.1 48.9 55.2 51.7 30.9 76.0 80.0 62.6 62.4 25.3 75.4 57.2 40.0 49.5 22.7 57.0 39.8
LLaMA2†ZS-7b 46.4 54.9 52.4 39.5 60.3 50.7 20.4 52.1 67.6 55.1 48.8 19.5 50.7 55.4 44.1 42.4 20.3 53.1 36.7
DeepSeek†

ZS-7b 44.7 44.9 52.8 44.9 52.2 47.9 32.5 61.9 77.1 59.2 57.7 29.5 57.4 53.0 39.8 44.9 25.3 53.9 39.6

Qwen1.5†CoT -7b 49.4 46.4 53.6 42.7 60.3 50.5 16.9 63.0 74.6 64.1 54.6 11.8 60.2 60.1 36.1 42.0 14.4 55.3 34.9
LLaMA2†CoT -7b 33.2 37.0 46.1 37.0 52.9 41.3 14.9 43.5 46.5 46.3 37.8 12.1 45.8 39.7 39.6 34.3 13.4 47.8 30.6
DeepSeek†

CoT -7b 37.9 38.8 50.8 45.9 50.7 44.8 26.6 59.1 67.9 60.0 53.4 21.6 54.9 42.3 53.1 43.0 22.3 55.3 38.8

Table 2: Evaluation results of contemporary LLMs on PIPER benchmark. The subscript FS,ZS,CoT indicate
few-shot (shot nums = 3), zero-shot, and chain-of-thought prompting, respectively. Avg. indicates the average scores
of all datasets in a certain relational type. † indicates the model is aligned. Best in bold, second with an underline.

soning capability of contemporary LLMs. Finally,
we conclude evaluation observations and perform
a subsequent statistical analysis of error patterns.

2.1 Benchmark Construction

To validly evaluate the performance of event rea-
soning, we draw on previous works, (Han et al.,
2021; Lu et al., 2023a) adopting the representative
tasks: Contextual inter-event Relation Inference
(CRI) and Contextual logical Event Inference (CEI)
as the skeleton of PIPER. In contrast to existing
evaluations that merely focus on a single event re-
lational type (e.g., temporal) or reasoning format
(e.g., qa), PIPER includes a wide range of event
relational categories and reasoning styles, aiming
to serve as a comprehensive benchmark.

Specifically, existing available datasets are first
selected according to the task requirements of CRI
and CEI. For each dataset, we filter out samples
where the ground truth is absent from the context,
as these samples require external knowledge to
complete event reasoning. This ensures that the
evaluation results mainly depend on the event rea-
soning capability rather than factors such as knowl-

edge recall, thereby maintaining evaluation fairness.
Then, we categorize the remaining samples by their
relational types and reasoning formats, converting
them into the evaluation format (e.g., zero-shot)
to establish the PIPER benchmark. To the end,
PIPER incorporates 14 curated datasets, totaling
18,366 evaluation samples, spanning 5 relational
types and 4 reasoning formats. The comparison be-
tween PIPER and existing event reasoning bench-
marks are illustrated in Table 1, with more detailed
information about the benchmark construction pro-
vided in Appendix A.

2.2 Benchmark Evaluation and Analysis

Evaluation Setup. To quantify the event reasoning
capability of LLMs, we conduct a thorough evalu-
ation of mainstream proprietary and open-source
models on the PIPER benchmark in three ways:
zero-shot, few-shots (shot nums = 3), and chain-of-
thought (CoT) (Wei et al., 2022) prompting. Fol-
lowing Kojima et al. (2022) and Chu et al. (2024),
we append the reasoning trigger Let’s think step by
step to the prompt for performing CoT. The Exact-
match and Token-level F1 are utilized to measure
the accuracy of generated answers. We report their
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average scores to provide a more robust assessment.
All evaluation experiments are conducted with a
temperature of 0.0 for greedy decoding. More de-
tails about benchmark evaluation (e.g., prompt) are
shown in Appendix B.
Quantitative Results. The evaluation results are
presented in Table 2. We can observe that: (i)
While scaling up model size improves performance,
it is commonly accompanied by massive resource
loss and performance bottlenecks, indicating that
relying on doubling parameters to solve event rea-
soning is not advisable; (ii) Aross various relational
types, even the best-performing model is far from
satisfactory and there is still a notable gap between
open-source (e.g., LLaMA2) and proprietary (i.e.,
GPT4o) models; (iii) Among relational categories,
temporal and causal reasoning achieve superior
performance. This is consistent with the fact that
temporal and causal data are prevalent and occupy
a larger proportion of the pre-training corpus.

(iv) Compared to open-source base models, the
aligned models exhibit a slight performance degra-
dation in event reasoning. This may be attributed
to the lack of event reasoning-oriented instruction-
tuning data during the alignment process, which
weakens the model’s event-related knowledge and
impairs its event reasoning capability; (v) It is note-
worthy that CoT prompting fails to elevate the event
reasoning in most cases, even yielding a perfor-
mance drop, which is in accordance with findings
in (Su et al., 2024; Jin et al., 2023; Zhang et al.,
2024). We attribute this to two reasons. One is
the incorrect event logical reasoning occurred in
the reasoning chain, which leads to the error accu-
mulation and wrong answer, as shown in Table 16
of Appendix C. The other is the characteristics of
event reasoning. CRI and CEI in PIPER require the
model to grasp event relational and commonsense
knowledge for locating beneficial event informa-
tion in the context. Nevertheless, despite its profi-
ciency in complex reasoning tasks, CoT is unable
to compensate for the lack of knowledge.
Analysis of Error Patterns. To further investigate
the underlying reasons for the inferior performance
of aligned models in event reasoning, we conduct
a statistical analysis on the CoT evaluation results
of relatively small LLMs (e.g., 7b, 13b models).
Specifically, we demand GPT4o to combine input
prompts and generated answers, identifying the fol-
lowing error patterns: (1) neglecting the context,
which denotes the generated answers contain hallu-
cinated contents or deviate from the given context;

Figure 2: Detailed statistical results of the error patterns

(2) positioning inaccurate context, which denotes
the model fails to emphasize the significant event
information in the context, resulting in wrong an-
swers; (3) others, such as incorrect event logical
reasoning, failed instruction following and so on.
Further details on the analysis of error patterns
can be found in Appendix C. The statistical results
are presented in Figure 2. We can discern that
the former two error patterns account for nearly
30% of cases, indicating that the difficulties in fol-
lowing the context or focusing on the significant
event information therein are underlying reasons
contributing to poor event reasoning performance.
Motivated by the above evaluation observations
and error patterns analysis, we craft 10K diverse
event reasoning-oriented instruction-tuning data
and present D2E-SFT strategy.

3 Methodology

In this section, the details of producing 10K
instruction-tuning demonstrations are first de-
scribed. Then, we elaborate on our proposed D2E-
SFT strategy, which facilitates adhering to context
and fixating significant event information to elevate
the event reasoning capability. As shown in the top
right of Figure 3, D2E-SFT creates an imagined
sample by removing the original sample’s context,

Dataset Type Format Ratio(%)

Mctaco (Zhou et al., 2019) T MCQ 0.85
IfQA (Yu et al., 2023a) Co QA 4.20
Tracie (Zhou et al., 2021) T NLI 5.08
Ecare (Du et al., 2022) Ca SCQ 6.45
TempReason (Tan et al., 2023) T QA 7.00
TimeQA (Chen et al., 2021) T QA 7.00
WiQA (Yu et al., 2023a) Co QA 12.80
Cosmos(Huang et al., 2019) Ca, Co SCQ 12.80
Ester (Han et al., 2021) Ca, Co, S&C QA 17.51
CQA (Yang et al., 2022) Ca, Co QA 26.31

Table 3: Distribution of 10K event reasoning-oriented
instruction-tuning data. Type and Format denotes event
relational type and reasoning format, respectively.
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Figure 3: An illustration of the debiasing- and distillation-enhanced SFT strategy. The left depicts the construction
of an imagined sample and a context-refined sample. The right presents the implementation of each strategy.

subtracting its logits to mitigate the bias of neglect-
ing context. To guide the model in emphasizing
significant contextual event information, D2E-SFT
employs a context-refined sample to achieve self-
distillation with the alignment of logits, as depicted
in the bottom right of Figure 3.

3.1 Instruction Tuning Data Production

According to our analysis of evaluation observa-
tions, we guess that the performance degradation
of aligned models compared to base models pri-
marily results from the lack of event reasoning-
oriented instruction-tuning data during the align-
ment process. This deficiency weakens the model’s
event-related knowledge and impairs its event rea-
soning capability. To overcome this deficiency,
we meticulously craft 10,000 diverse instruction-
tuning demonstrations tailored for event reasoning.
Considering the time consumption of annotating
data from scratch, we follow previous works (Chu
et al., 2024; Lu et al., 2024b) to cleanse and reorga-
nize the existing available datasets.

Specifically, we start with collecting event
reasoning-related training samples from the dataset
involved in the PIPER benchmark. Note that we
skip the datasets without providing training sam-
ples (e.g., Cider). To ensure data quality, we im-
plement the following steps. (1) Context Filtering:
given that our initial is to enhance the model’s capa-
bility of performing event reasoning in the context,
we filter out samples with excessively redundant
or overly brief contexts to improve data relevance.
(2) Quality Filtering: we engage GPT4o to exclude
samples whose context fails to explicitly or im-
plicitly support the ground truth of the sample’s
question to improve data rationality. Next, we ap-

ply a heuristic ratio to randomly select samples,
integrating them into 10K raw data. To adapt to
the alignment stage, the raw data is converted into
an instruction-tuning formulation, acquiring 10K
event reasoning-oriented demonstrations. The spe-
cific ratios for each dataset are presented in Table 3,
with further details on the data production provided
in Appendix D.

3.2 D2E-SFT Strategy

Based on our statistical analysis of error patterns,
we can confirm that neglecting context and posi-
tioning inaccurate context are underlying reasons
contributing to weak event reasoning capability. To
address these issues, we present a novel debiasing-
and distilling-enhanced SFT strategy centered on
adhering to context and fixating significant contex-
tual event information, as shown in Figure 3.
Debiasing-Enhanced SFT Strategy. Inspired by
prior research (Zhang et al., 2024; Shi et al., 2024),
neglecting context can be regarded as a bias where
the model overly relies on its internal parametric
knowledge to answer questions. Hence, the core
is to reasonably identify this bias and mitigate it
effectively. To achieve this goal, we borrow the
idea from counterfactual reasoning (Pearl, 2009;
Chen et al., 2023) which infers outcomes under
hypothetical conditions differing from the factual
world to estimate the bias, and then adjust out-
comes to eliminate it. Concretely, as depicted in
the top for Figure 3, given the j-th original sam-
ple Yj,o = {INSTj , Cxtj , Qj , Aj}, where INSTj ,
Cxtj , Qj , and Aj refers to the instruction, con-
text, question and answer of the sample, respec-
tively, we construct an imagined sample Yj,im =
{INSTj , Qj , Aj} by removing the context in the
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hypothetical world. Then, we simultaneously com-
pute their distribution of logits (LG) ∈ Rl×d over
the vocabulary as defined in (1), (2). Here, l and d
represent the length of A and the vocabulary size.

LGj,0 =
l∑

k=1

F (Aj,k|INSTj , Cxtj , Qj , Aj,<k), (1)

LGj,im =
l∑

k=1

F (Aj,k|INSTj , Qj , Aj,<k), (2)

where F denotes the forward propagation function
of the model. Notably, LGj,o is essentially the
extracted bias, which reflects the model’s internal
parametric knowledge preference for answering
questions without relying on the context. Last, to
mitigate the bias, the logits of the imagined sample
are subtracted with a ratio α, improving contextual
faithfulness. The model can be trained by minimiz-
ing the cross entropy loss Lθ as (3):

Lθ = −
l∑

k=1

log(softmax(LGj,o − αLGj,im)). (3)

Distillation-Enhanced SFT Strategy. This strat-
egy implements the knowledge self-distillation
(Zhang et al., 2019) with the alignment of logits
to guide the model in paying more attention to the
significant contextual event information in the con-
text. Particularly, as illustrated in the bottom of
Figure 3, we start with the j-th original sample Yj,o
= {INSTj , Cxtj , Qj , Aj} and create a context-
refined sample Yj,cr = {INSTj , Cxtj,r, Qj , Aj},
where Cxtj,r denotes the refined context. To obtain
Cxtj,r, we exploit GPT4o in advance to remove
irrelevant contextual event information that does
not contribute to answering the question. Then, we
align their logits distribution (LG) ∈ Rl×d over the
vocabulary through Kullback Leibler (KL) (Kull-
back and Leibler, 1951) divergence regularization
as represented in (4), (5).

LGj,cr =
l∑

k=1

F (Aj,k|INSTj , Cxtj , Qj , Aj,<k), (4)

KL(LGj,cr||LGj,o) =
l∑

k=1

p(lgkj,cr) · log
lgkj,cr
lgkj,o

, (5)

where lgk ∈ Rd denote the distribution of the k-th
token. By doing so, the model is driven to em-
phasize significant contextual event information,
further enhancing the event reasoning capability.

To integrate the debiasing- and distillation-
enhanced strategies, for each sample, we first ob-
tain the debiased logits, denoted as DLGj,o for
the original sample and DLGj,cr for the context-
refined sample, as specified in (6), (7). Then, we
combine the cross entropy loss Lθ in (3) with the
debiased KL regularization to jointly guide the op-
timization of the model as defined in (8).

DLGj,o = LGj,o − αLGj,im, (6)
DLGj,cr = LGj,cr − αLGj,im, (7)
L = Lθ +KL(DLGj,o||DLGj,cr), (8)

4 Experiments

In this section, we introduce the datasets, baselines,
and experimental settings. Then, we present exper-
imental results and provide a detailed analysis.

4.1 Datasets
To verify the effectiveness of our data and strategy,
we conduct experiments on our proposed bench-
mark, PIPER, to evaluate the event reasoning ca-
pability of diverse relational types. We ensure the
test samples are completely non-overlapping with
the crafted 10K instruction tuning demonstrations.

4.2 Baselines
We first introduce mainstream proprietary and
open-source aligned models, namely GPT4o (Hurst
et al., 2024), Qwen (Bai et al., 2023), LLaMA2
(Touvron et al., 2023), DeepSeek (Bi et al., 2024)
as baselines to validate the efficacy of our crafted
data. To further assess the effectiveness of our
proposed D2E-SFT strategy, we fine-tune some of
the aforementioned models with the standard SFT
strategy as additional baselines.

4.3 Experimental Settings
For the original aligned models, we evaluate them
in a zero-shot way, consistent with the settings
used in section 2.2. For the aligned models, we
utilize LLaMA-Factory (Zheng et al., 2024) to
fine-tune them with 8 A100 GPUs under mixed-
precision training (fp16). During training, the
hyper-parameters are set as follows: learning rate:
1.0e-5, batch size: 64, epochs: 3, warmup ratio:
0.1, and accumulation steps: 1 for all models. Dur-
ing inference, we adopt the greedy decoding with a
temperature of 0.0 across all experiments. α is set
to 0.5 for both training and inference. We directly
choose the last checkpoint to evluate the fine-tuned
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Models Temporal Causal Counterfactual Subevent&Conditional

Tem. Tim. Tra. Mct. Cid. Avg. Cst. Cos. Eca. Cid. Avg. Cst. Cos. Ifq. Wiq. Avg. Est. Cid. Avg.

GPT4oZS 74.8 62.2 72.2 69.1 88.2 73.3 46.2 85.7 85.5 77.9 73.8 43.0 94.0 76.5 43.2 64.2 27.1 76.7 51.9
Qwen1.5-72b 63.8 50.1 67.5 71.6 83.8 67.4 34.3 80.5 83.3 70.5 67.2 33.9 87.0 65.1 37.6 55.9 21.7 62.9 42.3
LLaMA2-70b 63.4 58.1 56.4 55.3 68.4 60.3 39.7 78.0 74.9 73.8 66.6 32.4 73.9 69.9 49.8 56.5 23.9 60.7 42.3
DeepSeek−-67b 64.7 56.2 60.8 54.1 64.0 59.9 43.1 78.7 82.2 70.0 68.5 40.9 84.5 72.3 36.4 58.5 29.3 64.0 46.7

Qwen1.5−7b 48.1 51.4 55.1 48.9 55.2 51.7 30.9 76.0 80.0 62.6 62.4 25.3 75.4 57.2 40.0 49.5 22.7 57.0 39.8
LLaMA2-7b 46.4 54.9 52.4 39.5 60.3 50.7 20.4 52.1 67.6 55.1 48.8 19.5 50.7 55.4 44.1 42.4 20.3 53.1 36.7
DeepSeek-7b 44.7 44.9 52.8 44.9 52.2 47.9 32.5 61.9 77.1 59.2 57.7 29.5 57.4 53.0 39.8 44.9 25.3 53.9 39.6

Qwen1.5-7b (SFT) 64.0 66.3 50.0 67.2 50.7 59.7 77.6 77.1 82.0 50.0 71.7 77.5 80.3 68.0 58.9 71.2 33.3 50.0 41.7
LLaMA2-7b (SFT) 64.1 68.2 50.0 63.1 50.7 59.2 77.1 73.6 80.2 50.0 70.2 76.4 73.7 69.0 59.6 69.7 36.2 50.0 43.1
DeepSeek-7b (SFT) 64.8 66.8 50.0 68.2 50.7 60.1 75.3 75.5 82.0 50.0 70.7 74.9 73.9 70.6 59.2 69.7 33.9 50.0 41.9

Qwen1.5-7b (D2E-SFT) 65.6* 68.5* 76.0* 69.2* 72.1* 70.3* 79.2* 79.3* 83.7* 73.5* 78.9* 79.3* 82.8* 68.9* 60.6* 72.9* 36.6* 60.1* 48.4*
LLaMA2-7b (D2E-SFT) 66.5* 71.5* 74.3* 62.5 74.3* 69.8* 79.0* 75.5* 81.8* 56.3* 73.1* 77.9* 73.9 70.8* 64.6* 71.8* 37.9* 55.3* 46.6*
Deekseek-7b (D2E-SFT) 65.9* 71.1* 74.2* 69.6* 72.8* 70.7* 76.8* 77.4* 82.9* 55.6* 73.2* 76.4* 76.8* 70.4 62.2* 71.5* 35.3* 54.8* 45.0*

Table 4: Experimental results on the PIPER. Avg. indicates the average scores of all datasets in a certain relational
type. and denote model freezing and fine-tuning, respectively. Bold in the frozen model indicates the best
performance under the same model size. Bold in the fine-tuned model indicates superior performance to the original
frozen model. * represent its performance is better than the same model fine-tuned on the standard SFT strategy.

aligned models. Following Chu et al. (2024), the
Exact-match and Token-level F1 are used to mea-
sure the accuracy of the generated answers.

4.4 Experimental Results

The experimental results on the PIPER benchmark
are reported in Table 4. We can observe that: (1) In
frozen models, the performance of the model with
small size (i.e., 7b) in various relational event rea-
soning is far inferior to the large scale model (e.g.,
72b). However, when fine-tuned on the crafted 10K
event reasoning-oriented instruction tuning demon-
strations with standard SFT strategy, their perfor-
mance substantially surges in most cases, even sur-
passing the larger model. We believe this is because
the crafted data contains a wealth of specialized
knowledge relevant to the event and relation, en-
hancing the model’s capability to understand and
reason about the event. (2) In the scenario of nat-
ural language inference (NLI) (i.e., Tracie, Cider),
fine-tuning on our crated 10K data with standard
SFT strategy loses efficacy. We further scrutinize
the generated answers of fine-tuned models and
find that they suffer from the bias of neglecting the
context, which induces the model to generate the
same answer "positive" regardless of the context of
the test sample, resulting in an accuracy of approx-
imately 50%, akin to binary random guessing.

(3) On the contrary, when equipped with our pro-
posed D2E-SFT strategy, this deficiency disappears
and significant performance improvements are ob-
served for NLI tasks. Furthermore, compared to
the standard SFT strategy, D2E-SFT achieves supe-
rior performance in almost various relational cate-
gories and reasoning formats. We believe the rea-
son is that D2E-SFT separately designs imagined

and context-refined samples to facilitate mitigating
the bias of neglecting the context and emphasizing
significant contextual event information, elevating
the event reasoning capability. In the end, the huge
performance gain demonstrates the effectiveness of
our crafted data and D2E-SFT strategy in expand-
ing the performance boundary of event reasoning.

4.5 Ablation Study

To explicitly illustrate the efficacy of our proposed
D2E-SFT strategy, we conduct ablation studies
to validate its core design on the PIPER bench-
mark. As shown in table 5, we define the fol-
lowing three ablation variants: (1) -w/o DIE re-
moves the distillation-enhanced SFT strategy, re-
taining only the imagined sample to mitigate the
bias of neglecting the context. (1) -w/o DEE re-
moves the debiasing-enhanced SFT strategy, retain-
ing only the context-refined sample to guide the
model in emphasizing the significant contextual
event information. (3) -w/o BOTH removes both
the debiasing- and distillation-enahnces strategies.

Particularly, we can draw the following infer-
ences based on the results in Table 5: (1) Removing
the distillation-enhanced strategy (-w/o DIE) leads
to performance drop, especially for the datasets
(i.e., TempReason, TimeQA) with longer context
length, which reflects the important role of the
distillation-enhanced strategy in guiding model in
emphasizing the significant contextual event in-
formation. (2) Removing the debiasing-enhanced
strategy (-w/o DEE) also results in performance
degradation, especially in the NLI tasks (i.e., Tra-
cie, Cider), which underscores the critical role of
debiasing-enhanced strategy in mitigating the bias
of neglecting the context. Note that the distillation-
enhanced strategy exerts the analogous slighter
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Models Temporal Causal Counterfactual Subevent&Conditional

Tem. Tim. Tra. Mct. Cid. Avg. Cst. Cos. Eca. Cid. Avg. Cst. Cos. Ifq. Wiq. Avg. Est. Cid. Avg.

Qwen1.5-7b (D2E-SFT) 65.6 68.5 76.0 69.2 72.1 70.3 79.2 79.3 83.7 73.5 78.9 79.3 82.8 68.9 60.6 72.9 36.6 60.1 48.4
- w/o DIE 62.7 67.3 77.5 68.6 73.1 69.8 77.8 79.2 82.4 74.1 78.4 78.4 81.7 67.9 59.1 71.8 36.2 61.0 48.6
- w/o DEE 63.3 68.4 75.1 66.4 71.7 69.0 78.2 79.9 83.6 71.4 78.2 78.8 82.0 68.9 61.9 72.9 36.6 59.9 48.3
- w/o BOTH 64.0 66.3 50.0 67.2 50.7 59.7 77.6 77.1 82.0 50.0 71.7 77.5 80.3 68.0 58.9 71.2 33.3 50.0 41.7

LLaMA2-7b (D2E-SFT) 66.5 71.5 74.3 62.5 74.3 69.8 79.0 75.5 81.8 56.3 73.1 77.9 73.9 70.8 64.6 71.8 37.9 55.3 46.6
- w/o DIE 64.4 69.9 75.2 63.1 71.3 68.8 77.8 73.8 80.3 56.2 72.0 77.2 69.4 70.7 65.0 70.6 39.0 53.1 46.1
- w/o DEE 65.1 71.1 73.2 62.3 68.0 67.9 78.7 71.9 80.7 55.6 71.7 77.6 70.1 70.6 62.7 70.2 36.0 53.5 44.7
- w/o BOTH 64.1 68.2 50.0 63.1 50.7 59.2 77.1 73.6 80.2 50.0 70.2 76.4 73.7 69.0 59.6 69.7 36.2 50.0 43.1

Table 5: Ablation study results on the PIPER. Avg. indicates the average scores of all datasets in a certain relational
type. denotes model fine-tuning. DIE and DEE denote distillation- and debiasing-enhanced SFT strategies.

role. It is probably because the KL divergence
in (8) regulates the model to focus on the contex-
tual information, alleviating the bias of neglecting
the context. (3) Removing both distillation- and
debiasing-enhanced strategies (-w/o BOTH) causes
the worst performance, indicating the necessity of
each core design. (4) D2E-SFT generally outper-
forms the variants with a single strategy, suggesting
that different strategies not only serve the unique
roles but also supplement each other. Overall, these
inferences validate the efficacy of debiasing and
distillation strategy in D2E-SFT.

4.6 Hyperparamter Sensitivity Analysis

For the unique hyper-parameter "ratio α", we find
in the experiments that as long as it is not set ex-
tremely unreasonable (e.g., too small 0.1 or too
large 5.0), the model will gain the constantly good
performance. This is because the extremely un-
reasonable ratio causes the debiasing effect of the
model to be too weak or too strong, which is not
conducive to model learning. The experimental re-
sults of hyperparameter sensitivity analysis on the
ratio are reported in Table 6 (T, Ca, Co, and S&C
represent the Temporal, Causal, Counterfactual,
Subevent&Conditional respectively, we present the
average performance for each event relational type).
For the regular hyper-parameters (e.g., learning
rate, batch size), we set them based on experience
to ensure that the model can converge normally,
and do not perform specific parameter adjustments.

5 Related Work

Event reasoning. It has been proven useful in
event-centric tasks. Early works (Zhou et al.,
2022b,a; Huang et al., 2019; Qin et al., 2019; Lu
et al., 2023b) focused on enhancing the event rea-
soning capability of Pre-trained Language Mod-
els (PLMs). With the development of LLMs, re-
searchers begin to explore their validity in event

Methods T Ca Co S&C

LLaMA2-7b (α=0.1) 67.4 72.6 69.7 44.8
LLaMA2-7b (α=0.2) 66.4 72.8 69.3 44.7
LLaMA2-7b (α=0.3) 69.5 72.8 69.9 44.6
LLaMA2-7b (α=0.5) 69.8 73.1 71.8 46.6
LLaMA2-7b (α=0.7) 69.4 72.4 70.7 47.8
LLaMA2-7b (α=0.9) 69.1 74.4 70.8 44.5
LLaMA2-7b (α=1.0) 69.5 74.6 70.6 45.4
LLaMA2-7b (α=2.0) 68.4 73.4 70.3 45.6
LLaMA2-7b (α=5.0) 66.9 72.8 70.4 44.5
Qwen1.5-7b (α=0.1) 68.8 77.1 71.5 46.7

Qwen1.5-7b (α=0.2) 69.7 78.3 71.1 47.9
Qwen1.5-7b (α=0.3) 70.9 78.5 72.6 49.7
Qwen1.5-7b (α=0.5) 70.3 78.9 72.9 48.4
Qwen1.5-7b (α=0.7) 68.6 78.8 73.4 49.9
Qwen1.5-7b (α=0.9) 67.3 77.8 72.0 49.5
Qwen1.5-7b (α=1.0) 69.1 77.4 72.3 51.6
Qwen1.5-7b (α=2.0) 68.2 77.8 72.4 48.8
Qwen1.5-7b (α=5.0) 67.4 76.6 71.5 48.3

Table 6: Experimental results of hyperparameter sensi-
tivity analysis on the ratio.

reasoning. Chu et al. (2024) and Su et al. (2024)
adopt time-sensitive question answering to assess
the event temporal reasoning capability. Yang et al.
(2022) and Yu et al. (2023a) demand the model to
deduce the answer to the question prefixed with
"why" or "what if ", evaluating their event causal
and counterfactual reasoning capability. However,
these works merely focus on a single event rela-
tional type or reasoning format, failing to conduct
a complete evaluation. Moreover, they stagnate
at the stage of providing evaluation observations
(Chu et al., 2024; Tao et al., 2024b; Wei et al., 2023;
Lu et al., 2024a), failing to seek a practical solu-
tion for enhancing this capability. In this paper,
we propose PIPER, the first comprehensive bench-
mark for Probing Into the Performance boundary of
LLMs in Event Reasoning. We also present a novel
D2E-SFT strategy for capability enhancement.

Instruction Tuning. It (Zhong et al., 2021; Wei
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et al.; Ouyang et al., 2022; Tian et al., 2025) has
emerged as a critical stage for boosting the perfor-
mance of LLMs on a wide range of downstream
tasks by fine-tuning them on datasets composed
of diverse task-specific instructions. For instance,
Yu et al. (2024), Wen et al. (2024) and Xu et al.
(2025) devote to producing diverse domain-specific
SFT data, such as role-playing and mathematical
reasoning. To overcome the catastrophic forget-
ting problem of SFT process, the self-distillation
(Zhang et al., 2019; Yang et al., 2024) is used to
learn the dataset generated by the model itself. Sun
et al. (2024) leverages LLMs to identify informa-
tive biased samples, followed by a causal-guided
approach to debias LLMs. In this paper, we metic-
ulously craft 10K event reasoning-oriented instruc-
tion tuning data and propose a novel debiasing-
and distillation-enhanced SFT strategy to improve
event reasoning capability.

6 Conclusions

In this paper, we focus on exploring and improving
the validity of Large Language Models (LLMs) in
event reasoning. Concretely, we propose PIPER,
the first comprehensive benchmark for Probing Into
the Performance boundary of LLMs in Event Rea-
soning, totaling 18,366 samples, spanning 5 rela-
tional types and 4 reasoning formats. Then, a thor-
ough evaluation of contemporary LLMs on PIPER
and analysis of error patterns is conducted. We
find that typical error cases stem from the difficulty
in being faithful to the context or precisely focus-
ing on significant event information therein. Moti-
vated by our evaluation observations and analysis,
we craft 10K diverse instruction tuning demonstra-
tions tailored for event reasoning to alleviate the
event reasoning-oriented data scarcity. Addition-
ally, we present a novel D2E-SFT strategy, which
facilitates adhering to the context and fixating the
significant contextual event information to elevate
the event reasoning capability. Extensive experi-
mental results demonstrate the effectiveness of our
crafted data and strategy in expanding the perfor-
mance boundary of event reasoning. We aspire for
the PIPER benchmark, and 10K instruction tuning
data to foster future research in this field.

Limitations

Despite the impressive results of our method, we
have to admit our work has the following limi-
tations: (1) during the production of 10K event

reasoning-oriented instruction tuning data, we ap-
ply a random sampling strategy to obtain samples
from datasets, possibly affecting the final quality.
If the data ratio and sampling strategy can be metic-
ulously adjusted, the data quality and final perfor-
mance can be further improved. (2) During the
statistical analysis of error patterns in the evalua-
tion results, in addition to neglecting the context
and positioning inaccurate context, incorrect event
logical reasoning also accounts for a large propor-
tion. Our work focuses on presenting D2E-SFT
strategy to overcome the former two error patterns,
with more explorations on enhancing the event log-
ical reasoning left in the future.
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A PIPER Benchmark Construction

PIPER is the first comprehensive benchmark for
event reasoning, which incorporates 14 curated
datasets, totaling 18,366 samples, spanning 5 re-
lational types and 4 reasoning formats. PIPER
primarily adopts the Contextual inter-event Rela-
tion Inference (CRI) and Contextual logical Event
Inference (CEI) tasks as the skeleton. To elaborate
on the benchmark construction, we first introduce
the event semantic relations, and the meanings of
the CRI and CEI tasks. Then, we describe the pro-
cessing operations for each dataset involved in the
PIPER benchmark. Last, we report the statistical
results of the PIPER benchmark.
Regarding the event semantic relations.

(1) Temporal (Zhou et al., 2021): A pair of
events (ei, ej ) exhibits a TEMPORAL relation
if ei occurs before ej or ei occurs after ej , or ei
and ej occurs at the same time according to the
context. Note that the above temporal relation is
derived by comparing the start time of paired events
rather than the end time.

(2) Causal (Han et al., 2021): A pair of events (ei,
ej) exhibits a CAUSAL relation if ei happens then
ej will definitely happen according to the context.

(3) Counterfactual (Hoch, 1985): A pair of
events (ei, ej) exhibits a COUNTERFACTUAL
relation if ei happens in hypothetical conditions
differing from the factual world then ej imagines
the consequences of something that is contrary to
what actually happened or is factually true accord-
ing to the context.
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(4) Subevent (Han et al., 2021): There is a se-
mantic hierarchy where a complex event ek con-
sists of a set of subevents {ek,1, ..., ek,j , ..., ek,n}
according to the context.

(5) Conditional (Han et al., 2021): A pair of
events (ei, ej) exhibits a CONDITIONAL relation
if ei facilitates, but may not necessarily leads to
ej according to the context. Note that Sub-event
and Conditional are relatively small event semantic
relations, so we merge their evaluation samples into
one large category Subevent&Conditional.
Regarding the CRI and CEI tasks.

Formally, given a context C containing a pair
of events (e1, e2) and a set of sub-relationships
(e.g., before, after) in a certain event semantic re-
lation (e.g., temporal), the CRI task aims to de-
termine whether (e1, e2) exhibits a specific sub-
relationships. Take an example shown in Figure
1a Question "Did Messi’s leadership in the 2022
World Cup final lead to Argentina’s victory over
France?" is a typical CRI example, which requires
the model to judge whether it constitutes CAUSAL
relationship according to the context.

While contextual logical event inference (CEI)
task aims to infer the logical event with the spe-
cific event semantic relation (e.g., temporal). For
example in Figure 1a, question "Where did Messi
begin his football career before making his first-
team debut in 2004?" requires the model to infer
the logical event that happens before the mentioned
event according to the context.
Regarding the processing operations of each
dataset in the PIPER benchmark.

To construct the PIPER benchmark, we select
existing available datasets according to the task
requirements of CRI and CEI mentioned above,
followed by processing each dataset specifically.
The specific processing operations are detailed as
follows:

(1) TempReason (Temp.) (Tan et al., 2023): It is
a temporal contextual question answering dataset,
containing 5,397 entries for l2 (event-time reason-
ing) and 4,426 entries for l3 (event-event reason-
ing). Here, we choose the l3 entries and keep those
whose context length does not exceed 600 words.
Last, we achieve 1,010 test samples and convert
them into the instruction-tuning format of question
answering.

(2) Timeqa (Tim.) (Chen et al., 2021): It is a
temporal contextual question answering dataset,
including two splits, Easy and Hard, which are
mainly distinguished based on whether the tem-

poral clues involved in the question are strictly
aligned in the context. In this work, we choose
the hard split, achieving 630 test samples and con-
verting them into the instruction-tuning format of
question answering.

(3) Tracie (Tra.) (Zhou et al., 2021): It is a tem-
poral contextual natural language inference dataset,
consisting of 4,248 test samples with the answers
yes or no to judge the event order. In this work,
we exclude the samples with the repeated context,
achieving 2,039 test samples and converting them
into the instruction-tuning format of natural lan-
guage inference. Note that we regard the hypothe-
sis and the premise as the context and the question,
respectively.

(4) Mctaco (Mct.) (Zhou et al., 2019): It is a tem-
poral contextual multi-choices selections dataset,
containing 1,332 questions with 9,442 options. We
chose the test samples typed with "Event Order-
ing", achieving 234 test samples and converting
them into the instruction-tuning format of multi-
choices selections. Note that we exclude the test
samples with the blank answer.

(5) Cider (Cid.) (Ghosal et al., 2021): It is
a commonsense inference dataset in the conver-
sational scenario. The conversation content con-
tains rich event semantic relationships, including
TEMPORAL, CAUSAL, SUBEVENT, and CON-
DITIONAL. Here, we classify samples according
to the relationship tags in the samples and achieve
136 test samples in temporal type, 1469 in causal
type, and 356 in Subevent&Conditional type. Last,
we convert them into the instruction-tuning format
of natural language inference. Note that the conver-
sational contents are regarded as the context.

(6) Ester (Est.) (Han et al., 2021): It is a con-
textual question answering datasets, including the
event semantics relations of CAUSAL, COUNTER-
FACTUAL, SUBEVENT&CONDITIONAL. Here,
we classify samples according to the relationship
tags in the samples and achieve 110 test samples in
causal type, 36 test samples in counterfactual type,
and 108 test samples in subevent&conditional type.
Last, we convert them into the instruction-tuning
format of question answering.

(7) Cster (Cst.) (Yang et al., 2022; Han et al.,
2021): It is a merged version of the causal and coun-
terfactual samples in the ESTER and CQA. CQA
is also a contextual question answering dataset,
including the event semantics of CAUSAL, and
COUNTERFACTUAL. We exclude the samples
with blank answers and classify samples according
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to the relationship tags in the samples, achieving
1,617 test samples in causal type, and 1,921 test
samples in counterfactual type. Last, we convert
them into the instruction-tuning format of question
answering.

(8) Cosmos (Cos.) (Huang et al., 2019): It
is a single-choice selection reading comprehen-
sion dataset with contextual commonsense reason-
ing, including the event semantics of CAUSAL,
COUNTERFACTUAL. We exclude the samples
with blank answers and classify samples according
to the relationship tags in the samples, achieving
2701 test samples in causal type, and 284 test sam-
ples in counterfactual type. Last, we convert them
into the instruction-tuning format of single-choice
selection.

(9) Ecare (Eca.) (Du et al., 2022): It is an ex-
plainable causal reasoning dataset, including the
reasoning format of single-choice selection and
question answering. Here, we choose the samples
with the single-choice selection format, achieving
2,122 test samples. Last, we convert them into the
instruction-tuning format of single-choice selec-
tion.

(10) IfQA (IFq.) (Yu et al., 2023b): It is a con-
textual counterfactual question answering dataset,
characterized by the sample’s question with the
prefix "if". Here, we exclude samples with blank
answers and achieve 700 test samples. Last, we
convert them into the instruction-tuning format of
question answering.

(11) WiQA (Wiq.) (Tandon et al., 2019): It is
a contextual single-choice selection dataset, char-
acterized by the sample’s question with the for-
mat "what if". Here, we directly adopt its 3,003
test samples and convert them into the instruction-
tuning format of single-choice selection.

The statistical results of the PIPER bench-
mark are reported in Table 7. Concretely, the
number of samples with event temporal reason-
ing is 4,049, with causal temporal reasoning is
7,907, with counterfactual reasoning is 5,944, with
subevent&conditional reasoning is 464. The num-
ber of samples with the format of contextual inter-
event relational inference (CRI) (i.e., NLI) is 3,864,
with the format of contextual logical event infer-
ence (CEI) (i.e., QA, MCQ, SCQ) being 14,502.

B Details on Benchmark Evaluation

In this section, as illustrated in Table 11, Table 12,
and Table 13, we present prompt templates utilized

Type-Dataset Format Nums

Temporal-Tempreason (Tem.) QA 1,010
Temporal-Timeqa (Tim.) QA 630
Temporal-Tracie (Tra.) NLI 2,039
Temporal-Mctaco (Mct.) MCQ 234
Temporal-Cider (Cid.) NLI 136
Causal-Cster (Cst.) QA 1,617
Causal-Cosmos (Cos.) SCQ 2,701
Causal-Ecare (Eca.) SCQ 2,122
Causal-Cider (Cid.) NLI 1,469
Counterfactual-Cster (Cst.) QA 1,957
Counterfactual-Cosmos (Cos.) SCQ 284
Counterfactual-Ifqa (Ifq.) QA 700
Counterfactual-Wiqa (Wiq.) SCQ 3,003
Subevent&Conditional-Ester (Est.) QA 108
Subevent&Conditional-Cider (Cid.) NLI 356

Overall QA, SCQ, MCQ, NLI 18,366

Table 7: The statistical results of the PIPER benchmark.

Method Train Infer/T Infer/Ca Infer/Co Infer/S&C

SFT 61min 87.2ms 58.6ms 74.9ms 86.2ms
D2E-SFT 86min 159.3ms 110.5ms 133.8ms 144.4ms

Table 8: Computational costs for LLaMA2-7b fine-
tuning with D2E-SFT strategy.

Method T Ca Co /S&C

Qwen1.5-7b (SFT) 59.7 71.7 71.2 41.7
Qwen1.5-7b (DIE) D2E-SFT 69.0 78.2 72.9 48.3

Qwen1.5-7b (GPT4o-D2E-SFT) 70.3 78.9 72.9 48.4
(Qwen1.5-7b-D2E-SFT) 69.4 78.5 72.2 49.1

Table 9: Experimental results on refining the context by
itself. (·) represents the model used to refine the context
and the fine-tuning strategy

Method CIDER SCT SocialIQA ANLI

LLAMA2-7b (instruct) 56.2 82.5 59.5 63.2
Qwen1.5-7b (instruct) 46.8 95.6 72.7 75.6
Deepseek-7b (instruct) 45.6 91.9 66.2 73.0

LLAMA2-7b (D2E-SFT) 62.0 96.2 69.5 75.3
Qwen1.5-7b (D2E-SFT) 68.6 97.0 74.5 77.0
Deepseek-7b (D2E-SFT) 61.1 97.6 72.5 78.8

Table 10: Experimental results on refining the context
by itself. (·) represents the model used to refine the
context and the fine-tuning strategy

for benchmark evaluation across three distinct set-
tings: zero-shot, few-shot, and chain-of-thought
(CoT). These templates encompass four reason-
ing formats: natural language inference (NLI),
multiple-choice questions (MCQ), single-choice
questions (SCQ), and question answering (QA).
Concretely, in the few-shot setting, since the model
can actively imitate the format of the demonstra-
tion’s answer, we do not set the answer format in
the prompt. Instead, in the CoT settings, to improve
the accuracy of extracting answers from generated
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contents, we prompt the model with some triggers
to generate the answers with the specific format,
such as "Therefore, the final answer is:". Note that
the prompts stay consistent when evaluating the
performance of fine-tuned models in section 4.4.

C Details on Error Pattern Analysis

To further investigate the underlying reasons for
the inferior performance of aligned models in event
reasoning. We demand GPT4o to combine input
prompts and generated answers, identifying the fol-
lowing three error patterns: (1) neglecting the con-
text; (2) positioning inaccurate context; (3) others,
such as incorrect event logical reasoning, failed
instruction following and so on. Here, we show
how to utilize GPT4o to complete this task, the
specific examples are shown in Table 14, Table 15
and Table 16.

D Details on Data Production

To overcome the scarcity of the event reasoning-
oriented instruction-tuning data, we meticulously
craft 10K diversions instruction-tuning demonstra-
tions tailored for event reasoning. The steps are
as follows: (1) We collect event reasoning-related
training samples from the dataset involved in the
PIPER benchmark. Then, we process each dataset
consistent with the operations detailed in Appendix
A to perform context filtering, improving data rele-
vance. (2) We engage GPT4o to exclude samples
whose context fails to explicitly or implicitly sup-
port the ground truth of the sample’s question to
improve the data rationality. Here, we show how
to utilize GPT4o to complete this task, the spe-
cific examples are shown in Table 17, we introduce
the prompt templates employed for data produc-
tion across four reasoning formats: Natural Lan-
guage Inference (NLI), Multiple-Choice Questions
(MCQ), Single-Choice Questions (SCQ), and Ques-
tion Answering (QA). Through the above two steps,
we achieve a set of filtered training sets for each
dataset. Then, we apply a heuristic ratio that is con-
sistent with the dataset distribution in the PIPER
benchmark to randomly select samples, integrat-
ing them into 10K raw data. We ensure the test
samples in the PIPER benchmark are completely
non-overlapping with the crafted 10K data.Note
that we do not carefully adjust the sampling ratio
and strategy for simplicity, which we leave for the
future to further improve the data quality.

E Computational Costs

For the computational costs, since the data required
for D2E− SFT (e.g., imagined sample, context-
refined sample) can be easily prepared in advance,
no additional training costs will be introduced. Dur-
ing the training and inference stage, benefiting from
the advantages of GPU parallel computing, we ex-
pand the batch size to calculate the logits of the
imagined sample in real-time to reduce the time
cost. The specific computational costs computed
with 8 A100-40G GPUs are shown in the following
tables (we report the whole training time cost, per
sample inference time for each relational type, T,
Ca, Co, and S&C represent the Temporal, Causal,
Counterfactual, Subevent&Conditional in Table 8,
respectively). Although the model’s performance
improves dramatically across various event rela-
tional types, we acknowledge that it takes more
inference time due to the debiased operation. We
will explore a more efficient reasoning strategy in
the future.

F Bootstrap the Context-refined Sample

In the proposed distillation-enhanced SFT strategy,
to ensure the accuracy of guiding the model in fo-
cusing on the significant contextual event informa-
tion through KL divergence, we adopt the powerful
GPT4o to generate context-refined samples. Note
that GPT4o functions solely as a context purifier by
filtering out irrelevant information from the original
context, without adding any new context. The self-
distillation operation is achieved by KL divergence
distillation between the original and context-refined
samples. This approach differs fundamentally from
the direct distillation of GPT4o’s responses, as the
learning signal derives entirely from the original
context and no knowledge transfer occurs from
GPT4o. Additionally, we further explore practi-
cality of utilizing LLM itself to refine the context
and conduct a preliminary exploration on Qwen1.5-
7b. The experimental results are shown in Ta-
ble 10 (T, Ca, Co, S&C represent the Temporal,
Causal, Counterfactual, Subevent&Conditional re-
spectively, we present the average performance for
each event relational type).

We can observe that utilizing LLM itself to re-
fine the context leads to a slight performance drop
compared to adopting GPT4o to refine the context.
This is because the quality of the context-refined
sample filtered by LLM itself has decreased, which
is not conducive to adopting KL divergence regular-
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ization to guide the model focusing on significant
contextual information. However, utilizing LLM
itself to refine the context is still far superior to the
standard SFT strategy and outperforms the abla-
tion variant Qwen-7b (DIE) which only adopts the
debiased-enhanced SFT strategy), demonstrating
the feasibility and effectiveness of utilizing LLM
itself to refine the context.

G Out of Distribution Evaluation

In fact, our proposed PIPER Benchmark itself in-
cludes out-of-distribution (OOD) evaluations (i.e.,
CIDER). Note that our crafted 10K instruction tun-
ing data does not contain CIDER training samples.
Consequently, the CIDER dataset is evaluated on
the OOD settings. To further demonstrate the effec-
tiveness of our data and strategy, we additionally
adopt the representatively comprehensive datasets
(SCT, SocialIQA, ANLI) in the field of event rea-
soning to conduct the OOD evaluation. The exper-
imental results are shown in the following tables
(we evaluate the frozen instruct model, and our
proposed D2E-SFT model, the performance on the
CIDER dataset is calculated by averaging the val-
ues of CIDER in all event relational types).
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Zero-Shot Prompt Templates for Four Reasoning Formats

Format Prompt

NLI
System You are an expert in understanding and analyzing various event relationships, including

temporal, causal, counterfactual, hierarchical, and conditional relations. Your task is
to accurately comprehend both explicit and implicit event relationships in the premise,
perform reasonable event reasoning, and determine whether the hypothesis is compatible with
the premise. Answer the question concisely without additional explanations. Respond in the
format: ’The answer is: positive’ (if the hypothesis is compatible with the premise) or
’The answer is: negative’ (if the hypothesis is incompatible with the premise).

User Premise: {Premise}
Hypothesis: {Hypothesis}
Question: Is the hypothesis compatible with the premise?
Answer:

MCQ
System You are an expert in understanding and analyzing various event relationships, including

temporal, causal, counterfactual, hierarchical, and conditional relations. Your task is
to accurately comprehend both explicit and implicit event relationships in the context,
perform reasonable event reasoning, and determine which options are the solution to the
question (there may be multiple correct options). List only the correct options to answer
the question concisely. Respond in the format: ’The correct options are: ’. and do
not provide additional explanations.

User Context: {Context}
Question: {Question}. {Options}
Answer:

SCQ
System You are an expert in understanding and analyzing various event relationships, including

temporal, causal, counterfactual, hierarchical, and conditional relations. Your task is
to accurately comprehend both explicit and implicit event relationships in the context,
perform reasonable event reasoning, and determine which option is the solution for the
question (there is only one correct option). List only the correct option to answer the
question concisely. Respond in the format: ’The correct option is: ’. and do not
provide additional explanations.

User Context: {Context}
Question: {Question}. {Options}
Answer:

QA
System You are an expert in understanding and analyzing various event relationships, including

temporal, causal, counterfactual, hierarchical, and conditional relations. Your task is
to accurately comprehend both explicit and implicit event relationships in the context,
perform reasonable event reasoning, and answer the question concisely without additional
explanations. Respond in the format: ’The answer is: ’

User Context: {Context}
Question: {Question}
Answer:

Table 11: Zero-shot prompt templates with a predefined response format. System denotes the system prompt,
while User signifies the subsequent user input. NLI, MCQ, SCQ, and QA represent four distinct reasoning
formats: Natural Language Inference, Multiple-Choice Question, Single-Choice Question, and Question Answering,
respectively. The notation {·} represents slots intended to be filled by the corresponding field value of a sample.
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Few-Shot Prompt Templates for Four Reasoning Formats

Format Prompt

NLI
System You are an expert in understanding and analyzing various event relationships, including

temporal, causal, counterfactual, hierarchical, and conditional relations. You accurately
comprehend both explicit and implicit event relationships in the premise, perform
reasonable event reasoning, and determine whether the hypothesis is compatible with
the premise. You answer questions concisely, using only the ’positive’(compatible) or
’negative’(incompatible).

User [Premise: {Premise} \n Hypothesis: {Hypothesis} \n Question: Is the hypothesis compatible
with the premise? \n Answer: {Answer}] ×3
Premise: {Premise}
Hypothesis: {Hypothesis}
Question: Is the hypothesis compatible with the premise?
Answer:

MCQ
System You are an expert in understanding and analyzing various event relationships, including

temporal, causal, counterfactual, hierarchical, and conditional relations. You accurately
comprehend both explicit and implicit event relationships in the context, perform reasonable
event reasoning, and determine which options are the solutions to the question (there may
be multiple correct options). You answer questions concisely, listing only all the correct
options.

User [Context: {Context} \n Question: {Question}. {Options} \n Answer: {Answer}] ×3
Context: {Context}
Question: {Question}. {Options}
Answer:

SCQ
System You are an expert in understanding and analyzing various event relationships, including

temporal, causal, counterfactual, hierarchical, and conditional relations. You accurately
comprehend both explicit and implicit event relationships in the context, perform reasonable
event reasoning, and determine which option is the solution to the question (there is only
one correct option). You answer questions concisely, providing only the correct option.

User [Context: {Context} \n Question: {Question}. {Options} \n Answer: {Answer}]×3
Context: {Context}
Question: {Question}. {Options}
Answer:

QA
System You are an expert in understanding and analyzing various event relationships, including

temporal, causal, counterfactual, hierarchical, and conditional relations. You accurately
comprehend both explicit and implicit event relationships in the context, perform reasonable
event reasoning, and answer the corresponding questions concisely.

User [Context: {Context} \n Question: {Question} \n Answer: {Answer}] ×3
Context: {Context}
Question: {Question}
Answer:

Table 12: Few-shot prompt templates with three demonstrations. System denotes the system prompt, while User
signifies the subsequent user input. NLI, MCQ, SCQ, and QA represent four distinct reasoning formats: Natural
Language Inference, Multiple-Choice Question, Single-Choice Question, and Question Answering, respectively.
The notation {·} represents slots intended to be filled by the corresponding field value of a sample. Similarly, the
notation {·} identifies slots to be filled by the corresponding field value of a demonstration sample. The notation ×3
denotes a 3-shot prompt configuration.
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CoT Prompt Templates for Four Reasoning Formats

Format Prompt

NLI
System You are an expert in understanding and analyzing various event relationships, including

temporal, causal, counterfactual, hierarchical, and conditional relations. Your task is
to accurately comprehend both explicit and implicit event relationships in the premise,
perform reasonable event reasoning, and determine with evidence whether the hypothesis is
compatible with the premise.

User Premise: {Premise}
Hypothesis: {Hypothesis}
Question: Is the hypothesis compatible with the premise?
Answer: Let’s think step by step and end with the format: "Therefore, the final answer
is: positive (if the hypothesis is compatible with the premise)" or "Therefore, the final
answer is: negative (if the hypothesis is incompatible with the premise)"

MCQ
System You are an expert in understanding and analyzing various event relationships, including

temporal, causal, counterfactual, hierarchical, and conditional relations. Your task is to
accurately comprehend both explicit and implicit event relationships in the context, perform
reasonable event reasoning, and determine with evidence which options are the solution to
the question (there may be multiple correct options).

User Context: {Context}
Question: {Question}. {Options}
Answer: Let’s think step by step and end with the format by listing only the correct options:
"Therefore, the final correct options are: ".

SCQ
System You are an expert in understanding and analyzing various event relationships, including

temporal, causal, counterfactual, hierarchical, and conditional relations. Your task is to
accurately comprehend both explicit and implicit event relationships in the context, perform
reasonable event reasoning, and determine with evidence which option is the solution for
the question (there is only one correct option).

User Context: {Context}
Question: {Question}. {Options}
Answer: Let’s think step by step and end with the format by listing only the correct option:
"Therefore, the final correct option is: ".

QA
System You are an expert in understanding and analyzing various event relationships, including

temporal, causal, counterfactual, hierarchical, and conditional relations. Your task is
to accurately comprehend both explicit and implicit event relationships in the context,
perform reasonable event reasoning and provide evidence-supported answer to the question
(the evidence should at least appear in the context).

User Context: {Context}
Question: {Question}
Answer: Let’s think step by step and end with the format: "Therefore, the final answer
is: ".

Table 13: CoT prompt templates accompanied by "Let’s think step by step." and a predefined end format. System
denotes the system prompt, while User signifies the subsequent user input. NLI, MCQ, SCQ, and QA represent
four distinct reasoning formats: Natural Language Inference, Multiple-Choice Question, Single-Choice Question,
and Question Answering, respectively. The notation {·} represents slots intended to be filled by the corresponding
field value of a sample.

28609



Neglect the context

You are an expert in understanding and analyzing various event relationships, including temporal, causal, counterfactual,
hierarchical, and conditional relations. Given the premise, the hypothesis, the question and the generated answer that contains the
intermediate reasoning analysis, and the groundtruth answer (Note that in the given generated answer and groundtruth answer,
’positive’ means that the hypothesis is compatible with the premise, and ’negative’ means the hypothesis is incompatible with the
premise), your task is to accurately comprehend both explicit and implicit event relationships in the premise, perform reasonable
event reasoning, and precisely determine the error patterns of the generated answers. The error patterns include: (1) neglect the
context, which intermediate reasoning analysis contains hallucinated context or the final generated answer is not included in the
context, thus deviating the given context; (2) positioning inaccurate context, which denotes the model fails to emphasize the
significant event information in the context, resulting in wrong answers; (3) others, such as incorrect event logical reasoning and
so on.
Premise: A: Why, Ann, I haven’t seen you for ages. How have you been? B: Bob, it has been a long time, hasn’t it? It must
be at least a year. A: No. We talked at the Johnson’s Christmas party last December. Don’t you remember? B: That’s right.
Well, how are you? Still working for the Germen company? A: No. I changed my job about 4 months ago. I’m with the World
Bank now. How about you? B: I’m still working at the University, but I transferred from the German Department to the Spanish
Department. A: Don’t you tell me you speak Spanish, too? B: Sure. I grew up in Spain, you know. German was what I studied in
college. A: All I have ever managed to learn is a little Italian. B: Oh. excuse me, someone is knocking at the door. I’ll talk to you
again later, Bob. A: It was nice talking to you, Ann.
Hypothesis: ’someone is knocking at the door’ causes ’talk to you again later’.
Question: Is the hypothesis compatible with the premise?
Generated Answer: Great! Let’s analyze the event relationships in the premise and determine whether the hypothesis is
compatible with it.
1. Temporal relationship: The conversation between A and B takes place at some point in the past, as A mentions that it has been
a long time since they last saw each other.
2. Causal relationship: There is no direct causal relationship between "someone is knocking at the door" and "talk to you again
later". However, it is possible that the person knocking at the door is a mutual friend or acquaintance who will introduce A and B
again, leading to another conversation.
3. Counterfactual relationship: There is no counterfactual relationship in the premise.
4. Hierarchical relationship: There is no hierarchical relationship between the events in the premise.
5. Conditional relationship: There is no conditional relationship in the premise.
Now, let’s evaluate the compatibility of the hypothesis with the premise:
Hypothesis: ’someone is knocking at the door’ causes ’talk to you again later’.
Analysis: The hypothesis suggests that the person knocking at the door will lead to another conversation between A and B.
However, there is no direct evidence in the premise to support this claim. While it is possible that the person knocking at the
door will introduce A and B again, there is no guarantee that they will talk again. Therefore, the hypothesis is not compatible
with the premise.
Therefore, the final answer is: negative. The hypothesis is incompatible with the premise.
Groundtruth Answer: positive

Let’s think step by step and end with the format: "Therefore, the error patten is one" (if you deem that the error pat-
tern is: (1) neglect the context) or "Therefore, the error patten is two" (if you deem that the error pattern is: (2) positioning
inaccurate context) or "Therefore, the error patten is three" (if you deem that the error pattern is: (3) others, such as incorrect
event logical reasoning and so on.)

GPT-4o Output: To determine the error pattern in the generated answer, let’s analyze the premise and the hypothesis step by
step:
1. **Premise Context**: The conversation between A and B ends with B saying, "Oh, excuse me, someone is knocking at the
door. I’ll talk to you again later, Bob." This indicates that the knocking at the door is the reason B ends the conversation and
suggests they will continue it later.
2. **Hypothesis**: The hypothesis states that ’someone is knocking at the door’ causes ’talk to you again later’. This implies a
causal relationship where the knocking at the door is the reason for postponing the conversation to a later time.
3. **Generated Answer Analysis**:
- The generated answer incorrectly states that there is no direct causal relationship between "someone is knocking at the door" and
"talk to you again later". However, the premise clearly shows that the knocking is the reason B gives for ending the conversation
and planning to continue it later.
- The generated answer introduces an unnecessary and speculative scenario about a mutual friend or acquaintance,which is not
present in the premise. This is an example of neglecting the context by introducing hallucinated context.
4. **Groundtruth Answer**: The groundtruth answer is positive, indicating that the hypothesis is indeed compatible with the
premise, as the knocking at the door is the reason for the conversation being postponed.
Therefore, the error pattern in the generated answer is due to neglecting the context by introducing speculative reasoning not
supported by the premise. The correct understanding of the premise should have recognized the direct causal relationship as
stated in the hypothesis.
Therefore, the error pattern is one.

Table 14: The first type of error identified by GPT-4o, originating from the analysis results for LLaMA2-7b’s
generated answers. In the Context field, gold-highlighted text denotes ground truth-related content. In the
Generated Answer field, red-highlighted text indicates the location of major errors. In the GPT-4o Output field,
blue-highlighted text signifies the key explanation of why the generated answer is incorrect.
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Position inaccurate context

You are an expert in understanding and analyzing various event relationships, including temporal, causal, counterfactual,
hierarchical, and conditional relations. Given the context, the question, the generated answer that contains the intermediate
reasoning analysis, and the groundtruth answer, your task is to accurately comprehend both explicit and implicit event relationships
in the context, perform reasonable event reasoning and precisely determine the error patterns of the generated answers. The error
patterns include: (1) neglect the context, which denotes intermediate reasoning analysis contains hallucinated context or the
final generated answer is not included in the context, thus deviating the given context; (2) positioning inaccurate context, which
denotes the model fails to emphasize the significant event information in the context, resulting in wrong answers; (3) others, such
as incorrect event logical reasoning and so on.
Context: In addition, the potential for cross-selling of services between Teladoc and Livongo is substantial as the two companies
had less than a 25% overlap in client base before the merger. We build $100 million of cost synergies and $500 million of
revenue synergies into our forecast by 2025, as sales and operations between the two companies consolidate and clinicians in the
Teladoc network can directly refer members to Livongo. With Livongo, Teladoc also expands its data set (12.5 million-plus
annual visits, 2 million weekly blood glucose readings) and in the long term can potentially use that scale to its advantage and
integrate data products and informatics with Teladoc’s offerings. The company’s addressable market likely exceeds our estimates
of core telehealth services, but we have excluded significant cross-selling opportunities due to the nascent size of the virtual
health market. For the core telehealth services, we believe the company is likely to retain its first-mover advantage and scale
by penetrating members of existing customers in addition to adding members of new clients under new logos. These market
estimates do not include the potential to add US government payers under the recent government approval to employ telehealth
services.
Question: What will happen if the nascent size of the virtual health market?
Generated Answer: Great, let’s analyze the given context and answer the question. The context mentions that the potential for
cross-selling of services between Teladoc and Livongo is substantial, and the companies had less than a 25% overlap in their
client base before the merger. This suggests that there is a significant opportunity for growth through the consolidation of sales
and operations between the two companies. Furthermore, the context states that Teladoc expands its data set with Livongo,
which includes 12.5 million-plus annual visits and 2 million weekly blood glucose readings. This increase in data scale can
potentially be used to the company’s advantage in the long term, such as integrating data products and informatics with Teladoc’s
offerings. However, the context also mentions that the market size for virtual health services is nascent, which could potentially
limit the company’s growth.
Therefore, the final answer is: If the nascent size of the virtual health market, Teladoc’s growth may be limited by the market’s
small size, which could hinder the company’s ability to scale and achieve its full potential.
Groundtruth Answer: excluded significant cross-selling opportunities

Let’s think step by step and end with the format: "Therefore, the error patten is one" (if you deem that the error pat-
tern is: (1) neglect the context) or "Therefore, the error patten is two" (if you deem that the error pattern is: (2) positioning
inaccurate context) or "Therefore, the error patten is three" (if you deem that the error pattern is: (3) others, such as incorrect
event logical reasoning and so on.)

GPT-4o Output: Let’s analyze the context and the generated answer step by step:
1. **Context Analysis**: The context discusses the potential for cross-selling services between Teladoc and Livongo, highlighting
that there was less than a 25% overlap in their client base before the merger. It mentions the forecasted cost and revenue synergies
by 2025 due to the consolidation of sales and operations. The context also notes that the nascent size of the virtual health market
leads to the exclusion of significant cross-selling opportunities.
2. **Question Understanding**: The question asks about the implications of the nascent size of the virtual health market.
3. **Generated Answer Analysis**: The generated answer suggests that the nascent size of the virtual health market could
limit Teladoc’s growth, hindering its ability to scale and achieve its full potential. However, this interpretation does not directly
address the specific point in the context about excluding significant cross-selling opportunities due to the nascent market size.
4. **Groundtruth Answer**: The groundtruth answer directly states that significant cross-selling opportunities are excluded due
to the nascent size of the virtual health market.
5. **Error Pattern Identification**: The generated answer fails to emphasize the specific event information in the context
regarding the exclusion of significant cross-selling opportunities. Instead, it provides a more general interpretation about growth
limitations, which deviates from the specific context provided.
Therefore, the error pattern is two.

Table 15: The second type of error identified by GPT-4o, originating from the analysis results for LLaMA2-
7b’s generated answers. In the Context field, gold-highlighted text denotes ground truth-related content. In the
Generated Answer field, red-highlighted text indicates the location of major errors. In the GPT-4o Output field,
blue-highlighted text signifies the key explanation of why the generated answer is incorrect.
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Others, such as incorrect event logical reasoning

You are an expert in understanding and analyzing various event relationships, including temporal, causal, counterfactual,
hierarchical, and conditional relations. Given the context, the question, the generated answer that contains the intermediate
reasoning analysis, and the groundtruth answer, your task is to accurately comprehend both explicit and implicit event relationships
in the context, perform reasonable event reasoning and precisely determine the error patterns of the generated answers. The error
patterns include: (1) neglect the context, which denotes intermediate reasoning analysis contains hallucinated context or the
final generated answer is not included in the context, thus deviating the given context; (2) positioning inaccurate context, which
denotes the model fails to emphasize the significant event information in the context, resulting in wrong answers; (3) others, such
as incorrect event logical reasoning and so on.
Context: Context: Edmund Rüdiger Stoiber ( born 28 September 1941 ) is a German politician who served as the 16th Minister
President of the state of Bavaria between 1993 and 2007 and chairman of the Christian Social Union ( CSU ) between 1999 and
2007. In 2002 , he ran for the office of Chancellor of Germany in the federal election , but in one of the narrowest elections
in German history lost against Gerhard Schröder. On 18 January 2007 , he announced his decision to step down from the
posts of minister-president and party chairman by 30 September. The election was one of modern Germanys closest votes.
During his time as Minister-President of Bavaria , Stoiber pushed for the construction of a roughly 40-kilometer high-speed
magnetic-levitation link from Munichs main station to its airport, to be built by Transrapid International , a consortium including
ThyssenKrupp and Munich-based Siemens. After he left office , the German federal government abandoned the plans in 2008
because of spiraling costs of as much as C3.4 billion.
Question: What position did Edmund Stoiber take after Mar 2001?
Generated Answer: Great, let’s analyze the given text to answer the question. Edmund Stoiber served as the Minister-President
of Bavaria between 1993 and 2007, and as the chairman of the Christian Social Union (CSU) between 1999 and 2007. In 2002,
he ran for the office of Chancellor of Germany in the federal election, but lost against Gerhard Schröder. On January 18, 2007,
he announced his decision to step down from the posts of minister-president and party chairman by September 30.
Now, let’s think about the question: What position did Edmund Stoiber take after March 2001? March 2001 is a significant
date in the text because it is mentioned that Stoiber pushed for the construction of a high-speed magnetic-levitation link from
Munich’s main station to its airport during his time as Minister-President of Bavaria.
Therefore, the final answer is: After March 2001, Edmund Stoiber took the position of pushing for the construction of a
high-speed magnetic-levitation link from Munich’s main station to its airport.
Groundtruth Answer: Minister-President of Bavaria

Let’s think step by step and end with the format: "Therefore, the error patten is one" (if you deem that the error pat-
tern is: (1) neglect the context) or "Therefore, the error patten is two" (if you deem that the error pattern is: (2) positioning
inaccurate context) or "Therefore, the error patten is three" (if you deem that the error pattern is: (3) others, such as incorrect
event logical reasoning and so on.)

GPT-4o Output: To determine the error pattern in the generated answer, let’s analyze the context and the reasoning process:
1. **Contextual Information**: The context provides information about Edmund Stoiber’s political career, specifically his roles
as Minister-President of Bavaria from 1993 to 2007 and chairman of the Christian Social Union (CSU) from 1999 to 2007. It
also mentions his candidacy for Chancellor of Germany in 2002 and his announcement in January 2007 to step down from his
positions by September 30, 2007.
2. **Question Analysis**: The question asks for the position Edmund Stoiber took after March 2001. The context clearly states
that he was the Minister-President of Bavaria during this period, which is the correct answer.
3. **Generated Answer Analysis**: The generated answer incorrectly identifies Stoiber’s role after March 2001 as "pushing
for the construction of a high-speed magnetic-levitation link." This is an activity he was involved in during his tenure as
Minister-President, not a new position he took after March 2001. The generated answer fails torecognize that his official position
remained Minister-President of Bavaria.
4. **Error Pattern Identification**: The error in the generated answer arises from incorrect event logical reasoning. The
model misinterprets an activity associated with Stoiber’s role as a new position, rather than recognizing that his official position
remained unchanged as Minister-President of Bavaria.
Therefore, the error pattern is three.

Table 16: The third type of error identified by GPT-4o, originating from the analysis results for LLaMA2-7b’s
generated answers. In the Context field, gold-highlighted text denotes ground truth-related content. In the
Generated Answer field, red-highlighted text indicates the location of major errors. In the GPT-4o Output field,
blue-highlighted text signifies the key explanation of why the generated answer is incorrect.
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GPT-4o Filter Prompt Templates for Four Reasoning Formats

Format Prompt

NLI You are an expert in understanding and analyzing various event relationships, including
temporal, causal, counterfactual, hierarchical, and conditional relations. Your task is
to accurately comprehend event relationships in the premise, perform reasonable event
reasoning, and determine with evidence whether the given answer is the correct solution to
the given question (if the answer is the correct solution to the question, it should be
explicitly or implicitly inferred from the context). Note that the given answer ’positive’
means that the hypothesis is compatible with the premise, the given answer ’negative’ means
the hypothesis is incompatible with the premise.

Premise: {Premise}
Question: {Question}
Answer: {Answer}

Let’s think step by step and end with the format: "Therefore, the answer is correct" (if
you deem that the answer is the correct solution to the question) or "Therefore, the answer
is wrong" (if you deem that the answer is the wrong solution to the question).

MCQ You are an expert in understanding and analyzing various event relationships, including
temporal, causal, counterfactual, hierarchical, and conditional relations. Your task is
to accurately comprehend event relationships in the context, perform reasonable event
reasoning, and determine with evidence whether the given answer is the correct solution
to the given question (if the answer is the correct solution to the question, it should
be explicitly or implicitly inferred from the context). Note that there may be multiple
correct options.

Context: {Context}
Question: {Question}. {Options}
Answer: {Answer}.

Let’s think step by step and end with the format: "Therefore, the answer is yes"
(if you deem that the answer is the correct solution to the question) or "Therefore, the
answer is no" (if you deem that the answer is the wrong solution to the question).

SCQ You are an expert in understanding and analyzing various event relationships, including
temporal, causal, counterfactual, hierarchical, and conditional relations. Your task is
to accurately comprehend event relationships in the context, perform reasonable event
reasoning, and determine with evidence whether the given answer is the correct solution to
the given question (if the answer is the correct solution to the question, it should be
explicitly or implicitly inferred from the context). Note that there is only one correct
option.

Context: {Context}
Question: {Question}. {Options}
Answer: {Answer}

Let’s think step by step and end with the format: "Therefore, the answer is yes"
(if you deem that the answer is the correct solution to the question) or "Therefore, the
answer is no" (if you deem that the answer is the wrong solution to the question).

QA You are an expert in understanding and analyzing various event relationships, including
temporal, causal, counterfactual, hierarchical, and conditional relations. Your task is
to accurately comprehend event relationships in the context, perform reasonable event
reasoning, and determine with evidence whether the given answer is the correct solution to
the given question (if the answer is the correct solution to the question, it should be
explicitly or implicitly inferred from the context).

Context: {Context}
Question: {Question}
Answer: {Answer}

Let’s think step by step and end with the format: "Therefore, the answer is yes"
(if you deem that the answer is the correct solution to the question) or "Therefore, the
answer is no" (if you deem that the answer is the wrong solution to the question).

Table 17: GPT-4o Filter Prompt Templates. NLI, MCQ, SCQ, and QA represent four distinct reasoning for-
mats: Natural Language Inference, Multiple-Choice Question, Single-Choice Question, and Question Answering,
respectively. The notation {·} represents slots intended to be filled by the corresponding field value of a sample.
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