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Abstract
Large Language Models (LLMs) have signifi-
cantly impacted the field of Math Word Prob-
lems (MWPs), transforming how these prob-
lems are approached and solved, particularly in
educational contexts. However, existing eval-
uations often focus on final accuracy, neglect-
ing the critical aspect of reasoning capabili-
ties. This work addresses that gap by evaluat-
ing LLMs’ abilities to detect and correct rea-
soning mistakes. We present a novel dataset,
MWP-MISTAKE, containing MWPs with both
correct and incorrect reasoning steps gener-
ated through rule-based methods and smaller
language models. Our comprehensive bench-
marking of state-of-the-art models such as GPT-
4o and GPT4 uncovers important insights into
their strengths and limitations. While GPT-4o
excels in mistake detection and rectification,
gaps remain, particularly in handling complex
datasets and novel problems. Additionally, we
identify concerns with data contamination and
memorization, which affect LLM reliability in
real-world applications. While OpenAI’ O1
model demonstrates 90% accuracy in reason-
ing and final answers on complex tasks, it re-
mains weak in mistake detection. Our find-
ings highlight the need for improved reasoning
evaluations and suggest ways to enhance LLM
generalization and robustness in math problem-
solving.

1 Introduction

Large Language Models (LLMs) have transformed
AI applications across diverse domains, includ-
ing healthcare, agriculture, and education (Ope-
nAI, b,a). Their prowess in natural language un-
derstanding, question answering, and mathemat-
ical problem-solving has shown potential to rev-
olutionize various human endeavors (Liu et al.,
2024b). Recent advancements have fueled exten-
sive research into applying LLMs to interpret and
solve a wide array of mathematical tasks, from ba-
sic arithmetic to complex algebraic equations and

calculus problems (Hendrycks et al., 2021; Zhang
et al., 2024a). Math Word Problems (MWPs) in-
volve interpreting narrative scenarios to extract
mathematical concepts and apply reasoning for so-
lutions (Srivatsa and Kochmar, 2024). Studies (Xu
et al., 2024; He-Yueya et al., 2023; Deb et al., 2023)
show LLMs can convert text into mathematical
expressions and generate accurate results, but a
critical element mathematical reasoning is often
underexplored.

Despite achieving remarkable accuracy rates ex-
ceeding 90% on datasets like GSM-8K (Grade
School Math dataset with linguistically diverse
word problems) (Cobbe et al., 2021a), foundational
LLMs such as Claude-3-Opus (Anthropic, 2024),
Gemini Ultra (Team et al., 2024), and OpenAI
GPT-4 (OpenAI et al., 2024) reveal a significant
gap in our understanding of their capabilities in
mathematical reasoning (Deb et al., 2023). Cur-
rent research predominantly focuses on evaluating
the final accuracy of MWPs (Luo et al., 2023; Yu
et al., 2024), neglecting the intricate reasoning pro-
cesses necessary to derive solutions. We argue
that the reasoning steps play a pivotal role, and it
is imperative to assess them to comprehensively
analyze the foundational capabilities of these mod-
els. This necessity is further underscored by the
increasing utilization of LLMs in domains such as
education (Gan et al., 2023), where they serve as
personalized tutors for students, aiding in teach-
ing concepts and solving mathematical problems.
Simply deriving the final answer is insufficient; the
ability to guide students through correct steps, iden-
tify errors in their reasoning, and provide corrective
guidance is paramount for such applications.

This paper addresses this gap by providing
a comprehensive benchmark and evaluation of
LLMs’ performance on math word problems, in-
cluding their capabilities in mistake detection and
correction within the reasoning steps (Figure 1).
Analyzing their error detection and rectification
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Question: 
What is the product of the coordinates of the midpoint of a line segment with endpoints at
(1,1) and (-7,5)?

Reasoning Step:
The midpoint of a line segment is located at the point (h,k),  where h = (x1 + x2)/2 and k =
(y1 + y2)/2. In this case, the endpoints of the line segment are (1,1) and (-7,5). So, we can
find the midpoint by calculating  h = (1 + (-7))/2 = 6 and k = (1 + 5)/2 = 3.
Therefore, the product of the coordinates of the midpoint is  hk = 6 * 3 = 18.

Reasoning chain Correct (Yes/No): No
Corrected reasoning chain or NA: 
The midpoint of a line segment is located at the point (h,k),  where h = (x1 + x2 )/ 2 and k = (y1
+ y2)/2. In this case, the endpoints of the line segment are (1,1) and (-7,5).
So, we can find the midpoint by calculating:
h = (1 + (-7))/2 = -6/2 = -3
k = (1 + 5)/2 = 6/2 = 3
Therefore, the product of the coordinates of the midpoint is: hk = -3 * 3 = -9
Final answer (just the number): -9

Reasoning chain Correct (Yes/No): Yes

Correct Reasoning Chain or NA: NA

Final answer (just the number): 18

Model Input

Open AI Models

GPT-4o

GPT 3.5 Turbo

You are provided with a mathematical question and a step-by-step solution along with it.
The solution might have some mistakes. Identify if the solution is correct or incorrect. If
the solution is correct, output the final answer with the help of the solution provided. If the
solution is incorrect, correct the existing solution and determine the final answer with the
help of the corrected solution.

Figure 1: Model is prompted with a question along with incorrect reasoning steps to detect any mistake and correct
the reasoning step to get to the correct final answer. GPT-4o generates the correct output, while GPT-3.5Turbo fails
to identify any mistake in the reasoning step. (Task - T1).

provides insights into overall problem-solving abil-
ities. Our objectives are threefold: (1) evaluate
LLMs’ mathematical reasoning, emphasizing mis-
take detection and correction, (2) identify their
strengths and weaknesses in handling different
mathematical challenges, and (3) propose poten-
tial directions for enhancing their capabilities in
this domain. To achieve this comprehensive evalu-
ation, we have developed our own mistake dataset,
which includes errors in the reasoning steps. This
dataset allows the assessment of models’ profi-
ciency not only in providing correct solutions but
also in detecting and correcting mistakes within the
reasoning steps. We evaluate 12 different founda-
tional models, including large, small and fine-tuned
on math, language models on our curated dataset
MWP-MISTAKE. We are releasing this dataset for fur-
ther evaluation and benchmarking1.

Our analysis reveals several key insights into the
performance of LLMs on MWPs. Firstly, detecting
mistakes, even trivial ones, remains a significant
challenge for these models. Secondly, LLMs of-
ten derive correct answers despite this difficulty in
mistake detection. This can be attributed to data
memorization and potential contamination in train-
ing datasets, where models may have encountered
similar/same problems before. However, the ability
to recover from or correct errors in the reasoning
process is generally poor across most models. Our
contributions to this paper are as follows:

1. We collect and release to the research commu-
nity MWP-MISTAKE, a dataset containing MWPs
with both correct and incorrect reasoning ob-
tained from state-of-the-art MWP datasets such
as SVAMP (Patel et al., 2021), GSM-8K (Cobbe
et al., 2021b), MATH (Hendrycks et al.,

1Repository for source code and dataset: https://aka.
ms/MWP-MISTAKE

2021), MATHBENCH (Liu et al., 2024a), and
JEEBENCH (Arora et al., 2023). Incorrect rea-
soning is derived through meticulously crafted
rules to alter the reasoning steps and using
smaller models, leveraging their inherent limita-
tions in solving MWPs.

2. We provide benchmark results for our dataset
to evaluate the reasoning capabilities of LLMs
such as O1 (OpenAI, 2024) GPT-4o (Ope-
nAI, a), GPT-4 (OpenAI et al., 2024), GPT-
3.5Turbo (noa), Claude (Anthropic, 2024),
as well as smaller language models like
Llama (Touvron et al., 2023), Phi (Abdin et al.,
2024a), and Mixtral (Jiang et al., 2024) and also
models fine-tuned on Math datasets. Our analy-
sis demonstrates that all SOTA LLMs struggle
with mistake detection and correction.

3. Through meticulous evaluation and comparison
of different LLMs, we offer a detailed analysis
of their strengths and weaknesses in handling
mathematical reasoning tasks.

2 MWP-Mistake Dataset

Most Math Word Problem (MWP) datasets pro-
vide math problems with final answers, occasion-
ally including correct reasoning steps. To evaluate
LLMs’ ability to detect and correct errors, we cre-
ated the MWP-MISTAKE dataset using five sources:
SVAMP (Patel et al., 2021), GSM-8K (Cobbe
et al., 2021b), MATH (Hendrycks et al.,
2021), MATHBENCH (Liu et al., 2024a),
and JEEBENCH (Arora et al., 2023), with
MATHBENCH and JEEBENCH being more re-
cent. These five datasets form the basis of the
MWP-MISTAKE dataset, covering a wide range of
complexities from middle, high school to college
levels. While GSM-8K and MATH offer ground
truth corect reasoning steps, the others do not. For
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Table 1: MWP-MISTAKE Dataset details with the total
number of questions and reasoning steps.

Dataset
Default reasoning Smaller model reasoning

# Questions
with correct
reason (GT)

# Questions
with incorrect
reason (Rules)

# Questions
with incorrect reasoning

Total

Llama-2-7b-chat Mixtral-8x7B Phi-3-mini

SVAMP 154 924 60 20 20 1178
GSM-8K 93 558 100 100 100 951
MATH 150 900 150 150 150 1500
MATHBENCH 100 600 100 100 100 1000
JEEBENCH 38 228 12 19 35 332

those, we used GPT-4 to generate chain-of-thought
reasoning steps, which were then extensively man-
ually verified for correctness. The final dataset
includes MWP questions, correct reasoning steps,
and final answers from all five sources (see Ap-
pendix A for additional details). To create incorrect
reasoning steps, we propose two approaches: (i)
meticulously crafted rules, and (ii) using smaller
models as bad reasoners, which we describe next.

2.1 Rules to Programmatically Inject Errors

These rules are motivated and derived from com-
mon mistakes observed in educational settings, en-
suring the errors introduced are realistic and rep-
resentative of actual student errors. The six rules
are, (i) Shuffle numerical values: Swap numer-
ical values to test if the model correctly selects
relevant numbers from the question. (ii) Replace
numerical values: Replace numbers with random
values (0–100) to assess if the model correctly ex-
tracts numerical information. (iii) Shuffle oper-
ations: Swap mathematical operators to evaluate
the model’s ability to apply correct operations. (iv)
Insert random reasoning steps: Add an unrelated
reasoning step to check if the model detects incon-
sistencies. (v) Shuffle reasoning steps: Rearrange
steps to introduce ambiguity, testing the model’s
ability to recognize logical order. (vi) Delete rea-
soning steps: Remove a step in solutions to assess
if the model identifies missing reasoning.

These rules replicate real-world student behavior,
capturing common mistakes such as misordering
steps, skipping steps, misinterpreting numerical val-
ues, using incorrect numbers, applying the wrong
operations, and adding irrelevant steps. While rules
5 and 6 do not introduce explicit reasoning errors,
they are included to help models identify unclear
scenarios. Table 1 details the number of questions
selected from five datasets, with each question gen-
erating seven reasoning variations (one correct +
six incorrect). Real-world examples are provided
in Appendix A.1.

2.2 Smaller Models as Bad Reasoners

Recently, SLMs are gaining popularity with in-
creased performance, however, they still lack sev-
eral capabilities, including advanced mathemati-
cal reasoning, resulting in poorer performance on
MWPs. To curate incorrect reasoning steps, we use
SLMs to generate Chain-of-Thought (COT) rea-
soning and final answers for all dataset questions.
Questions with incorrect final answers, identified
by comparing them to the ground truth, are retained,
and their reasoning steps are classified as incorrect.
We then perform an extensive human validation of
the answer and reasoning steps using 5 independent
volunteers to make sure their is a mistake (as there
could few instances where the answer can be incor-
rect, but reasoning steps could be correct). Each
volunteer was provided with clear guidelines on
how to assess the correctness of reasoning chains.
The dataset was partitioned into five equal subsets,
and each volunteer was tasked with labeling each
reasoning chain as correct or incorrect. We employ
state-of-the-art SLMs, such as Llama-2-7b-chat,
Phi-3-mini, and Mixtral-8x7B, to generate COT
reasoning steps and Appendix D provides exam-
ples of such incorrect reasoning steps with final
wrong answer. Table 1 provides statistics for each
model across datasets. The entire dataset, including
reasoning steps, was exhaustively manually veri-
fied to eliminate errors.

Our dataset includes questions with original cor-
rect reasoning, rule-based incorrect reasoning, and
SLM-generated incorrect reasoning. For evalu-
ation, we split the data into two parts: (1) De-
fault, with correct reasoning and rule-based incor-
rect steps, and (2) SLM reason, featuring SLM-
generated incorrect reasoning. Table 1 provides
the complete details of the curated MWP-MISTAKE
dataset with the above two splits.

3 Experimental Setup

Task Details. Our aim is to assess the performance
of LLMs on MWPs, focusing on their ability to
detect and correct mistakes within the reasoning
steps. Below are two task variants to accomplish
this are: (i) Task-1 (T1): Given a question with
reasoning steps, the model must determine correct-
ness, rectify errors if present, and compute the final
answer (Figure 1).(ii) Task-2 (T2): The model only
identifies whether the reasoning steps are correct
or incorrect and provides the final answer, without
explicitly correcting errors. In essence, T1 evalu-
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ates the model’s ability to detect mistakes, rectify
them, and derive the correct answer, while T2 fo-
cuses solely on detecting mistakes-models must
identify errors but are not explicitly required to cor-
rect them before providing the final answer. Both
tasks operate under few-shot settings (prompt de-
tails - Appendix E).

Models. To evaluate LLMs’ mathematical rea-
soning capabilities, we utilize foundational LLMs,
SLMs and math-finetuned SLMs.

1. LLMs: We utilize 6 LLMs that have
shown great performance in MWPs
such as GPT-4o, GPT-4, GPT-3.5Turbo,
Claude-3-Opus, Llama-2-70b (Touvron et al.,
2023), Llama-3-70B (Dubey et al., 2024).

2. SLMs. Additionally, we evaluate six
popular SLMs—Phi-3-mini (Abdin et al.,
2024b), Mixtral-8x7B (Jiang et al.,
2024), Llama-2-7b-chat (Touvron et al.,
2023), Qwen2-7B (Yang et al., 2024),
Llama-3-8B (Dubey et al., 2024), and
Llama-3-8b-finetuned (Chen and Li, 2024)
trained on high-quality data to assess their
reasoning capabilities. Additional details of
models in Appendix G.

Metrics. For mistake detection, the model out-
puts either "yes" (indicating correct reasoning) or
"no" (indicating incorrect reasoning). The ground
truth labels are similarly "yes" for correct reasoning
and "no" for incorrect reasoning, and the model’s
predictions are compared against these labels to
calculate the F1 score. This F1 score measures
path-level detection performance for the complete
reasoning chain. For performance evaluation, the
generated final answer is compared to the ground
truth final answer to compute the accuracy.

4 Results and Analysis

4.1 OpenAI o1 model performance on
MWP-MISTAKE dataset?

OpenAI’s O1 model enhances reasoning capabil-
ities by allocating more processing time before
responding. Our analysis comparing O1 and GPT-
4O on GSM-8K, MATH, MATHBENCH, and
JEEBENCH reveals that O1 outperforms GPT-4O
in deriving correct final answers, demonstrating
superior reasoning across complex tasks (Table 2).
This focused comparison between O1 (a “thinking”
model) and GPT-4o (a “non-thinking” model) is to

Table 2: Performance of o1 vs GPT4o on questions from
MWP-MISTAKE

O1 GPT4o O1 GPT4o
Model Metric D D SLM SLM

GSM-8K Mistake Detection 0.70 0.85 0.84 0.86
Final Answer 0.96 0.98 0.86 0.84

MATH Mistake Detection 0.78 0.83 0.94 0.94
Final Answer 0.91 0.89 0.84 0.79

MATHBENCH Mistake Detection 0.72 0.80 0.98 0.99
Final Answer 0.45 0.87 0.38 0.62

JEEBENCH Mistake Detection 0.80 0.79 0.99 0.99
Final Answer 0.86 0.38 0.89 0.41

assess how enhanced reasoning time impacts mis-
take detection. For all other models, we maintained
consistency by benchmarking against GPT-4o.

Rule-based mistake identification. Both mod-
els perform similarly, with GPT-4O often matching
or surpassing O1 in final answer accuracy. How-
ever, O1 struggles more with mistake detection,
showing an average accuracy drop of 0.0675. No-
tably, O1 underperforms on MATHBENCH, scor-
ing only 0.45 accuracy compared to GPT-4O’s 0.87.
Despite this, O1’s advanced reasoning abilities are
evident in other datasets.

SLM-generated mistakes. Both models
achieve high mistake detection performance, es-
pecially in complex datasets like JEEBENCH and
MATHBENCH. While O1 excels in reasoning and
generalization, it struggles to derive the correct fi-
nal answer in MATHBENCH, falling behind GPT-
4O with accuracy of 0.38 and 0.62, respectively.

In summary, while both models perform simi-
larly in mistake identification, O1 excels in final
answer generation and rectification, especially for
SLM-based mistakes. These findings highlight
O1’s superior reasoning capabilities, making it
more effective for complex tasks. However, chal-
lenges like potential data contamination and ineffi-
ciencies in processing time and token usage require
further optimization.

4.2 Can LLMs Effectively Identify Mistakes
in Reasoning Steps?

We evaluate the ability of various models to detect
mistakes in the reasoning steps of MWPs, with F1
scores across five datasets, as shown in Table 3 for
both default (D) and smaller models (SLM).

GPT-4o Performance. GPT-4o outperforms
models like GPT-4, GPT-3.5Turbo, and smaller
counterparts, achieving an overall F1 score of 87%.
However, it struggles with consistent mistake detec-
tion, particularly on simpler datasets like SVAMP
and more complex ones like JEEBENCH, where
its F1 score drops by 6% compared to GSM-8K.
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Table 3: Mistake Detection Performance (F1 score) on MWP-MISTAKE dataset for Task T1. (D-Default reasoning
steps, SLM-Smaller model reasoning steps) (Bold: Best)

GSM8K MATH MATHBENCH JEEBENCH SVAMP AVERAGE
Model D SLM D SLM D SLM D SLM D SLM D SLM Overall
GPT-4o 0.85 0.86 0.83 0.94 0.80 0.99 0.79 0.99 0.74 0.92 0.80 0.94 0.87
GPT-4 0.72 0.72 0.78 0.90 0.51 0.90 0.81 0.87 0.61 0.89 0.69 0.86 0.77
GPT-3.5Turbo 0.80 0.70 0.80 0.60 0.50 0.34 0.54 0.46 0.75 0.69 0.68 0.56 0.62
Claude-3-Opus 0.79 0.89 0.73 0.90 0.68 0.92 0.69 0.88 0.77 0.93 0.73 0.90 0.82
Qwen2-7B 0.59 0.26 0.64 0.53 0.49 0.67 0.60 0.60 0.53 0.61 0.57 0.53 0.55
Phi-3-mini 0.70 NA 0.65 NA 0.54 NA 0.55 NA 0.70 NA 0.63 NA 0.63
Mixtral-8x7B 0.73 NA 0.79 NA 0.62 NA 0.70 NA 0.64 NA 0.70 NA 0.70
Llama-2-7b-chat 0.07 NA 0.16 NA 0.08 NA 0.36 NA 0.12 NA 0.16 NA 0.16
Llama-2-70b 0.63 0.73 0.77 0.61 0.81 0.98 0.54 0.75 0.71 0.45 0.69 0.70 0.70
Llama-3-8B 0.79 0.81 0.79 0.79 0.56 0.58 0.50 0.67 0.78 0.81 0.68 0.73 0.71
Llama-3-8b-finetuned 0.83 0.82 0.83 0.76 0.77 0.80 0.55 0.74 0.81 0.68 0.76 0.76 0.76
Llama-3-70B 0.79 0.74 0.76 0.78 0.55 0.76 0.59 0.61 0.70 0.82 0.68 0.74 0.71

This indicates that while GPT-4o excels in many
areas, its precision in mistake detection remains
inconsistent across different complexities.

Rule-based vs. SLM-generated Mistakes.
GPT-4o and other models detect SLM-generated
mistakes more accurately than rule-based ones,
achieving an F1 score of 94% versus 80%. This
disparity arises because SLM errors propagate
across multiple steps, forming identifiable patterns,
whereas rule-based errors are isolated to single
steps (e.g., number/operator shuffling), making
them harder to detect due to their lack of broader
contextual cues.

Performance of GPT-4 vs. GPT-3.5Turbo.
While GPT-3.5Turbo matches or surpasses GPT-4
on datasets like GSM-8K, it struggles with er-
rors from smaller models. In contrast, GPT-4
handles these mistakes more effectively, possibly
due to data contamination or overfitting. For in-
stance, GPT-4 achieves an F1 score of 86% on
smaller model-generated mistakes, compared to
GPT-3.5Turbo ’s 56%.

Smaller Models and Fine-tuning. Fine-tuned
smaller models like Llama-3-8b-finetuned perform
competitively, achieving an F1 score of 76%, ri-
valing GPT-4 (77%) in some cases. This under-
scores the impact of domain-specific fine-tuning,
particularly for mathematical tasks, where targeted
training enhances mistake detection accuracy.

Challenges with Newer Datasets. All mod-
els, including GPT-4o, struggle with newer
and more complex datasets like MATHBENCH
and JEEBENCH. For instance, GPT-4o ’s F1
score drops by 6% on JEEBENCH compared to
GSM-8K, highlighting a lack of generalization to
unseen problem types. While GPT-4o remains the
top performer, its limitations on these datasets em-
phasize the need for improved reasoning general-

ization. Appendix H provides a detailed F1 score
analysis across different models and rule-based rea-
soning mistakes.

4.3 Can LLMs Accurately Derive Correct
Answers Despite Mistakes?

We evaluate the models’ ability to generate correct
answers despite errors in reasoning steps. Table 4
reports the accuracy for Task 1, where models must
detect and correct mistakes to compute the final
answer.

GPT-4o Performance. GPT-4o achieves an
overall accuracy of 75%, demonstrating strong
answer derivation despite flawed reasoning. It
excels in correcting rule-based errors on sim-
pler datasets like GSM-8K (98%), MATH (89%),
and MATHBENCH (87%) but drops to 38% on
the more complex JEEBENCH dataset. A sim-
ilar pattern emerges with SLM-generated mis-
takes—despite detecting them with over 90% ac-
curacy, its correction ability remains inconsistent,
with accuracy ranging from 70–80%. This suggests
that while GPT-4o can handle simple rule-based er-
rors, often through correction or memorization, it
struggles with more intricate SLM-generated mis-
takes, highlighting limitations in its reasoning abil-
ities.

Performance of Other Models. Similar trends
emerge across other models. Claude-3-Opus and
GPT-4 rank second and third, respectively, while
SLMs like Phi, Llama, and Mixtral perform signifi-
cantly worse, with accuracy ranging from 40–60%.
This highlights the advantage of larger models like
GPT-4o in mistake rectification over smaller and
fine-tuned models.

Challenges with Complex Datasets. All mod-
els, including GPT-4o, struggle with complex
datasets like JEEBENCH, where answer deriva-
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Table 4: Performance in deriving correct answers (Accuracy) on MWP-MISTAKE dataset for Task T1. (D-Default
reasoning steps, SLM-Smaller model reasoning steps) (Bold: Best)

GSM8K MATH MATHBENCH JEEBENCH SVAMP AVERAGE
Model D SLM D SLM D SLM D SLM D SLM D SLM Overall
GPT-4o 0.98 0.84 0.89 0.79 0.87 0.62 0.38 0.41 1.00 0.77 0.82 0.69 0.75
GPT-4 0.96 0.73 0.77 0.63 0.87 0.40 0.28 0.23 0.97 0.72 0.77 0.54 0.66
GPT-3.5Turbo 0.85 0.40 0.62 0.20 0.72 0.19 0.18 0.11 0.94 0.35 0.66 0.25 0.46
Claude-3-Opus 0.97 0.86 0.85 0.90 0.90 0.50 0.42 0.32 0.96 0.80 0.82 0.68 0.74
Qwen2-7B-Instruct 0.90 0.44 0.76 0.33 0.82 0.25 0.39 0.17 0.85 0.29 0.75 0.29 0.52
Phi-3-mini 0.83 NA 0.40 NA 0.53 NA 0.16 NA 0.68 NA 0.52 NA 0.52
Mixtral-8x7b 0.82 NA 0.60 NA 0.66 NA 0.10 NA 0.86 NA 0.61 NA 0.61
Llama-2-7b-chat 0.72 NA 0.21 NA 0.32 NA 0.03 NA 0.57 NA 0.37 NA 0.37
Llama-2-70b 0.61 0.18 0.36 0.06 0.46 0.06 0.21 0.03 0.69 0.06 0.47 0.08 0.27
Llama-3-8b 0.89 0.34 0.43 0.10 0.74 0.14 0.35 0.09 0.93 0.17 0.67 0.17 0.42
Llama-3-8b-finetuned 0.89 0.34 0.43 0.10 0.74 0.14 0.35 0.09 0.93 0.17 0.67 0.17 0.42
Llama-3-70b 0.80 0.69 0.75 0.46 0.79 0.23 0.36 0.17 0.80 0.69 0.70 0.45 0.57

tion accuracy drops significantly. This highlights
a fundamental limitation of current LLMs—their
lack of robustness in handling deeper reasoning
tasks and intricate problem sets.

Model
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Figure 2: Performance in deriving final answer between
T1 and T2. A significant drop in performance occurs
when the model does not rectify the incorrect reasoning
steps.

Comparing Performance on Task 2: Identify-
ing Mistakes Without Correction.

In Task 2, models must identify the presence
of a mistake but are not explicitly required to cor-
rect it before providing the final answer. Figure 2
presents the performance of GPT-4o, GPT-4, and
GPT-3.5Turbo across all datasets for both Task 1
(detect and rectify mistakes) and Task 2 (identify
mistakes and compute the answer without rectifica-
tion), with detailed results in Appendix F.

GPT-4o’s Performance drops noticeably from
Task 1 to Task 2 across all datasets. In Task 1,
where it is prompted to detect and correct mistakes,
it achieves higher accuracy, especially on simpler
datasets. However, in Task 2, where it only iden-
tifies mistakes, its F1 score declines significantly.
This suggests that GPT-4o struggles to rectify er-
rors unless explicitly instructed, highlighting a key
weakness in its reasoning.

GPT-4 Performance. GPT-4 follows a similar
trend but with a smaller performance drop between

Task 1 and Task 2. While its overall accuracy is
lower than GPT-4o, it is more consistent in mistake
detection. However, like GPT-4o, it struggles to
correct errors without explicit prompting, reinforc-
ing its limitations in autonomous reasoning.

4.4 Exploring Data Contamination and
Memorization Effects in Math Reasoning
Tasks

In our analysis of LLMs’ mathematical reasoning
performance, we identify data contamination and
memorization as key challenges affecting their ef-
fectiveness. Data contamination is where test data
from downstream tasks appear in training, compro-
mises real-world performance evaluation. Memo-
rization is where models reproduce solutions with-
out understanding underlying principles, limit gen-
eralization to novel problems. Signs of contami-
nation emerge in unexpectedly high performance
on certain datasets. For instance, GPT-3.5Turbo
outperforms GPT-4 on GSM-8K suggests possible
biases in GPT-4’s training data. Similarly, the com-
parable performance of smaller and larger models
hints at memorization. These findings highlight
the need for rigorous evaluation to mitigate memo-
rization and ensure LLMs’ reliability in real-world
applications.

Investigating data contamination and memo-
rization poses challenges due to restricted pre-
training data access and computational limitations.
To tackle this, we employ an approach outlined
in (Golchin and Surdeanu, 2024), utilizing an LLM
to replicate individual instances of the dataset. This
involves guiding the LLM with instructions con-
taining unique identifiers from the source dataset,
like dataset name, partition (e.g., train, test, or val-
idation), and a fragment of the reference instance.
By instructing the LLM to complete these par-
tial instances, we can evaluate contamination and

27049



memorization. To detect contamination, a heuris-
tic is applied comparing the average overlap score
between generated completions and reference in-
stances using ROUGE-L (Lin, 2004). This compar-
ison is made between guided instructions (includ-
ing dataset and partition identifiers) and general
instructions (lacking such identifiers). If the over-
lap score is significantly larger with guided instruc-
tions, it suggests contamination. This method relies
on the premise that the only distinction between the
two instructions is the inclusion of dataset and par-
tition names in guided instructions, implying any
improvement can be attributed to contamination
(Appendix K for more details).

GPT-4o Performance. GPT-4o consistently
exhibits the highest ROUGE-L scores across
all datasets, suggesting significant contamination.
This aligns with its earlier results—excelling in
simpler tasks while struggling with more complex
ones—indicating a reliance on memorized data
rather than genuine reasoning capabilities.

Comparative Contamination Across Mod-
els. Both GPT-4 and GPT-3.5Turbo follow similar
trends, displaying progressively lower ROUGE-
L scores than GPT-4o, yet still indicating some
degree of contamination. This aligns with their
competitive performance, especially on datasets
like GSM-8K, where memorization may have con-
tributed to their high accuracy.

SLMs’ Minimal Contamination. SLMs like
Llama and Phi show negative ROUGE-L score dif-
ferences, suggesting minimal or no contamination.
These models appear to depend more on reason-
ing rather than memorization, as their performance
does not benefit from exposure to test data. How-
ever, their struggles with complex tasks highlight
their limitations in advanced reasoning capabilities
compared to larger models.

4.5 Can LLMs Correctly Rectify Mistakes in
Reasoning Steps?

In Task 1, the model not only detects mistakes but
also attempts to rectify them to arrive at the correct
answer. We evaluate the model’s ability to rectify
mistakes once detected by examining the number
of questions where mistakes were identified and
calculating how many times the model produced
the correct answer after rectification. The assump-
tion is that if the model reaches the correct final
answer after detecting a mistake, it has success-
fully rectified the incorrect reasoning step. For
instance, if the model identifies mistakes in 90 out

of 100 questions and rectifies them in 45 cases (re-
sulting in a final correct answer), the rectification
score would be 50% (45/90). Table 5 illustrates the
performance of different models in rectifying rea-
soning steps and producing the correct final answer
across various datasets.

GPT-4o demonstrates strong proficiency in mis-
take rectification, achieving a 78% rectification
score, 11% higher than GPT-4 and over 35% above
other models, including SLMs. It excels in cor-
recting rule-based reasoning errors but struggles
with more complex datasets like MATHBENCH
and JEEBENCH. On simpler datasets (GSM-8K,
MATH, SVAMP), its high rectification accuracy
may stem from data contamination or the simpler
nature of rule-based mistakes. As noted earlier,
Claude-3-Opus performs on par with GPT-4o in
mistake rectification, while other models lag with
scores between 30-50%. Notably, Llama-3-70B
matches GPT-4, demonstrating strong rectifica-
tion abilities. To analyze the rectification process,
we compute the percentage of cases where the
model corrected reasoning steps but still reached
incorrect answers. On the MWP-MISTAKE dataset,
GPT-4o failed in 17% of such cases, while GPT-4,
Llama-2-7b-chat, Mixtral-8x7B, and Phi-3-mini
had failure rates of 30%, 43.5%, 80.9%, 40.2%,
and 55.6%, respectively.

We also compared rectified reasoning steps
with ground-truth steps using NLP metrics like
BERTScore to assess alignment and effectiveness
(details in Appendix I and J). Additionally, we
leveraged ReasonEval (Xia et al., 2024), which
employs an LLM-based Validity Metric to check
for logical and calculation errors. Across all mod-
els, rectified reasoning steps scored higher than
mistake-detected steps, indicating improved accu-
racy post-rectification. GPT-4o achieved the high-
est validity score, showcasing its superior mistake
detection and correction abilities (Appendix M).
We found that, across all models, the rectified rea-
soning chains consistently achieve higher validity
metric scores compared to the mistake-detected
reasoning steps, indicating improved accuracy af-
ter rectification. GPT-4o demonstrates the highest
validity score, reflecting its ability to detect and
rectify mistakes effectively.

4.6 How does model performs on self
generated incorrect reasoning steps?

Most SOTA models struggle to detect errors in rea-
soning steps, but how well do they evaluate their
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Table 5: Ability to rectify mistakes and derive the correct final answer on MWP-MISTAKE dataset for Task T1.
(D-Default reasoning steps, SLM-Smaller model reasoning steps) (Bold: Best)

GSM8K MATH MATHBENCH JEEBENCH SVAMP AVERAGE
Model D SLM D SLM D SLM D SLM D SLM D SLM Overall
GPT-4o 0.98 0.91 0.87 0.84 0.90 0.64 0.42 0.42 1.00 0.86 0.83 0.73 0.78
GPT-4 0.96 0.88 0.72 0.70 0.83 0.45 0.10 0.24 0.94 0.77 0.71 0.61 0.66
GPT-3.5Turbo 0.81 0.56 0.54 0.34 0.62 0.34 0.16 0.05 0.93 0.57 0.61 0.37 0.49
Claude-3-Opus 0.97 0.94 0.84 0.89 0.87 0.57 0.27 0.33 0.96 0.85 0.78 0.72 0.75
Qwen2-7B-Instruct 0.83 0.51 0.77 0.47 0.69 0.29 0.29 0.21 0.78 0.50 0.67 0.40 0.53
Phi-3-mini 0.79 NA 0.37 NA 0.41 NA 0.03 NA 0.63 NA 0.45 NA 0.45
Mixtral-8x7b 0.77 NA 0.56 NA 0.57 NA 0.17 NA 0.83 NA 0.58 NA 0.58
Llama-2-7b-chat 0.73 NA 0.21 NA 0.11 NA 0.04 NA 0.52 NA 0.32 NA 0.32
Llama-2-70b 0.57 0.25 0.34 0.07 0.46 0.06 0.02 0.03 0.60 0.21 0.40 0.12 0.26
Llama-3-8b 0.77 0.51 0.39 0.24 0.58 0.08 0.49 0.06 0.65 0.39 0.58 0.26 0.42
Llama-3-8b-finetuned 0.85 0.41 0.33 0.10 0.69 0.18 0.25 0.13 0.91 0.26 0.60 0.21 0.41
Llama-3-70b 0.80 0.88 0.72 0.62 0.73 0.33 0.21 0.21 0.83 0.81 0.66 0.57 0.61

own reasoning? To investigate, we analyzed LLMs’
ability to detect and rectify mistakes in their self-
generated reasoning steps. We selected questions
where the corresponding model produced incorrect
final answers, using these faulty reasoning chains
to assess mistake detection, rectification, and cor-
rectness. Our findings show that while models
like GPT-4 and GPT-4o perform similarly in de-
tecting mistakes in both self-generated and SLM-
generated reasoning, their rectification ability drops
significantly for self-generated errors. For instance,
on the MATH dataset, GPT-4 maintains mistake
detection performance but rectification drops to
53% compared to 70% for SLM-generated mis-
takes. Further details are in Appendix L.

5 Related Work

Current research on large language models (LLMs)
for solving math word problems (MWPs) primarily
prioritizes answer accuracy over evaluating reason-
ing processes. Studies like MathPrompter (Imani
et al., 2023) and WizardMath (Luo et al., 2023)
demonstrate strong performance by generating
complex reasoning steps but focus mainly on cor-
rectness rather than verifying the validity and rel-
evance of each step. Similarly, works such as
(Liu et al., 2024b; Yuan et al., 2023; Schulman
et al., 2017) enhance LLMs’ accuracy but do not
assess whether their reasoning aligns with logical
problem-solving paths. Recent studies have begun
shifting focus toward reasoning quality, but their
scope remains limited. Works like (Sawada et al.,
2023) assess reasoning by comparing generated
and reference reasoning, while (Xia et al., 2024)
introduces metrics like validity and redundancy
to evaluate reasoning steps. ROSCOE(Golovneva
et al., 2023) expands on this by providing unsuper-
vised metrics for assessing semantic consistency
and logicality beyond just the final answer. How-
ever, these approaches often overlook the detection

and correction of specific reasoning mistakes in
MWPs, leaving a gap in understanding how well
LLMs handle flawed reasoning.

Another gap is limited exploration of LLMs’
core reasoning abilities, particularly in mistake
detection and rectification. While some studies
propose LLMs as verifiers of their own reason-
ing (Zhang et al., 2024b; Zheng et al., 2023), they
primarily assess correctness without addressing the
deeper challenge of identifying and correcting log-
ical mistakes. (Olausson et al., 2024) highlights
LLMs’ struggles in recognizing and fixing their
own reasoning errors, especially in code genera-
tion tasks. (Zeng et al., 2023) shifts evaluation
focus toward scoring solution correctness rather
than just question answering. Work like Alice
in Wonderland (Nezhurina et al., 2024) examines
LLM reasoning, showing that small variations in
common-sense tasks can drastically impact perfor-
mance. However, rigorous benchmarking for mis-
take detection and correction remains unexplored.

Our work bridges this gap by introducing the
MWP-Mistake dataset, which systematically in-
corporates diverse reasoning mistakes in MWPs.
Unlike prior studies, our analysis evaluates not only
models’ ability to detect errors but also their capac-
ity to correct them and generate accurate solutions.
We present a comprehensive benchmark, compar-
ing SOTA models across both simple and com-
plex datasets. This work highlights current models’
limitations in handling reasoning mistakes and es-
tablishes a framework for assessing LLMs’ true
reasoning abilities beyond mere answer accuracy.

6 Conclusions

This study evaluates large language models (LLMs)
such as O1, GPT-4o, GPT-4, GPT-3.5Turbo,
alongside smaller models like Llama-2-7b-chat,
Mixtral-8x7B, and Phi-3-mini, on their ability to
detect and correct errors in mathematical reasoning.
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Using our MWP-MISTAKE dataset, which includes
incorrect reasoning steps generated through both
rule-based methods and smaller models, we com-
prehensively assess LLMs’ performance in error
detection and rectification. While GPT-4o outper-
forms other models, there remains a gap in its abil-
ity to consistently detect mistakes, as it struggles
with several simple problems and its performance
degrades on more complex tasks. We also uncover
issues of data contamination and overfitting, espe-
cially in GPT-4’s performance on GSM8K, and
observe a performance drop on newer datasets
like MATHBENCH and JEEBENCH, highlighting
generalization challenges. Addressing these limita-
tions, such as enhancing generalization and mini-
mizing data contamination, is essential for making
LLMs more reliable and applicable to real-world
mathematical problem-solving. Future research
should focus on refining training processes and
strengthening models’ reasoning abilities to meet
these challenges.

7 Limitations

While our study provides a comprehensive evalu-
ation of LLMs’ ability to detect and correct mis-
takes in mathematical reasoning, certain limitations
warrant further exploration. First, our evaluation
focuses on a curated dataset designed to system-
atically assess mistake detection and rectification.
Although this dataset is diverse, real-world problem
distributions may introduce additional complexities
not fully captured in our benchmark. Expanding
the dataset to cover a broader spectrum of reason-
ing errors across various mathematical domains is
a potential avenue for future work.

Second, our analysis primarily evaluates mod-
els under few-shot prompting settings. While this
aligns with practical deployment scenarios, alterna-
tive techniques such as fine-tuning or reinforcement
learning may further enhance model performance.
Investigating such methods is beyond the scope of
this study, but remains an important direction.

Finally, while we discuss potential issues related
to data contamination and memorization, precise
quantification of their impact remains an open chal-
lenge. A more detailed study into the extent of
memorization effects across different models and
training paradigms would provide deeper insights
into their reasoning capabilities.

Furthermore, our perturbation design was in-
formed by graduate-level educators, ensuring align-

ment with common student mistakes. However,
an LLM can exhibit more sophisticated errors.
Expanding our perturbation framework to cap-
ture higher-order reasoning failures and domain-
specific complexities is an important direction for
future research.

Despite these limitations, our findings offer criti-
cal insights into LLMs’ reasoning abilities, reveal-
ing fundamental challenges that must be addressed
to improve robustness in mathematical problem-
solving.

8 Ethical Considerations

Our study acknowledges the ethical considerations
associated with evaluating LLMs’ ability to detect
and correct mistakes in mathematical reasoning.

First, while our dataset is curated to systemati-
cally assess reasoning capabilities, there is a pos-
sibility that biases in data selection may influence
model performance. We have taken steps to en-
sure diversity in problem types and difficulty levels,
but future work should explore broader, real-world
datasets to mitigate potential biases.

Second, as LLMs are increasingly integrated
into educational tools, there is a risk that users
may over-rely on them without critically evaluating
their outputs. Our analysis highlights limitations
in mistake detection and correction, underscoring
the need for responsible deployment, where mod-
els are used as assistive tools rather than definitive
sources of truth. Finally, potential data contamina-
tion in LLM training poses concerns about fairness
and reproducibility. While we discuss these issues
and assess their impact, further transparency from
model providers regarding training data sources is
necessary to ensure ethical AI development.
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A MWP-MISTAKE Dataset

MWP-MISTAKE dataset is curated using 4 different
types of well-known datasets. Below are the details
of each of the datasets.

• SVAMP (Patel et al., 2021): SVAMP is a
MWP dataset created by applying a care-
fully chosen variation over examples sampled
from existing datasets, AsDiv-A (Miao et al.,
2020) and MAWPS (Koncel-Kedziorski et al.,
2016).

• GSM-8K (Cobbe et al., 2021b):GSM-8K is
a dataset of diverse grade school math word
problems created by human writers, involv-
ing basic arithmetic operations. Released in
November 2021.

• MATH (Hendrycks et al., 2021): The MATH
dataset is divided into seven categories, each
with five difficulty levels. For our study, we
used levels 1, 2, and 3 from the algebra and
counting and probability categories. Released
in November 2021. We focused on Levels 1 to
3 because the problems in Levels 4 and 5 are
more complex, requiring specific notations,
symbols, and equations. Injecting reasoning
mistakes into such complex problems is non-
trivial and would require expert knowledge to
ensure accuracy in the reasoning chains.

• MATHBENCH (Liu et al., 2024a):
MATHBENCH is a recent dataset with
questions divided by educational stages,
from basic arithmetic to college levels.
For our experiment, we chose middle
and high-school-level single-choice and
multiple-choice questions. Released in May
2024.

• JEEBENCH (Arora et al., 2023):
JEEBENCH is a challenging benchmark
dataset for evaluating LLM problem-solving
abilities, containing 515 pre-engineering
math, physics, and chemistry problems
from the IIT JEE-Advanced Exam. For
our experiment, we chose mathematics
single-choice questions only. Released in
October 2023.

A.1 Rule based Examples
The rules we have applied are grounded in discus-
sion with grad-school educators or who provided
insights into common mathematical reasoning er-
rors made by students. Furthermore, prior research

systematically analyses student mistakes, revealing
key patterns such as data misinterpretation, logi-
cal fallacies, and incomplete proofs. Our heuris-
tics were carefully designed to replicate these real-
world errors, aligning with both expert knowledge
and empirical findings. While some rules may ap-
pear trivial at first glance, they capture authentic
patterns of human errors that arise during problem-
solving. Below, we provide examples to clarify the
real-world applicability of these rules:

• Shuffle Numerical Values: A student might
misread a problem or inadvertently swap num-
bers, such as treating "5 apples and 3 oranges"
as "3 apples and 5 oranges." This is a typi-
cal misstep when transcribing or interpreting
numerical data.

• Replace Numerical Values: This error mim-
ics cases where students substitute incorrect
values, e.g., replacing "radius = 7" with "ra-
dius = 5" when solving for the area of a circle.
This often occurs due to lapses in focus or
misreading.

• Shuffle Operations: A common reasoning
error is misunderstanding the order of oper-
ations, such as treating "2 + 3 × 4" as "(2 +
3) × 4." This reflects students’ struggles with
applying mathematical precedence correctly.

• Insert Random Reasoning: Students some-
times include irrelevant steps or overcompli-
cate their work, such as writing "Because the
train moves faster than the car, 2 × 5 = 10."
These distractions, while not inherently erro-
neous, disrupt logical flow and mirror over-
thinking.

• Shuffle Reasoning Steps: The sequence of
reasoning is critical in problem-solving. For
instance, solving for the area of a triangle by
calculating "base × height" before dividing by
2 is correct, but reversing this order introduces
confusion and can mislead students. Such
missteps highlight the importance of logical
step sequencing.

• Delete Reasoning Step: Omitting steps of-
ten reflects missed applications of formulas
or logical progression, e.g., skipping the ap-
plication of the Pythagorean theorem when
solving for the hypotenuse in a right triangle.
While this omission might not always lead

27055



to an incorrect answer, it risks undermining
clarity and correctness in reasoning.

These transformations do not solely aim to gen-
erate incorrect answers; they evaluate the model’s
robustness in navigating incomplete, shuffled, or
flawed reasoning to derive the correct solution.
Particularly, "shuffle reasoning" and "delete rea-
soning" mimic challenges faced by students, such
as disrupted clarity or skipped steps, emphasizing
the importance of logical step-by-step progression.
Thus, the rules are carefully designed to reflect gen-
uine reasoning errors while testing models’ ability
to detect, rectify, and reason coherently. Examples
of MWPs with correct, rule-based, incorrect and
smaller model-based incorrect reasoning steps are
present in Figure 3

A.2 Prompts to curate reasoning steps in
MWP-MISTAKE dataset

GSM-8K and MATH already contain MWP ques-
tions, a chain of thought reasoning steps and a final
answer. To curate a chain of thought reasoning step
for MATHBENCH and JEEBENCH, we made use
of GPT-4. While prompting GPT-4 we made sure
that reasoning steps did not contain the final an-
swer, so that the final answer is not picked directly
from the reasoning step. Listing 1 prompt is used
to curate the reasoning steps.

Listing 1: Prompt to curate reasoning chain without
answers.

S t r i c t l y f o l l o w t h e c o n d i t i o n s \
below .
1 . Outpu t f o r m a t : \ nReason ing \
Chain : \ n F i n a l Answer :
2 . Reason ing Chain s h o u l d be \
s e p a r a t e d by a new l i n e on ly .
3 . A r e a s o n i n g c h a i n c a n n o t have\

t h e f i n a l answer . ( Rep lace t h e \
f i n a l answer i n t h e r e a s o n i n g \
c h a i n wi th i t s c a l c u l a t i o n o r \
####)
4 . Do n o t i n c l u d e any a d d i t i o n a l \

i n f o r m a t i o n i n t h e f i n a l answer \
( on ly t h e answer ) .

Table 6 shows examples of default reasoning
steps from GSM-8K dataset.

B Mistake Detection Analysis with Simple
MWPs

We evaluated the models’ ability to detect reason-
ing mistakes using the SVAMP dataset, which con-
tains simple arithmetic word problems (up to a
4th-grade level) and variations testing question sen-
sitivity, reasoning ability, and structural invariance
(Appendix C for more details on the variations
included). Mistakes were introduced using both
rule-based methods and outputs from SLMs, with
human validation ensuring accuracy.

Table 7 shows presents the models’ mistake de-
tection performance across these variations. The
results show that none of the models consistently
detected mistakes, with F1 scores across all varia-
tions falling below 80%. The highest F1 score,
81%, was achieved by Llama-3-8b-finetuned, a
fine-tuned model specifically trained on 13 math-
related datasets, which outperformed even more
advanced models like GPT-4o and GPT-4. This
suggests that fine-tuning on domain-specific data
offers significant benefits for mathematical tasks.

Despite these improvements, even the fine-tuned
model showed significant sensitivity to problem
variations. When question sensitivity variations
were introduced, performance dropped by 0.08,
while reasoning ability and structural invariance
variations resulted in reductions of 0.06 and 0.02,
respectively. GPT-4o exhibited a similar perfor-
mance decline, suggesting that even the most ad-
vanced models are vulnerable to small variations
in problem structure (See Table 7, Appendix C).

These findings highlight a key gap: even on rel-
atively simple problems, models fail to generalize
when minor variations are introduced. This sug-
gests that fine-tuning, while beneficial, is insuf-
ficient to fully address the deeper issues in mis-
take detection across mathematical reasoning tasks.
More robust methods are needed to improve gener-
alization.

Comparison between JEEBENCH and
SVAMP: Comparing SVAMP with JEEBENCH,
mistake detection for SLM-generated errors in
JEEBENCH appears better because the incorrect
reasoning chains were generated by smaller models
that perform poorly on such complex tasks. These
low-quality chains are easier for advanced models
like GPT-4o to identify as flawed. On SVAMP,
however, the reasoning chains are of higher quality,
and errors tend to be localized and nuanced.
Detecting such subtle errors is more challenging,
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Question : The digits 1, 3 and 5 are each used once to form each of the possible three-digit positive integers.
  The three-digit integers are listed from greatest to least. Which integer is listed fifth?

Answer : 153
There are 3!=6 possible three-digit integers.  So

the fifth number on the list will be the second
smallest.  The two smallest integers have 1 as the
hundred digit.  The smallest is 135; the second-

smallest is 153.
Final Answer : 153

Correct Reasoning Step

The three-digit integers using the digits 1, 3, and 
5 are 513, 531, 315, 351, 135, 153. Notice that

there are 6 such numbers in total. We need to find
the fifth number in the given order: 531, 351, 513,

153, 135.
Final Answer : 135

There are 135!=1 possible three-digit integers.  
So the fifth number on the list will be the second
smallest.  The two smallest integers have 153 as
the hundreds digit. The smallest is 6; the second-

smallest is 
Final Answer : 3

Incorrect reasoning step (smaller model) Incorrect reasoning step (rule)

Figure 3: Examples of MWPs with correct reasoning, rule-based incorrect and smaller model-based incorrect
reasoning from MATH.

Table 6: Example of rule-based incorrect reasoning step (GSM-8K dataset)

Question

Gerald spends $100 a month on baseball supplies.
His season is 4 months long.
He wants to use the months he’s not playing baseball
to save up by raking, shovelling, and mowing lawns.
He charges $10 for each. How many chores does he need to average a month
to save up for his supplies?

Final Answer 5

Gold Reasoning step

He needs to save up $400 because 4 x 100 = 400
He has 8 months to earn this money because 12 - 4 = 8
He needs to earn $50 a month because 400 / 8 = 50
He needs to do 5 tasks a month because 50 / 10 = 5

Shuffle the reasoning step

He needs to earn $50 a month because 400 / 8 = 50
He needs to save up $400 because 4 x 100 = 400
He needs to do 5 tasks a month because 50 / 10 = 5
He has 8 months to earn this money because 12 - 4 = 8

Delete the reasoning step
He needs to save up $400 because 4 x 100 = 400
He needs to earn $50 a month because 400 / 8 = 50
He needs to do 5 tasks a month because 50 / 10 = 5

Shuffle numerical values

He needs to save up $400 because 4 x 100 = 400
He has 50 months to earn this money because 8 - 8 = 4
He needs to earn $12 a month because 400 / 8 = 50
He needs to do 5 tasks a month because 50 / 10 = 5

Replace numerical values

He needs to save up $400 because 4 x 100 = 400
He has 8 months to earn this money because 12 - 4 = 8
He needs to earn $6 a month because 32 / 8 = 50
He needs to do 76 tasks a month because 50 / 10 = 5

Shuffle Operations

He needs to save up $400 because 4 x 100 = 400
He has 8 months to earn this money because 12 * 4 = 8
He needs to earn $50 a month because 400 - 8 = 50
He needs to do 5 tasks a month because 50 / 10 = 5

Insert Random Reasoning step

He needs to save up $400 because 4 x 100 = 400
Therefore, Faye has $60 - $30 = $30 left.
He has 8 months to earn this money because 12 - 4 = 8
He needs to earn $50 a month because 400 / 8 = 50
He needs to do 5 tasks a month because 50 / 10 = 5

Table 7: Mistake Detection Performance (F1 score) on SVAMP dataset with all variations

Question Sensitivity Reasoning Ability Structural invariance

Model Same Object,
Different Structure

Different Object,
Same Structure

Different Object,
Different Structure

Add relevant
information

Change
Information

Invert
Operation

Change order
of objects

Change order
of phrases

Add irrelevant
information

GPT-4o 0.78 0.70 0.77 0.74 0.78 0.72 0.74 0.75 0.76
GPT-4 0.65 0.58 0.64 0.62 0.66 0.55 0.62 0.60 0.64
GPT-3.5Turbo 0.76 0.77 0.71 0.75 0.77 0.74 0.78 0.72 0.75
Llama-2-7b-chat 0.14 0.09 0.13 0.10 0.17 0.08 0.13 0.15 0.13
Phi-3-mini 0.77 0.64 0.68 0.72 0.73 0.67 0.69 0.68 0.69
Qwen2-7B-Instruct 0.57 0.42 0.62 0.54 0.59 0.46 0.61 0.51 0.59
Llama-3-8b 0.80 0.79 0.79 0.82 0.79 0.75 0.81 0.75 0.78
Llama-3-70b 0.73 0.69 0.73 0.70 0.73 0.69 0.70 0.70 0.73
Llama-3-8b-finetuned 0.82 0.79 0.76 0.81 0.83 0.81 0.79 0.79 0.86

leading to reduced mistake detection performance
despite the dataset’s simpler nature. Moreover, due
to the complexity of JEEBENCH models exhibit
a high rate of false positives, flagging reasoning
chains as incorrect even when they are accurate.
For example, GPT-4o frequently misidentifies
correct reasoning chains as flawed in JEEBENCH.
This tendency inflates error detection rates on
JEEBENCH but reflects the model’s limited ability
to accurately discern reasoning quality rather than
genuine improvement in mistake detection.

C SVAMP Variations

Figure 4 shows the 9 different types of carefully
curated variations sampled from existing datasets,
AsDiv-A (Miao et al., 2020) and MAWPS (Koncel-
Kedziorski et al., 2016). Across each cate-

gory, we evaluated the mistake detection per-
formance of each model. Table 7 shows that
Llama-3-8b-finetuned performed the best due to
this preexisting knowledge on solving MWPs,
achieving the highest average F1 score of 81%
across the variations. We also evaluated the
model’s sensitivity to variations, table 8 shows
the max performance change across different mod-
els. GPT-4o performance significantly dropped by
0.08, 0.06, and 0.02 when exposed to variations re-
lated to question sensitivity, reasoning ability, and
structural invariance, respectively. Examples of
variations are as follows:

• Reasoning ability - Change Information: This
involves changing entities, e.g., replacing
"Jack" with "Dorothy."

27057



• Reasoning ability - Invert Operation: Here,
operations or calculations are altered while
keeping the rest of the structure the same.

• Structural Invariance - Change Order of Ob-
jects: This variation reverses the order of
entities, such as changing "8 marbles and 3
stones" to "3 stones and 8 marbles.

Across all these simple variations, we observed a
performance drop of 10% in GPT-4 and around
6% in GPT-4o, highlighting the sensitivity of
these models. Interestingly, fine-tuned models like
Llama-3-8B-Finetuned demonstrated greater ro-
bustness, with just a 2% performance drop.

D SLMs reasoning steps

SLMs were used to generate a chain of thought
(COT) reasoning step and final answers for all
dataset questions. Each model Llama-2-7b-chat,
Mixtral-8x7B, Phi-3-mini where prompted using
Listing 1 to curate the reasoning step without an
answer. If the final answer was incorrect, we fil-
tered out the reasoning steps as incorrect. Table 9
shows examples of SLM incorrect reasoning steps
from GSM-8K dataset.

E Task T1 and T2

Task T1 evaluates the model’s ability to detect mis-
takes, rectify them and derive the correct answer.
Listing 2 was used in a few-shot setting for task
T1.

Listing 2: Prompt for Task T1

You a r e a m a t h e m a t i c s e d u c a t o r \
w i th a deep u n d e r s t a n d i n g of \
e l e m e n t a r y and midd le s c h o o l \
m a t h e m a t i c s . You a r e e x p e r i e n c e d \

i n t e a c h i n g m u l t i − s t e p problem −\
s o l v i n g t e c h n i q u e s and have a \
knack f o r b r e a k i n g down complex \
p rob lems i n t o manageable s t e p s . \
Your e x p e r t i s e l i e s i n b a s i c \
a r i t h m e t i c o p e r a t i o n s such as \
a d d i t i o n , s u b t r a c t i o n , \
m u l t i p l i c a t i o n , and d i v i s i o n . \
You can p r o v i d e c l e a r , s t e p −by−\
s t e p s o l u t i o n s t o m a t h e m a t i c a l \
p rob lems t h a t r e q u i r e m u l t i − s t e p \

r e a s o n i n g .

You a r e p r o v i d e d wi th a \
m a t h e m a t i c a l q u e s t i o n and a s t e p \
−by− s t e p s o l u t i o n a l o n g wi th i t . \

The s o l u t i o n might have some \
m i s t a k e s . I d e n t i f y i f t h e \
s o l u t i o n i s c o r r e c t o r i n c o r r e c t \
. I f t h e s o l u t i o n i s c o r r e c t , \
o u t p u t t h e f i n a l answer w i th t h e \

h e l p o f t h e s o l u t i o n p r o v i d e d . \
I f t h e s o l u t i o n i s i n c o r r e c t , \
c o r r e c t t h e e x i s t i n g s o l u t i o n \
and d e t e r m i n e t h e f i n a l answer \
w i th t h e h e l p o f t h e c o r r e c t e d \
s o l u t i o n .
Reason ing c h a i n C o r r e c t ( Yes / No ) \
:
C o r r e c t e d r e a s o n i n g c h a i n o r NA:
F i n a l answer ( j u s t t h e number ) :

Task T2 evaluates the model’s ability to detect mis-
takes and solve MWP based on the provided reason-
ing step. Listing 3 was used in a few-shot setting
for task T2. Here, we ensure that the final answer
is generated with the help of the reasoning steps
provided, which may or may not be correct.

Listing 3: Prompt for Task T2

You a r e a m a t h e m a t i c s e d u c a t o r \
w i th a deep u n d e r s t a n d i n g of \
e l e m e n t a r y and midd le s c h o o l \
m a t h e m a t i c s . You a r e e x p e r i e n c e d \

i n t e a c h i n g m u l t i − s t e p problem −\
s o l v i n g t e c h n i q u e s and have a \
knack f o r b r e a k i n g down complex \
p rob lems i n t o manageable s t e p s . \
Your e x p e r t i s e l i e s i n b a s i c \
a r i t h m e t i c o p e r a t i o n s such as \
a d d i t i o n , s u b t r a c t i o n , \
m u l t i p l i c a t i o n , and d i v i s i o n . \
You can p r o v i d e c l e a r , s t e p −by−\
s t e p s o l u t i o n s t o m a t h e m a t i c a l \
p rob lems t h a t r e q u i r e m u l t i − s t e p \

r e a s o n i n g .

You a r e p r o v i d e d wi th a \
m a t h e m a t i c a l q u e s t i o n and a s t e p \
−by− s t e p s o l u t i o n a l o n g wi th i t . \

The s o l u t i o n might have some \
m i s t a k e s . I d e n t i f y i f t h e \
s o l u t i o n i s c o r r e c t o r i n c o r r e c t \

and o u t p u t t h e f i n a l answer \
based on t h e p r o v i d e d s o l u t i o n .
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Figure 4: Variations in SVAMP dataset on simple Math Problems (Patel et al., 2021)
Table 8: Max Performance change with introduction of variations on SVAMP dataset.)

Model Question Sensitivity Reasoning Ability Structural invariance
GPT-4o 0.08 0.06 0.02
GPT-4 0.07 0.04 0.04
GPT-3.5Turbo 0.06 0.03 0.06
Llama-2-7b-chat 0.05 0.09 0.02
Phi-3-mini 0.09 0.06 0.01
Qwen2-7B-Instruct 0.20 0.13 0.1
Llama-3-8b 0.01 0.07 0.06
Llama-3-70b 0.04 0.04 0.03
Llama-3-8b-finetuned 0.06 0.02 0.07

Reason ing c h a i n C o r r e c t ( Yes / No ) \
:
F i n a l answer ( j u s t t h e number ) :

F T2 Results

Table 10 provides the results for Task T2 (Perfor-
mance in deriving the correct final answer)

G Model Used

Below are brief details of the models we have used
for benchmarking our MWP-MISTAKE dataset.

1. GPT-4o: GPT-4o is a multimodal model by
OpenAI, and it has the same high intelligence
as GPT-4 Turbo but is much more efficient—it
generates text 2x faster and is 50% cheaper.
Additionally, GPT-4o has the best vision and
performance across non-English languages of
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Table 9: Example of incorrect reasoning steps generated using SLM’s (GSM-8K dataset)

Question

Gerald spends $100 a month on baseball supplies.
His season is 4 months long.
He wants to use the months he’s not playing baseball to save up by raking, shovelling, and mowing lawns.
He charges $10 for each. How many chores does he need to average a month to save up for his supplies?

Final Answer 5

Gold Reasoning step

He needs to save up $400 because 4 x 100 = 400.
He has 8 months to earn this money because 12 - 4 = 8
He needs to earn $50 a month because 400 / 8 = 50
He needs to do 5 tasks a month because 50 / 10 = 5
#### 5

Llama-2-7b-chat Incorrect reasoning step

Gerald spends $100 on baseball supplies per month.
Season is 4 months long.
To save up for baseball supplies, Gerald needs to earn more than the cost of supplies per month.
Gerald charges $10 for each chore he does.
To calculate the number of chores Gerald needs to do per month,
divide the cost of supplies by the amount he charges per chore.

Llama-2-7b-chat Predicted Answer ""

Mixtral-8x7B Incorrect reasoning step
Gerald spends $100 a month for 4 months, so his total spending for the season is 100*4 = $400
Now, we need to find out how many chores he needs to do to earn this amount
He charges $10 per chore, so we divide the total amount by the cost per chore: 400 / 10 = ####

Mixtral-8x7B Predicted Answer 40

Phi-3-mini Incorrect reasoning step

Gerald’s total expenditure for baseball supplies = $100 per month * 4 months = $400
Gerald earns $10 per chore.
To find out how many chores he needs to do to save up $400,
we divide his total expenditure by the amount he earns per chore.= $400 / $10= ####

Phi-3-mini Predicted Answer 40

GSM8K MATH MATHBENCH JEEBENCH AVERAGE
Model D SM D SM D SM D SM D SM Overall
GPT-4o 0.92 0.61 0.66 0.52 0.77 0.39 0.22 0.29 0.64 0.45 0.55
GPT-4 0.99 0.63 0.69 0.46 0.82 0.26 0.38 0.30 0.72 0.42 0.57
GPT-3.5Turbo 0.80 0.23 0.60 0.29 0.66 0.16 0.44 0.18 0.62 0.22 0.42
Llama-2-7b-chat 0.81 NA 0.30 NA 0.44 NA 0.27 NA 0.46 NA 0.46
Mixtral-8x7b 0.87 NA 0.58 NA 0.65 NA 0.06 NA 0.54 NA 0.54
Phi-3-mini 0.88 NA 0.56 NA 0.65 NA 0.47 NA 0.64 NA 0.64

Table 10: Performance in deriving the correct final an-
swer in Task T2 setting.

any OpenAI model. Last training data: Octo-
ber 2023.

2. GPT-4: GPT-4 is a large multimodal model
by OpenAI that can solve difficult problems
with greater accuracy than any of OpenAI’s
previous models, thanks to its broader general
knowledge and advanced reasoning capabili-
ties. Last training data: September 2021.

3. GPT-3.5Turbo: GPT-3.5Turbo is a large lan-
guage model by OpenAI GPT-3.5 that can
understand and generate natural language or
code and has been optimized for chat using
the Chat Completions API, but works well
for non-chat tasks as well. Last training date:
September 2021.

4. Claude-3-Opus: Claude-3-Opus is An-
thropic’s most capable and intelligent model
yet, ideal for navigating complex tasks like in-
depth analysis, research, and task automation.
Last training data: August 2023.

5. Llama-2-7b-chat: Llama 2 is a collection of

pretrained and fine-tuned generative text mod-
els ranging in scale from 7 billion to 70 bil-
lion parameters from Meta. This is the 7B
fine-tuned model, optimized for dialogue use
cases. Training date: September 2022.

6. Mixtral-8x7B: Mixtral is a Mixture of Ex-
perts (MoE) model with 8 experts per MLP,
with a total of 45 billion parameters. Despite
the model having 45 billion parameters, the
compute required for a single forward pass
is the same as that of a 14 billion parameter
model. This is because even though each of
the experts have to be loaded in RAM (70B
like ram requirement), each token from the
hidden states are dispatched twice (top 2 rout-
ing) and thus the compute (the operation re-
quired at each forward computation) is just 2
X sequence_length.

7. Phi-3-mini: The Phi-3-Mini-128K-Instruct
is a 3.8 billion-parameter by microsoft,
lightweight, state-of-the-art open model
trained using the Phi-3 datasets. This dataset
includes both synthetic data and filtered pub-
licly available website data, with an emphasis
on high-quality and reasoning-dense proper-
ties. Last training data: October 2023.
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H Categories Wise results

Table 11 shows the F1 score analysis on differ-
ent types of Rule-based reasoning mistakes on
GSM-8K dataset. Furthermore Figure 5, 6,
7 and 8 shows the GPT-4o Mistake detection
and Performance F1 score on different type of
rule based and SLM based mistakes on GSM-8K,
MATH, MATHBENCH andJEEBENCH respec-
tively. Looking at category-wise results, we see
that:

• Reasoning chains without actual mistakes are
also constantly flagged as erroneous by the
model.

• The model particularly struggles with identify-
ing errors in shuffle reasoning steps and delete
reasoning steps. We believe these are critical
errors in the reasoning chain that significantly
impact logical coherence and should not be
overlooked.

I METEOR and BertScore results

BertScore computes a similarity score for each to-
ken in the candidate sentence with each token in
the reference sentence using the BERT embeddings.
Metric for Evaluation of Translation with Explicit
Ordering (METEOR) score is a metric that mea-
sures the quality of generated text based on the
alignment between the generated text and the ref-
erence text. The metric is based on the harmonic
mean of unigram precision and recall, with recall
weighted higher than precision.

Table 12 and Table 13 present the BertScore
and Meteor Score, respectively, for all the datasets
across all models. We observed that these two met-
ric evaluations where not fully able to capture the
nuance capabilities of LLMs in rectifying the mis-
takes within reasoning steps. This can be seen in
the results. GPT-4o has a consistently high per-
formance across all the datasets, but when you
compare the BERTScore between the corrected rea-
soning step and ground truth reasoning step, you
see the rest of the models clearly performing bet-
ter than GPT-4o. GPT-4 has performed better than
GPT-3.5Turbo in most datasets.

J Average Reasoning Step Length

We noticed that the average word length of rectified
reasoning for correct and incorrect for GPT-4o was
higher than other models. Table 14 presents the

average word length of the rectified reasoning step
for all datasets across the models.

K Data contamination and Memorization

Two different types of prompts were used to test
out memorization of individual instances of the
dataset. The reasoning step was split into two
halves, and models were prompted in two different
ways (general and guided) to complete the second
half of the reasoning step. To detect contamination,
we evaluated the overlap score between generated
and reference instances using the ROUGE-L Score.
Listing 4 and Listing 5 show the prompt used for
guided and generation instructions ,respectively.

Listing 4: Guided instruction for dataset GSM8K

You a r e p r o v i d e d wi th a f u l l \
q u e s t i o n and t h e f i r s t answer \
p i e c e from t h e t e s t s p l i t o f t h e \
GSM8K d a t a s e t . F i n i s h t h e \

second answer p i e c e o f t h e \
i n s t a n c e as e x a c t l y a p p e a r e d i n \
t h e d a t a s e t . Only r e l y on t h e \
o r i g i n a l form of t h e i n s t a n c e i n \

t h e d a t a s e t t o f i n i s h t h e \
second answer p i e c e . Outpu t on ly \

t h e second answer p i e c e .

Listing 5: General instruction for dataset GSM8K

Based on t h e p r o v i d e d q u e s t i o n , \
f i n i s h t h e second answer p i e c e \
based on t h e f i r s t answer p i e c e , \

such t h a t t h e s e two p i e c e s \
become a s i n g l e i n s t a n c e answer . \

Ou tpu t on ly t h e second answer \
p i e c e .

Here GSM-8K and test are the extra information
provided for the model to uniquely identify in-
stances from the source dataset and complete the
reasoning step.

Figure 9 presents the variation in ROUGE-L
scores between guided and general instructions
across different datasets and models. The observed
discrepancies provide strong initial evidence of
data contamination, particularly in larger models.
Table 15 presents the complete result for the aver-
age ROUGE-L score of guided and general for all
datasets across all models. Our evaluation results
suggest that the performance gains of GPT-4o are
indeed influenced by data contamination. For in-
stance, on datasets like GSM-8K and MATH, the
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Table 11: F1 Score Analysis on Different Types of Rule-Based Reasoning Mistakes on GSM8k Dataset.

Model Correct Reasoning Shuffle Reasoning Delete Reasoning Shuffle Numerical Replace Numerical Shuffle Operations Random Reasoning SLM Combined
GPT-4o 0.69 0.84 0.87 0.92 0.96 0.93 0.67 0.73
GPT-4 0.95 0.38 0.54 0.85 0.89 0.72 0.33 0.52
GPT-3.5Turbo 0.83 0.65 0.71 0.82 0.87 0.78 0.76 0.52
Llama-2-7b-chat 1.00 0.00 0.01 0.00 0.02 0.00 0.09 NA
Mixtral-8x7b 0.83 0.59 0.60 0.77 0.75 0.63 0.63 NA
Phi-3-mini 0.85 0.72 0.42 0.60 0.52 0.58 0.82 NA
Claude-3-Opus 0.94 0.51 0.71 0.84 0.94 0.79 0.54 0.76
Qwen2-7B-Instruct 0.95 0.45 0.36 0.53 0.45 0.34 0.62 0.13
Llama-2-70b 0.85 0.55 0.49 0.45 0.44 0.41 0.78 0.55
Llama-3-8b 0.77 0.76 0.62 0.68 0.82 0.63 0.98 0.68
Llama-3-70b 0.75 0.52 0.60 0.83 0.93 0.87 0.84 0.54
Llama-3-8b-finetuned 0.77 0.91 0.80 0.77 0.75 0.65 0.99 0.68
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Figure 5: Category Wise mistake detection and performance results on GSM-8K dataset.
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Figure 6: Category Wise mistake detection and performance results on MATH dataset.
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Figure 7: Category Wise mistake detection and performance results on MATHBENCH dataset.
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Figure 8: Category Wise mistake detection and performance results on JEEBENCH dataset.
Table 12: BERTscores for correct and incorrect final answers derived after mistake rectification across all models
and datasets.

Datasets Models GPT-4o GPT-4 GPT-3.5Turbo Llama-2-7b-chat Mixtral-8x7B Phi-3-mini
Correct Incorrect Correct Incorrect Correct Incorrect Correct Incorrect Correct Incorrect Correct Incorrect

GSM-8K
D 0.95 0.91 0.98 0.93 0.97 0.95 0.96 0.98 0.97 0.94 0.94 0.91
SM 0.83 0.82 0.84 0.82 0.84 0.82 NA NA NA NA NA NA

MATH
D 0.88 0.90 0.96 0.93 0.95 0.93 0.96 0.88 0.95 0.92 0.90 0.87
SM 0.84 0.80 0.83 0.81 0.84 0.81 NA NA NA NA NA NA

MATHBENCH D 0.88 0.83 0.97 0.95 0.97 0.94 0.90 0.89 0.96 0.95 0.93 0.90
SM 0.82 0.82 0.85 0.82 0.84 0.83 NA NA NA NA NA NA

JEEBENCH D 0.89 0.89 0.88 0.87 0.94 0.95 0.86 0.82 0.85 0.87 0.70 0.85
SM 0.86 0.87 0.85 0.86 0.78 0.86 NA NA NA NA NA NA

Table 13: Meteor Score for correct and incorrect final answers derived after mistake rectification across all models
and datasets.

Datasets Models GPT-4o GPT-4 GPT-3.5Turbo Llama-2-7b-chat Mixtral-8x7B Phi-3-mini
Correct Incorrect Correct Incorrect Correct Incorrect Correct Incorrect Correct Incorrect Correct Incorrect

GSM-8K
D 0.81 0.54 0.92 0.62 0.88 0.77 0.87 0.83 0.85 0.74 0.77 0.66
SM 0.33 0.27 0.37 0.31 0.37 0.32 NA NA NA NA NA NA

MATH
D 0.48 0.54 0.76 0.70 0.76 0.67 0.78 0.59 0.73 0.66 0.55 0.48
SM 0.32 0.28 0.30 0.26 0.33 0.28 NA NA NA NA NA NA

MATHBENCH D 0.55 0.35 0.82 0.63 0.82 0.68 0.49 0.57 0.81 0.68 0.67 0.53
SM 0.33 0.30 0.32 0.25 0.32 0.29 NA NA NA NA NA NA

JEEBENCH D 0.37 0.31 0.30 0.22 0.49 0.54 0.15 0.13 0.53 0.46 0.20 0.25
SM 0.28 0.26 0.21 0.21 0.08 0.25 NA NA NA NA NA NA

Table 14: Average length of rectified reasoning steps on MWP-MISTAKE dataset

GSM-8K MATH MATHBENCH JEEBENCH Average
Model D SM D SM D SM D SM D SM Overall
GPT-4o 100.14 131.47 147.50 182.69 312.11 323.45 647.66 619.09 301.85 314.18 308.01
GPT-4 66.59 122.24 79.32 121.59 146.54 140.43 356.71 322.53 162.29 176.69 169.49
GPT-3.5Turbo 66.58 126.30 94.17 124.56 140.50 177.36 670.34 338.53 242.90 191.69 217.29
Llama-2-7b-chat 44.73 NA 113.35 NA 177.67 NA 137.05 NA 118.20 NA 118.20
Mixtral-8x7B 63.04 NA 88.26 NA 140.57 NA 402.79 NA 173.67 NA 173.67
Phi-3-mini 84.92 NA 115.10 NA 172.57 NA 293.90 NA 166.62 NA 166.62
Claude-3-Opus 62.18 138.91 70.60 134.05 144.85 192.84 561.88 438.44 209.88 226.06 217.97

ROUGE-L scores are notably high, corresponding
to strong performance in mistake detection and
rectification. However, on newer datasets such as
JEEBENCH and MATHBENCH, where contam-
ination scores are much lower, GPT-4o’s perfor-
mance in detecting and rectifying mistakes drops
significantly. This highlights the impact of contam-

ination on the model’s performance.

Qualitative Analysis of Data Contamination

Here we provide qualitative examples to compare
these LLMs in the context of data contamination
experiments.

The input to the model is the question along with
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Figure 9: Difference between guided and general instructions rouge-L score across all datasets. A high positive
difference indicates high contamination, and a low positive or negative difference indicates little to no contamination.

the first half of the reasoning chain. The model
is tasked to reproduce the second half of the rea-
soning chain based on both general and guided
instructions. By computing the ROUGE-L scores
for these two instruction types, we measure the
overlap to evaluate contamination.

We show examples from GPT4o and Llama-3-
8b-finetuned, and we can clearly see in the GPT4o
case that the model is able to replicate the second
part of the reasoning chain exactly as the ground
truth, indicating the contamination.

These qualitative comparisons highlight the ex-
tent of contamination in different models, reinforc-
ing the quantitative trends in the paper. We will
include these examples in the revised version for
clarity.

Example: GPT4o on gsm8k
Input to the model:

• Question: James decides to run 3 sprints 3
times a week. He runs 60 meters each sprint.
How many total meters does he run a week?

• First half of reasoning chain (provided to the
model): He sprints 3*3=«3*3=9»9 times So
he r

Ground truth: Second half of the reasoning
chain: uns 9*60=«9*60=540»540 meters ### 540

Guided reasoning chain generated: uns
60*9=«60*9=540»540 meters in a week.

General reasoning chain generated: uns 60 me-
ters each sprint, so he runs a total of 9*60=540
meters each week. Therefore, James runs 540 me-
ters a week by doing 3 sprints 3 times a week at 60
meters each sprint.

Rouge L score:
(i) Guided R_L = Rouge L between Guided and

GT (0.79)

(ii) General R_L = Rouge L between General
and GT (0.30)

(iii) Guided R_L – General R_L = 0.49
Finetuned llama8B Evaluation
Guided Output: uns 60 meters each time, which

means he runs a total of 9 * 60 = «9*60=540»540
meters a week.

General Output: James runs a total of
3*60=«3*60=180»180 meters per sprint. Since
he sprints 9 times a week, he runs a total of
9*180=«9*180=1620»1620 meters a week.

Rouge L score:
(i) Guided R_L: 0.53
(ii) General R_L: 0.22
(iii) Guided R_L – General_R_L = 0.30

L Model performance on self-generated
reasoning steps

We evaluated the model’s detection, rectification
and final answer performance on their self gen-
erated error reasoning steps. For instance, using
GPT-4 on the MATH dataset with 100 incorrect
self-generated reasoning steps, we observed the
following results for self-generated incorrect rea-
soning compared to SLM-generated reasoning:

• Mistake Identification: 0.914 (self-generated)
vs. 0.90 (SLM-generated)

• Final Answer Accuracy: 0.471 (self-
generated) vs. 0.65 (SLM-generated)

• Rectification Performance: 0.533 (self-
generated) vs. 0.70 (SLM-generated)

Similarly, used GPT-4O on the MATH dataset
with 100 incorrect self-generated reasoning steps,
and we observed the following results:
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Table 15: Rouge L score between guided and general instructions on MWP-MISTAKE dataset

Datasets Models GPT-4o GPT-4 GPT-3.5Turbo Llama-2-7b-chat Mixtral-8x7B Phi-3-mini Llama-3-8b-finetuned
Guided General Guided General Guided General Guided General Guided General Guided General Guided General

GSM-8K
D 0.57 0.44 0.67 0.56 0.53 0.49 0.26 0.28 0.46 0.44 0.32 0.32 0.47 0.49
SM 0.55 0.51 0.57 0.55 0.49 0.47 0.30 0.32 0.55 0.50 0.42 0.41 0.51 0.46

MATH
D 0.44 0.25 0.52 0.48 0.39 0.38 0.25 0.26 0.39 0.32 0.26 0.27 0.39 0.35
SM 0.51 0.38 0.54 0.54 0.45 0.44 0.30 0.29 0.48 0.46 0.38 0.39 0.48 0.46

MATHBENCH D 0.43 0.41 0.48 0.46 0.38 0.36 0.26 0.28 0.36 0.36 0.30 0.30 0.38 0.37
SM 0.40 0.38 0.43 0.42 0.39 0.38 0.30 0.33 0.40 0.38 0.29 0.30 0.43 0.40

JEEBENCH D 0.43 0.39 0.42 0.40 0.34 0.33 0.27 0.25 0.38 0.34 0.33 0.31 0.37 0.34
SM 0.32 0.29 0.34 0.35 0.31 0.24 0.22 0.25 0.26 0.27 0.20 0.22 0.34 0.30

Model Validity Mistake-detected
Reasoning Step

Validity Rectified
Reasoning Step

Differene in Validity
(Rectified - Detected)

GPT-4o 0.57 0.74 0.18
GPT-4 0.55 0.67 0.13
GPT-3.5Turbo 0.57 0.66 0.09
Llama-2-7b-chat 0.44 0.48 0.04
Mixtral-8x7b 0.42 0.57 0.15
Phi-3-mini 0.44 0.60 0.16
Claude-3-Opus 0.56 0.74 0.17
Qwen2-7B-Instruct 0.58 0.69 0.11
Llama-2-70b 0.58 0.63 0.05
Llama-3-8b 0.57 0.63 0.06
Llama-3-70b 0.56 0.69 0.13
Llama-3-8b-finetuned 0.57 0.61 0.04

Table 16: GSM-8K results on ReasonEval’s validity
metric

• Mistake Identification: 0.758 (self-generated)
vs. 0.94 (SLM-generated)

• Final Answer Accuracy: 0.265 (self-
generated) vs. 0.79 (SLM-generated)

• Rectification Performance: 0.255 (self-
generated) vs. 0.84 (SLM-generated)

These findings suggest that while models can
effectively identify mistakes in their own reason-
ing, the challenge lies in rectifying these errors
and producing accurate final answers. This dis-
crepancy underscores the limitations of LLMs in
self-evaluation, particularly in more complex sce-
narios.

M Evaluating Rectified Reasoning Steps

We used the ReasonEval (Xia et al., 2024) frame-
work to evaluate the rectified reasoning steps gener-
ated by our models. In Table 16, we provide results
for the GSM-8K dataset, comparing the validity
metric scores for:

• The mistake detected reasoning steps (reason-
ing steps where the model detected there was
an error).

• The rectified reasoning steps (where the model
rectified the above error reasoning steps).

• The difference between the mistake detected
and rectified reasoning chains.

N Running Experiment Multiple Times

While running experiments on all models (LLMs
and SLMs) we used the default hyperparameters
to generate tokens. We ran a subset of the dataset
on different prompt variations and saw compara-
ble performance for various prompts. Due to the
limitation of the API key, we were only able to run
GPT-4o model on the GSM-8K dataset. On rerun
we got very similar results, with an error rate of <=
0.01.

O Insights for math tutoring applications

• False Positives in Reasoning Evaluation:
The model often flags reasoning chains that
are actually correct as erroneous. This means
that while using LLMs as tutors, educators
should be cautious about relying solely on
the model’s error detection. It’s essential to
incorporate human oversight or secondary ver-
ification methods to avoid mistakenly discour-
aging students with incorrect feedback.

• Effective Identification of Calculator Er-
rors: The model demonstrates strong perfor-
mance in pinpointing calculator-related mis-
takes, such as arithmetic errors or incorrect
operations. This capability can be valuable
in automated tutoring systems where quick
identification and correction of basic compu-
tational mistakes are needed.

• Challenges with Detecting Incomplete Solu-
tions: The model struggles to identify issues
in cases where reasoning steps are missing
(e.g., shuffled or deleted steps in the chain
of thought). Educators should be aware that
while the model may excel at catching overt
computational errors, it might not reliably flag
gaps in the logical progression of a solution.
This limitation suggests that LLMs should be
supplemented with methods that ensure com-
prehensive, step-by-step reasoning is main-
tained.
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