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Abstract

Large Language Models (LLMs) and Retrieval
Augmented Generation (RAG) methods have
demonstrated significant potential on tasks
across multiple domains. However, ellipses
and coreferences, as common phenomena in
dialogue scenes, pose challenges to LLMs’ un-
derstanding and RAG’s retrieval accuracy. The
previous works ignore the negative impact of
this fuzzy data on RAG system. We explore the
capabilities of LLMs and RAG systems in dia-
logue scenarios and use Incomplete Utterance
Rewriting (IUR) to complete the key informa-
tion in dialogue to enhance retrieval. Besides,
we propose a lightweight IUR model for query
rewriting. It is an end-to-end framework for
node linking and iterative inference, incorpo-
rating two newly proposed probing semantic
features derived from generative pre-training.
This framework treats IUR as a series of link
decisions on the input sequence and the incre-
mentally constructed rewriting outputs. To test
the performance of RAG system in the model
multi-round dialogue scenario, we construct an
RAG dialogue dataset on English and Chinese,
Dialogue-RAG-MULTI-v1.0. Experiment re-
sults show that utterance rewriting can effec-
tively improve the retrieval and generation abil-
ity of RAG system in dialogue scenes. Experi-
ments on IUR tasks demonstrate the excellent
performance of our lightweight IUR method.

1 Introduction

Human-machine interactions are ubiquitous in to-
day’s international web age. With continuous tech-
nological advancements, especially in deep learn-
ing, machines have gained the ability to understand
human speech and language (Dongbo et al., 2023).
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Hi,can you tell me if any restaurants  in 
the area serve halal food?

Machine

Human

(a) An Example of Ellipses

l apologize,there are no restautants in the 
area that serve halal food. Would you like 
another type of food?

Human

How about Portuguese?

Machine

Human

(b) An Example of Coreferences

He is a Norwegian researcher 
and politician.

Human

What position does he hold?

Who is Jon Hippe?

Figure 1: Two examples in human-machine dialogue.
The question "How about Portuguese?" in Example (a)
omits the noun "food". The pronoun "he" in the second
question of Example (b) is a reference to "Jon Hippe".

Recently, the emergence of Large Language Mod-
els (LLMs) (DeepSeek-AI, 2024; Yang et al., 2024;
GLM et al., 2024; Li et al., 2023c; Yao et al., 2024)
and Retrieval Augmented Generation (RAG) (Ram
et al., 2023; Asai et al., 2023a; Shi et al., 2023; Gao
et al., 2023a; Asai et al., 2023b; Cuconasu et al.,
2024) technologies has brought new opportunities
for the development of human-computer dialogue.

Retrieval Augmented Generation is a technique
that enhances text generation by utilizing infor-
mation from additional data sources. In the con-
text of LLMs, RAG technology has demonstrated
outstanding performance in improving generation
tasks. On one hand, models can use retrieved in-
formation to assist in generation, enhancing the
quality and relevance of the generated text. On
the other hand, RAG helps models acquire exter-
nal knowledge and information, significantly ex-
panding application scenarios of large language
models. (Gao et al., 2023b; Gupta et al., 2024)

However, in real-world human-machine inter-
action scenarios, ellipses and coreferences occur
quite frequently. Figure 1 illustrates an example
of this situation. In dialogue tasks, the ambiguous
information can hinder the ability of LLMs to accu-
rately understand the semantics of user queries. In
a RAG system, this ambiguity also impacts the re-
trieval of key information. The inaccurate retrieval
results will lead to a decline in the generation per-
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formance of LLMs.
To address this limitation, we propose a retrieval

enhancement method for RAG, Dialogue-RAG,
based on Incomplete Utterance Rewriting (IUR). It
completes utterance using IUR, and realizes accu-
rate RAG retrieval and model generation by more
complete query. Besides, a novel lightweight IUR
model is designed to complete the sentence infor-
mation to improve the quality of the search results,
and then improve the question-answering ability
of the generated model. To evaluate the ability of
RAG in the dialogue scenario, we propose an RAG
dialogue dataset on English and Chinese, which
constructs a question answering pair in the scenario
of knowledge dialogue and a knowledge base for
retrieving related information. This can effectively
test the knowledge retrieval and question answering
ability of RAG method in dialogue scenario.

Our main contributions are as follows:

• We explore the dialogue task scenario and
design a new retrieval enhancement method
for RAG based on IUR. We build an en-
hanced RAG system based on this approach
(Dialogue-RAG) and it can achieve accurate
retrieval of knowledge base by rewriting and
completing incomplete data. Furthermore, it
effectively improve the model’s ability to an-
swer fuzzy questions in real scenarios.

• We design a lightweight IUR model that trans-
forms the IUR task into a digraph parsing task
and uses a node linking parser and genera-
tive pre-trained language model to realize fast
digraph parsing decision-making in the IUR
tasks.

• We manually construct a retrieval-augmented
generation dialogue dataset on English and
Chinese, which contains multiple rounds of
question answering pairs and a knowledge
base for retrieval. It can not only test the dia-
logue ability of the model, but also evaluate
the effect of RAG method on the enhancement
of dialogue ability.

2 Related Work

2.1 Retrieval Augmented Generation

Retrieval-Augmented Generation enhances lan-
guage models by integrating retrieved text pas-
sages, significantly improving performance on
knowledge-intensive tasks. Initial work by (Guu

et al., 2020) and (Lewis et al., 2020) combined
dense passage retrieval with sequence-to-sequence
models, showing notable performance gains (Ram
et al., 2023). Recent advancements include (Luo
et al., 2023), who instruction-tuned models with
fixed retrieved passages and pre-trained retriev-
ers and models together. (Jiang et al., 2023) pro-
posed adaptive retrieval during generation, and
Toolformer (Schick et al., 2024) trained models
to generate API calls. However, these approaches
face challenges in efficiency, handling irrelevant
context, and attribution accuracy (Mallen et al.,
2023; Shi et al., 2023; Liu et al., 2023a). Self-
RAG (Asai et al., 2023b) addresses these issues
by allowing models to use retrieval on demand for
diverse queries to some extent. (Cuconasu et al.,
2024) studied the impact of several key factors, like
the type, number, and position of documents that
should augment the prompt to the LLM. However,
the existing benchmarks ignore the negative effects
of ellipsis and coreference on knowledge retrieval.

2.2 Incomplete Utterance Rewriting

Early works on Incomplete Utterance Rewriting pri-
marily employ sequence-to-sequence models com-
bined with a copy mechanism to extract relevant
information from the context (Su et al., 2019; Elgo-
hary et al., 2019; Kumar and Joshi, 2017). These
methods use pointer networks or sequence gener-
ation models to extract information and address
basic rewriting issues. With the introduction of
pre-trained models, Incomplete Utterance Rewrit-
ing (IUR) research has significantly advanced. For
example, RUN (Liu et al., 2020a) proposes a rewrit-
ing matrix based on context and utterance embed-
dings, which determines whether insertion or re-
placement operations should be carried out by an-
notating each token. Additionally, SRL (Xu et al.,
2020) pre-identifies the subject, predicate, and ob-
ject within the context and incorporates these as
extra features into the encoder, improving perfor-
mance. RaST (Hao et al., 2021) models the IUR
problem as a sequence labeling task, implementing
rewriting by predicting actions (insertion, deletion,
and None) and the spans of the context separately.
HCT (Jin et al., 2022) further enhances the action
predictor from previous work to a rule predictor,
optimizing the generation of modified words not ex-
plicitly present in the context. Recently, (Li et al.,
2023b) improve IUR performance by continued
pre-training of the T5 (Raffel et al., 2020) model.
Meanwhile, (Du et al., 2023) and (Li et al., 2023a)
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further develop fine-grained subtasks and refined
model architectures based on the edit matrix. Con-
sidering that the context of the dialogue contains
similar content that tends to cause confusion and
the contents of the different themes are numerous
and complex, (Guo et al., 2024) design the Dy-
namic Context Introduction mechanism to filter out
irrelevant contexts to handle the extended multi-
turn dialogue. XSS (Peng et al., 2024) designs
the Cross Scorer Sharing mechanism to support
efficient pair locating for IUR, enabling faster and
more accurate processing of extended dialogue con-
texts.

3 Methods

3.1 Dialogue Retrieval Augmented
Generation

To effectively deal with the degradation of retrieval
quality caused by incomplete utterance, we de-
sign a Dialogue Retrieval Augmented Genera-
tion (Dialogue-RAG) method. The overall archi-
tecture of the method is shown in Figure 2. We
rewrite the input question according to the history
context and complete the missing parts. In RAG
processing, the completed information is used for
corresponding information retrieval and question
answering. In this way, more accurate informa-
tion retrieval and high-quality question answers are
achieved.

Specifically, suppose the multi-turn dialogue ut-
terances are U = {u1, u2, ..., un}. We use our
new lightweight IUR model rewrite utterance ui

to a self-contained version Rui with context Uc =
{u1, u2, ..., ui−1}, where ui = {wi

1, w
i
2, ..., w

i
m}

is the i-th utterance with m words in dialogue. We
define the procedure as follows:

Rui = IUR({u1, u2, ..., ui−1}, ui), (1)

where IUR(·) is the rewriting process. Details are
provided in Subsection 3.2 of this chapter. Based
on Rui, we match key information through sim-
ilarity. For knowledge base information V =
{v1, v2, ..., vl}, vi represents the chunk vector in
the knowledge base. We use cosine similarity to
calculate the similarity si,j between Rui and vj :

si,j =
Rui · vj

∥Rui∥∥vj∥
. (2)

We reorder chunks according to the score si,j and
select the Top − k chunks as the matching infor-
mation Tm = {t1, t2, ..., tk} for Rui. The tj ∈ Tm

represents the chunk text corresponding to the
chunk vector vj . As shown in Figure 2, matched
chunk information Tm and rewritten utterance Rui

will be fused into the prompt template as a context
prompt P (Tm, Rui) and it will be used as input to
the large language model for the dialogue answer
ai:

ai = LLM(P (Tm, Rui)), (3)

where LLM(·) is the large language model.

3.2 Node Linking Iterative Inference
To meet the retrieval requirements of RAG, we
design a lightweight IUR model. Following the
practice of previous text editing works (Liu et al.,
2020a; Zhang et al., 2022), context utterances Uc

are concatenated into a single word sequence Sc

with a special token [SEP] as the utterance sepa-
rator. In this part, there are three components to
our model: a node linking parser, a contextual sim-
ilarity feature (CSF) extractor, and a rewrite consis-
tency feature (RCF) extractor. The CSF and RCF
feature extractors are GPT model-based probes to
enhance the interactive inference in IUR.

Digraph Modeling. For IUR, it mainly uses the
determined phrase from the context and inserts it
into a certain position of the incomplete utterance.
We transform it into a digraph modeling task and re-
gard the beginning and ending words of the phrase
span in the context and the words on the left of the
insertion position in the incomplete utterance as
nodes. The edge between two nodes acts as a link.
We define two types of links: span link and inser-
tion link. The first is used to determine the span of
the phrase to be inserted in the context, while the
second is used to determine the insertion position
in the incomplete utterance.

It is worth noting that although insertion can
solve the vast majority of rewriting problems, there
are still some words in the rewritten sentence that
don’t come from the context. Since these words do
not depend on context, an additional model such as
grammatical error correction can be used for post-
processing. However, this phenomenon is not the
focus of this paper and is therefore not considered
in our digraph modeling transformation.

Digraph modeling can effectively simplify the
IUR problem. Since for a context of length m, an
incomplete utterance of n, the complexity of the
insertion operation is O(m×n) and the complexity
for determining the insertion span is O(m×m), so
the overall complexity is O(m×m× n). Digraph
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### Instruction:
 Answer the question according to the context 
prompts below.
# The context content is listed below.<context>.
# The question is "<question>".

Dialogue

chunk 0
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chunk i

chunk n

chunk 0: Washington, D.C., is...

LLM

What is the area of Washington, D.C.?

GPT Model
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SelfAtten/BiLSTM Layer N

FFN FFN

The capital of the USA is Washington, D.C.[SEP] What is 
the area? [SEP]

### Instruction:
 Answer the question according to the context prompts 
below.
# The context content is listed below.
Washington, D.C., is ... a total area of 68.34 square ...
...
].
# The question is "What is the area of Washington, D.C.?".
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D.C.
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N

INSERT
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Node 
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Context of Retrieval

Information Retrieval
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Similarity
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score 2

score i

score n
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score 1
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chunk 1
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   score n-2    chunk n-2

Top-k

Contextual 
Similarity 
Feature

��

�� ��(What is the area|What is the)
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��(What is the area|What is)

��(What is the area|What)

What is the capital of the USA?

The capital of the USA is 
Washington, D.C.

What is the area?

The area of Washington, D.C. is 
approximately 68.34 square miles.

New Answer

Dialogue Context

Incomplete 
Utterance

Human

Human

Machine

Machine

(a) Dialogue Retrieval Augmented Generation

(b) Node Linking Iterative Inference

Figure 2: Overall architecture.

modeling decomposes it into two steps of digraph
parsing, determining the insertion point has com-
plexity O(m × n), and determining the span has
complexity O(m×m), so the overall implementa-
tion complexity is O(m× n) +O(m×m), which
greatly reduces inference difficulty. In the actual
implementation, the two-step link inference is fin-
ished at one time, so the final complexity is reduced
to O

(
(m+ n)× (m+ n)

)
.

Node Linking Parser. Based on digraph model-
ing, we propose to use a node linking parser to learn
the digraphs. The overall structure of the parser
is shown on the left side of Figure 2. Formally,
for an input sequence X = {w1, w2, ..., wn} with
length n (which is a concatenation of context and
incomplete utterances), we insert a special token
BOS at the beginning of the sequence. We employ
a sequence encoder to convert the input sentence
into contextualized vector representations H .

In order to distinguish the tokens in the sequence
as the head node and the tail node of the link,
we introduce two independent feed-forward neural
(FFN) layers to project the representations from the
sequence encoder to different spaces respectively:

H(head) = FFNhead(H),

H(tail) = FFNtail(H).
(4)

To capture the link relationship between the head
node and the tail node, we introduce biaffine atten-

tion scorer (Dozat, 2016) to score the relationship
between the head-tail node pair.

s(i
l−→ j) = H

(head)⊤
i WH

(tail)
j + b, (5)

where i and j indicate the index of the head and
tail node in the sequence respectively, W and b are
learnable parameters, and l is the relation label of
link i → j. A multi-class cross-entropy loss is
applied to the biaffine score s(i

l−→ j) to guide the
model to learn node linking parsing.

L =
∑

i,j

XEnt(s(i
l−→ j), r(i → j)), (6)

where r(i → j) indicates the gold relation label
between node i and j, and NONE is used to indicate
that there is no relationship between nodes.

Iterative Inference. The foundation of our pro-
posed two probing features is generative language
modeling. Its modeling objective for the input lan-
guage sequence X = {x1, x2, ..., xL} is to predict
each token xi using the unidirectional visible token
sequence X<i and maximize the following max-
imum likelihood so that the model can learn the
language generation knowledge in an unsupervised
way. GPT (Liu et al., 2023b), which is widely used
in natural language generation and other fields, is
one of many models that have been pre-trained with
generative language modeling, thus becoming the
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basis for our probing feature. Formally, the proba-
bility of distribution for the next token prediction
in GPT predicting is given by:

PG(y) = GPT(x0, ..., xi−1). (7)

where y represents the next predicted token.
a. Contextual Similarity Feature.
In the IUR inference process, assuming incom-

plete utterance rewriting depends on the phrase
uk:k+lambda = {wu

k , w
u
k+1, . . . , w

u
k+λ} in the con-

text utterance u. uk:k+lambda is a complement to
incomplete utterance, and the complement inser-
tion position is p. From the perspective of gen-
erative language modeling, the generation con-
text of phrase uk:k+lambda in original utterance is
u<k = {wu

1 , w
u
2 , ..., w

u
k−1} while the generation

context at the insertion position p incomplete utter-
ance is iu<p. Since two generation context aims
at generating the same phrase uk:k+lambda, we re-
fer to this case as contextual similarity assumption.
That is, by the context u<k and iu<p has similarity
in the distribution of the next token prediction.

Formally, for the generation context ui<k and
iu<p, GPT model output the next token distribution
respectively as:

PG(y)u = GPT(wu
1 , w

u
2 , ..., w

u
k−1),

PG(y)iu = GPT(wiu
1 , wiu

2 , ..., wiu
p−1).

(8)

According to the contextual similarity assumption,
the divergence between the two distributions should
be smaller if the token from the k-th position of
the utterance u can be inserted into the position
p of the incomplete utterance iu. In other words,
the distribution divergence measures the extent to
which a token at a specific position in the utterance
can be inserted into the incomplete utterance in
IUR. Thus, the contextual similarity feature (CSF)
can be written as:

CSF =DKL(PG(y)iu||PG(y)u)

=
∑

PG(y)iu log
PG(y)iu

PG(y)u
.

(9)

b. Rewrite Consistency Feature.
Apart from context similarity feature, for the typ-

ical scenario of incomplete utterance rewriting, in-
serting the phrase uk:k+λ = {wu

k , w
u
k+1, ..., w

u
k+λ}

started with position k in the context into the po-
sition p of the incomplete utterance should make
the new utterance a reasonable sentence. In other
words, the partial sequence of the incomplete ut-
terance iu≤p and the inserted word uk will form

a new valid sentence fragment. We refer to such
phenomenon as rewriting consistency.

Based on this phenomenon, we deduce a rewrite
consistency feature (RCF) to enhance the determi-
nation of completion words and insertion positions
in IUR. Since GPT’s pre-training goal is to predict
the next token, we can evaluate the probability of
this prediction as the likelihood that the token and
its context form a valid segment. In IUR, we adopt
the probability value of a given token from GPT
prediction distribution as the rewrite consistency
score, which reflects the probability that the partial
sequence iu≤p and uk to form a valid fragment.
For all words in the context, a vector composed
of scores is calculated accordingly to obtain the
rewrite consistency feature for insertion position p.
Formally, for position p in the incomplete utterance
and utterance context u = {wu

1 , w
u
2 , ..., w

u
m}, the

rewrite consistency feature is written as:

RCF = [GPT(wu
k |wiu

1 , wiu
2 , ..., wiu

p )]mk=1, (10)

where [·]mk=1 represents a list operation from 1 to
m elements.

c. Feature Integration.
Denote that context length is m and incomplete

utterance length is n. In the CSF calculation, any
two token positions in the incomplete utterance and
context are probed to obtain a divergence score,
then the final CSF feature size is m× n. Similarly,
the RCF feature size is also m× n. Since in node
linking parsing, we concatenate context and incom-
plete utterance into one sequence. Therefore, we
extend the feature to (m+ n)× (m+ n) by zero
padding to facilitate the use of the feature. The fea-
ture integration is achieved by adding the padded
features to the biaffine score, i.e.,

s(i
l−→ j) = H

(head)⊤
i WH

(tail)
j

+CSFi,j +RCFi,j + b,

where b is the bias.

3.3 Dialogue RAG Dataset

To test the performance of LLM and RAG meth-
ods in real dialogue scenarios, we manually con-
struct an dialogue dataset on English and Chinese,
Dialogue-RAG-MULTI-v1.0. The dataset pro-
vides multiple rounds of conversations as well as re-
lated document. We crawl web pages to get the doc-
uments and converted them into serialized text for
retrieval knowledge bases. For the test dataset, we
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Spilt Dialogue
Rounds

Q&A
Number

Document
Number

Train
Total: 23,996 Total: 226,173

Total: 9,321
English: 4,889
Chinese: 4,432

English: 12,005 English: 124,852
Chinese: 11,991 Chinese: 101,321

Dev
Total: 762 Total: 6,310

English: 391 English: 3,180
Chinese: 371 Chinese: 3,130

Test
Total: 1,036 Total: 8,216
English: 542 English: 4,321
Chinese: 494 Chinese: 3,895

Table 1: Dataset setting.

use the document to annotate the conversation data
in the form of manual annotations. For the train-
ing and development datasets, annotations were
generated using DeepSeek-V3’s API, followed by
manual review to remove low-quality data. The
conversations are constructed based on the web
pages. Dialogue-RAG-MULTI-v1.0 provides sub-
jects with a real complex dialogue scene, which
contains special concepts, contextual reference, in-
complete utterance and other issues that often occur
in daily dialogue process.

In practical application scenarios, we can not
only directly test the multi-round dialogue effect
of the model, but also evaluate the dialogue abil-
ity of the model enhanced by the RAG method.
The distribution of the dataset is shown in Table 1.
According to the statistics of test dataset, the pro-
portion of ellipses and coreferences in multi-round
conversations exceeds 60%, which can effectively
test RAG system in dialogue scenarios.

4 Experiments

4.1 Setup
Dataset. We conduct knowledge dialogue task on
our proposed Dialogue-RAG-MULTI-v1.0 dataset
to test the effect of rewriting in RAG augmented
human-machine dialogue tasks. To further explore
the impact of utterance rewriting on retrieval, we
conduct retrieval comparison on the CoQA (Reddy
et al., 2019), TOPIOCQA (Adlakha et al., 2022)
and OR-QuAC (Qu et al., 2020) dataset. To evalu-
ate the validity of our IUR component, we conduct
experiments on English Task-Oriented Dialogue
dataset CANARD (Liu et al., 2020b) and Chinese
Open Domain Dialogue dataset REWRITE (Su
et al., 2019). Same dataset split as in the original
paper has been adopted to ensure reproducibility.

Baselines for RAG. In order to verify the effect
of our method, we test the knowledge dialogue task

in the condition of the generation without IUR and
RAG (w/o IUR), the generation without RAG (w/
IUR), the generation without IUR (RAG w/o IUR),
the generation of IUR with few shot based on GPT-
4o-mini (RAG w/ GPT-4o-mini few shot IUR), and
the generation of IUR with our Node Linking Itera-
tive (Dialogue-RAG). In addition, we also compare
the performance with other RAG methods, includ-
ing GLM-RAG (ZhipuAI, 2024), AAR (Yu et al.,
2023), Adaptive-RAG (Jeong et al., 2024), IRCot
(Trivedi et al., 2022) and DRAGON+ (Liu et al.,
2024).

Baselines for IUR For the IUR task, in the set-
ting without BERT pre-trained language model
enhancement, the LSTM encoder is used in the
baselines Syntactic, L-Gen, L-Ptr, and L-Ptr-Gen,
which are consistent with our work. And vanilla
attention-based generator (Bahdanau et al., 2015),
pointer network generator (Vinyals et al., 2015)
and hybrid pointer generator (See et al., 2017) is
employed in L-Gen, L-Ptr, and L-Ptr-Gen, respec-
tively. For DuS (Kumar and Joshi, 2016), a se-
mantic sequence and a syntactic sequence model
are combined to generate accurate rewrites. And
RUN (Liu et al., 2020b) shaped the problem as
the prediction of a word-level edit matrix and pro-
posed a semantic segmentation model (UNet) to
predict the edit operations. For the comparison with
LLMs, we choose the open source models Qwen2-
7B-Instruct (Yang et al., 2024) and ChatGLM3-
6B (GLM et al., 2024). In addition, we tested
DeepSeek-V3 (DeepSeek-AI, 2024) and GPT-4o-
mini (OpenAI, 2024). For the REWRITE dataset,
our baseline Transformer-as-encoder versions (T-
Gen, T-Ptr and T-Ptr-Gen) are used to analyze the
performance difference brought by the encoder ar-
chitecture. L-Ptr-λ and T-Ptr-λ are variants of a
pointer network that use λ to control whether to
copy tokens from context or from utterance, instead
of deciding to copy or generate as in the traditional
pointer network.

Evaluation Metrics. We use BLEU, ROUGE,
and BERTScore automatic metrics for RAG en-
hanced dialogue scene. In the retrieval experiment,
we use accuracy, recall and MRR@5 to evaluate the
retrieval effect. Besides, we use BLEU, ROUGE,
and EM automatic metrics for IUR performance
evaluation as done in (Pan et al., 2019)

Model Settings. For the knowledge dia-
logue task, ChatGLM3-6B (GLM et al., 2024)
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Method B1 B2 B3 B4 R1 R2 RL Sp Sr Sf

GLM-RAG 8.00 5.33 4.00 3.06 16.83 8.05 15.73 55.74 66.47 60.16
AAR 8.78 5.88 4.43 3.33 14.35 7.29 13.28 52.07 60.78 55.80
Adaptive-RAG 7.33 4.90 3.67 2.76 15.56 7.05 14.62 56.61 63.01 58.51
IRCot 5.43 3.58 2.68 1.99 13.04 5.65 12.25 56.39 58.34 55.67
DRAGON+ 11.91 8.73 6.88 5.41 21.53 12.38 20.07 56.37 68.4 61.46

w/o IUR 5.84 3.31 2.25 1.58 10.34 3.5 9.55 52.82 57.37 54.83
w/ IUR 6.35 3.53 2.36 1.61 11.13 3.64 10.2 52.82 59.75 55.9
RAG w/o IUR 10.29 7.18 5.46 4.14 19.04 9.82 17.91 57.48 67.26 61.62
RAG w/ GPT-4o-mini few shot IUR 13.03 9.59 7.49 5.79 25.86 14.57 24.41 59.82 73.91 65.81
Dialogue-RAG (ours) 13.11 9.69 7.63 5.95 26.09 14.72 24.6 60.33 74.09 66.21

Table 2: Main results. B, R, and S are BLEU, ROUGE, and BERT SCORE respectively. The cumulative n-gram
BLEU score is denote as Bn. For ROUGE metric, it measures the n-gram overlapping (denoted as Rn) and longest
matching (denoted as RL) between the rewritten utterances and the golden ones. Sp, Sr, and Sf represent the
precision, recall, and F1 score of BERT SCORE respectively.

Figure 3: Comparison of results with and without rewrite on test sets across three datasets

is used as our inference model. We test
Qwen2.5-7B-Instruct (Team, 2024) and
Llama3-8B-Chinese-Chat (Wang et al., 2024) as
the base model and show their results in Appendix
A. We test BiLSTM and Transformer as the IUR
module encoder. The encoder setting can be
found in Appendix B. For CSF and RCF feature
extraction, we use the official GPT2-base. For the
IUR experiment of LLM, we set the number of the
LLM few shot samples as 3. For the non-LLM
model, we tested it on a GeForce RTX 3090
graphics card. For LLM, we deployed models on
two GeForce RTX 3090 GPUs for testing.

4.2 Main Results and Analysis

We test the results of different RAG systems on the
incomplete utterance dialogue dataset. As shown
in Table 2, we can find that the results become bet-
ter after IUR (w/ IUR) or RAG (RAG w/o IUR)
augmentation, which verifies the positive effect of
IUR and RAG method in incomplete utterance dia-
logues. Besides, We can find the method of using
IUR to enhance RAG (Dialogue-RAG) achieves
the best results in various indicators, which fully

confirms the effect of our method.
To demonstrate the retrieval improvement of

IUR, we separately compare the accuracy of cor-
rectly finding the dialogue document between di-
rect retrieval (w/o IUR) and retrieval (w/ IUR) after
rewriting. The results (w/o IUR, 37.80 vs w/ IUR,
77.54) show a surprising improvement in retrieval
accuracy after rewriting incomplete sentences. In
addition, we score the responses of the RAG sys-
tem with GPT-4, and the results (w/o IUR, 4.89 vs
w/ IUR, 7.70) also showed the gains brought by the
IUR method.

In addition, we also test the impact of rewriting
results generated using large language models on
RAG. The results show that the results generated
by our IUR model have better performance than
the results generated by the large language model
(RAG w/ GPT-4o-mini few shot IUR). This fully
validates the excellent performance of our IUR
method.

4.3 Retrieval Comparison

To further explore the retrieval effect of utterance
rewriting in the dialogue field, we conduct retrieval
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comparison on CoQA, TOPIOCQA and OR-QuAC
datasets. The results are shown in Figure 3. The
results on three datasets show that retrieval after
rewriting is significantly better than direct retrieval.
This shows that the utterance rewriting of the am-
biguity in the dialogue by the IUR method can sig-
nificantly improve the retrieval effect, which fully
verifies our point.

4.4 Evaluation on IUR Task
To evaluate our IUR approach, we conducted
comparative experiments on the CANARD and
REWRITE benchmarks. Experiment results are
presented in Tables 3 and 4. To show the effect
of rewriting, we show the case comparison in Ap-
pendix C. Besides, We also show the results on
other datasets in Appendix D.

For the CANARD dataset, we can find that
our model obtains the best results on BLEU and
ROUGE, which illustrates digraph modeling, CSF
and RCF features are generally effective for IUR.
Besides, we test some LLM baselines on the CA-
NARD benchmark to compare our methods. From
Table 3, we can see that LLMs with both zero shot
and few shot perform worse than our method. It is
important to note that our approach not only per-
forms significantly better than large models. As
a lightweight model, its computing speed is also
much higher than LLM. This is very important for
the retrieval efficiency of the RAG system.

For the REWRITE dataset, comparing the re-
sults of LSTM-based with Transformer-based base-
lines, we find that Transformer has an advantage in
most systems, but not in all cases (L-Gen vs T-Gen),
which may be due to the absence of optimization
for Transformer. It suggests that just changing
LSTMs with smaller parameters and training-data
to Transformers may not necessarily be the best op-
tion, we keep using BiLSTM as the encoder when
without BERT. On the REWRITE dataset, our full
model still exhibits performance advantages with or
without BERT. And since the REWRITE dataset
is smaller, to increase the stability of the results,
we use stricter EM and B2, B4, R2, RL metrics.
The reported improvements on these stricter met-
rics demonstrate the generalization ability of our
method.

Additionally, we also test some LLM baselines
on the CANARD benchmark to compare our meth-
ods. From Table 3, we can see that LLMs with
both zero shot and few shot perform worse than our
method. Besides, as a lightweight model, our IUR

Model B1 B2 B4 R1 R2 RL

Traditional Model

L-Ptr 52.4 46.7 37.8 72.7 54.9 68.5
Pronoun Sub † 60.4 55.3 47.4 73.1 63.7 73.9
L-Ptr-Gen 67.2 60.3 50.2 78.9 62.9 74.9
RUN 70.5 61.2 49.1 79.1 61.2 74.7

Large Language Model w/ Zero shot

Qwen2 26.5 17.0 5.5 50.3 29.1 49.2
ChatGLM 33.6 24.8 12.2 58.9 40.8 54.8
Deepseek 27.1 18.6 7.5 50.4 31.5 46.8
GPT-4o-mini 34.6 25.9 18.6 60.2 42.5 56.6

Large Language Model w/ Few shot

Qwen2 34.6 25.9 12.6 60.2 42.5 56.6
ChatGLM 36.9 28.1 14.7 62.8 45.0 59.3
Deepseek 42.6 34.8 20.9 70.4 55.3 67.8
GPT-4o-mini 44.4 36.7 22.2 72.8 58.0 70.5

Ours 71.5 62.8 51.3 81.0 63.5 76.0

Table 3: Experimental results on CANARD. †: Results
from Liu et al. (2020b).

Model EM B2 B4 R2 RL

L-Gen 47.3 81.2 73.6 80.9 86.3
L-Ptr-Gen 50.5 82.9 75.4 83.8 87.8
L-Ptr 51.5 82.7 75.5 84.0 88.2
L-Ptr-λ † 42.3 82.9 73.8 81.1 84.1
T-Gen 35.4 72.7 62.5 74.5 82.9
T-Ptr-Gen 53.1 84.4 77.6 85.0 89.1
T-Ptr 53.0 83.9 77.1 85.1 88.7
T-Ptr-λ 52.6 85.6 78.1 85.0 89.0
RUN 53.8 86.1 79.4 85.1 89.5
Ours 57.6 86.7 79.8 85.3 90.8

T-Ptr-λ + BERT 57.5 86.5 79.9 86.9 90.5
RUN + BERT 66.4 91.4 86.2 90.4 93.5
Ours + BERT 69.4 91.5 86.9 91.7 94.7

Table 4: Experimental results on REWRITE. †: Repro-
duced from the code released by Su et al. (2019).

component achieves significantly higher comput-
ing speeds. This enhances the retrieval efficiency
of RAG.

4.5 Ablation Study

To illustrate the enhancement of CSF and RCF fea-
tures on digraph modeling, we conduct an ablation
study on the REWRITE dataset, and the results
are shown in Table 5 and 6. We not only report
the performance of IUR on the REWRITE dataset,
but we also report the unique metrics of digraph
modeling, parsing precision (PP), parsing recall
(PR), parsing f-score (PF), and link triplet preci-
sion (TP), triplet recall (TR) and triplet f-score (TF).
First, when the CSF or RCF feature is removed, the
IUR and parsing performance both drop, indicat-
ing that these features can effectively help digraph
decision-making. Among them, the CSF and RCF
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EM B2 B4 R2 RL

RUN + BERT 66.4 91.4 86.2 90.4 93.5

Full Model 69.4 91.5 86.9 91.7 94.7
w/o CSF 69.0 90.9 86.3 90.8 94.1
w/o RCF 69.2 90.8 86.4 90.9 94.3
w/o CSF, RCF 68.6 90.9 86.3 90.8 94.1

Table 5: IUR performance on REWRITE test set.

PP PR PF TP TR TF

Full Model 82.6 76.8 79.6 76.9 70.1 73.3
w/o CSF 82.0 76.8 79.3 76.2 69.3 72.6
w/o RCF 81.7 77.4 79.5 75.7 70.6 73.1
w/o CSF, RCF 81.0 77.3 79.1 74.8 70.3 72.5

Table 6: Parsing performance on REWRITE test set.

features have the greatest impact on the EM metric,
while the BLEU and ROUGE metrics are influ-
enced slightly. Second, when CSF and RCF are
completely removed, the results of digraph model-
ing still have a performance advantage compared
to RUN, which shows the advantage of digraph
modeling that simplifies the complexity without
complex model designs. To further verify the ad-
vantages of our method, we conduct a case analysis
in Appendix E.

4.6 Rewriting Speed

To illustrate the advantages of digraph modeling in
IUR, we compare the rewriting speed between the
RUN model, our base model, and our full model on
the REWRITE test dataset in Figure 4. In order to
minimize the influence of irrelevant factors, we run
the three systems on the same machine for 5 times
and report the average speed. Comparing the speed
of RUN with our base model, it shows that model-
ing the IUR as a digraph structure is very efficient.
Further use of our proposed CSF and RCF features
reduces this efficiency advantage, but still achieves
more than 3 times speedup. In addition, the speed
of model w/ BERT is reduced compared with that
w/o BERT, indicating that BERT encoding also oc-
cupies an important time overhead. In addition, the
speed of LLM generation is about 20-30 tokens/s.
We test the sentence generation speed of Qwen2-
7B and ChatGLM3-6B on the same dataset and the
results are 2.72 and 2.73 sentence per second, re-
spectively. LLMs are far slower than our proposed
method and not suitable for rewriting in RAG.
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Figure 4: Comparison of rewriting speed (sentences per
second) on REWRITE test dataset.

5 Conclusion

Ellipses and coreferences in dialogues limit the
retrieval capabilities of RAG systems. We pro-
pose a RAG method based on IUR enhancement.
This method uses the Node Linking IUR model to
rewrite queries, enabling better retrieval. In addi-
tion, we design a knowledge conversation dataset
to evaluate performance of RAG in real dialogue
scenarios. The experimental results show that our
approach achieves better results when dealing with
incomplete discourse in dialogs. In addition, our
experimental results on the IUR task show that
our IUR model greatly outperforms baseline and
related systems, including large language models.

Limitation

In this study, we investigate the effects of utterance
rewriting methods on the enhancement of retrieval
generation. Our research is centered on enhancing
the generation capabilities of LLMs within RAG
systems by optimizing retrieval effects. While the
incorporation of IUR significantly enhances the
quality of both retrieval and generation compared
to standard retrieval methods, our exploration of the
impact of retrieval results on generation remains
incomplete. During the experiment, we find that
not all queries positively influence the generation
process of large models. In fact, some incorrect
queries will mislead the large model generation.
Moving forward, we will diligently examine how
retrieval results impact models within RAG sys-
tems. By considering the necessity of retrieval, the
relevance of retrieval outcomes, and other factors,
we will further delve into the influence and opti-
mization strategies for retrieval for LLMs and RAG
systems.
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A RAG Experiments on Other Base
Model

The experiment results on Qwen2.5-7B-
Instruct (Team, 2024) and Llama3-8B-Chinese-
Chat (Wang et al., 2024) are shown in Table 7. We
are surprised to find that the IUR results on Qwen
and Llama models are not ideal compared with
ChatGLM3-6B (GLM et al., 2024). We check and
find that this is due to the problem of rewriting
the previous reference. Although this helps the
model understand the question better, it can also
lead to inconsistent responses, especially when
the question answering of our dataset relies more
on external data. The rewritten question is also
incorrectly answered due to the lack of external
knowledge, and the rewriting breaks the original
dialogue coherence, so it is not effective. However,
it can be found that the RAG system with IUR
still has better results, which benefits from the
enhancement of retrieval in the RAG process by
IUR.

B Encoder Setting

In BiLSTM sequence encoder setting, we use ran-
domly initialized word embedding with dimension
100, character embedding with dimension 50, and
set the character convolutional hidden size to 100.
The embedding dropout is set to 0.2. Three BiL-
STM layers are stacked with hidden size 600 and
dropout 0.33. The hidden size of FFN for head
and tail node projection is set to 600. While for
the Transformer encoder setting, we fix the param-
eters of the bottom Transformer layers and only
finetune the top 4 layers. We use a mean pooling
strategy to deal with the inconsistency between the
word-level parsing and subword-level representa-
tions. The hidden size of FFN is kept the same as
in the BiLSTM encoder setting.

Our models are trained using Adam optimizer
for up to 200 epochs, with early stopping based
on development dataset performance. The learning
rate is set to 1e-3 and 5e-5 for the BiLSTM encoder
and Transformer encoder settings respectively. For
English, we use the official BERT-large-uncased,
and for Chinese, we use BERT-base-chinese.

C Case Study of Dialogue-RAG

To further explore the enhancement effect of IUR
on RAG, we conduct a case study. Figure 5 il-
lustrates a dialogue sample in our Dialogue-RAG-
MULTI-v1.0 dataset and Figure 6 shows its related

{
    "lang": "en",
    "dialogue": [
        {
            "user": "What is the Athar Jamad Mosque known for?",
            "assistant": "It is one of the oldest and biggest mosques in Coimbatore."
        },
        {
            "user": "Who built the mosque?",
            "assistant": "A perfume merchant named Athar built it."
        },
        {
            "user": "How long did the construction take?",
            "assistant": "It took 44 years to complete."
        },
        {
            "user": "What architectural materials were used?",
            "assistant": "The structure is made of limestone and mortar."
        },
        {
            "user": "What special events attract crowds there?",
            "assistant": "Ramadan and Bakrid attract many visitors."
        },
        {
            "user": "Is there anything significant beside the mosque?",
            "assistant": "Yes, there is a dargah for Pir Jamesha Waliullah nearby."
        }
    ]
}

Figure 5: Sample Dialogue.

{
    "doc id": 7088,
    "doc content": "\nAthar Jamad Mosque\n\nMosque in Tamil Nadu, India\nAthar Jamad 
Masjid ( ; ; also known as \"The Big Mosque\" ) is located at Oppanakara Street within the 
Coimbatore district of Tamil Nadu in India. It is one of the oldest and biggest masjid in 
Coimbatore.\nHistory and construction.\nA perfume merchant named Athar, who migrated 
from Tirunelveli, built the structure. It took 44 years to complete, with construction 
beginning in 1860 and finishing in 1904. \nThe structure is made up of limestone and 
mortar and polished with egg white. The facade is covered with cusped arches 
surrounding the open courtyard, where the prayer halls stand. There is a covered ablution 
pond in the southeastern corner and a small library on the eastern side. There\'s also a 
kitchen that prepares \"nonbu kanji\" (rice soup) in the fasting period during Ramadan. 
Hawkers line the entrance with amulets and items of worship.\nAccording to the Indian 
National Trust for Art and Cultural Heritage (INTACH), the two minars with domed roofs on 
the northern and southern sides are 85 feet high. This pair of silver domes stand out in the 
skyline of the Town Hall area. The mosque can accommodate about 2,000 worshippers 
during Friday prayers.\nDargah.\nThe mosque is built beside the tomb of Pir Jamesha 
Waliullah, a Sufi Waliullah who died in the 1850s. His tomb, which is now a dargah in the 
middle of Big Bazaar Street, is on the southern side of the masjid. Visitors are blessed 
inside the dargah with amulets tied around their necks to ward off evil 
spirits.\nFollowing.\nThe Jamaat comprises the descendants of the 52 families from 
Tirunelveli that moved to Coimbatore in 1850. According to Jamaat secretary A.R. 
Baserdeen, 1355 members are now alive. \nThe Jamaat\'s elected executive committee 
manages the mosque, as well as Jamesha Waliullah dargah on Big Bazaar Street, Jungal 
Pir dargah on Trichy road, and the Cemetery Masjid beside Coimbatore Junction. The 
committee also runs three schools in the area which serve 1200 students.\nDuring 
Ramadan and Bakrid, crowds flock to the masjid and the dargah beside 
it.\nReferences.\n\n\n"
}

Figure 6: Sample Document.

document. Figure 7 and Figure 8, respectively,
show the query results and responses enhanced
without or with IUR. Through comparison, it can
be found that the IUR enhanced question carry
more critical information. This enhances the re-
trieval accuracy, which in turn enhances the RAG
system’s response accuracy.

D Supplementary Dataset Experiments
for IUR Task

We conducted additional comparative experiments
on English Task-Oriented Dialogue dataset MULTI

(Pan et al., 2019) and Chinese Open Domain Dia-
logue dataset TASK (Quan et al., 2019).
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Method B1 B2 B3 B4 R1 R2 RL Sp Sr Sf

Qwen2.5

w/o IUR 9.04 5.54 3.90 2.77 14.97 5.79 13.96 58.43 63.53 60.69
w/ IUR 9.32 5.49 3.72 2.51 15.43 5.69 14.27 57.83 65.86 61.44

RAG w/o IUR 10.61 7.45 5.73 4.39 20.75 10.96 19.54 59.22 70.02 63.96
Dialogue-RAG (ours) 14.20 10.81 8.62 6.76 29.27 17.07 27.8 62.39 77.39 68.9

LLaMA3

w/o IUR 7.79 4.71 3.29 2.32 13.11 5.05 12.11 54.7 61.75 57.82
w/ IUR 7.74 4.55 3.08 2.06 13.54 4.95 12.4 54.4 63.77 58.56

RAG w/o IUR 9.76 6.92 5.37 4.14 19.10 10.15 18.07 56.58 68.47 61.69
Dialogue-RAG (ours) 13.00 9.80 7.78 6.09 26.82 15.59 25.44 60.28 76.02 66.99

Table 7: RAG experiments on Qwen2.5 and LLaMA3. B, R, and S are BLEU, ROUGE, and BERT SCORE
respectively. The cumulative n-gram BLEU score is denote as Bn. For ROUGE metric, it measures the n-gram
overlapping (denoted as Rn) and longest matching (denoted as RL) between the rewritten utterances and the golden
ones. Sp, Sr, and Sf represent the precision, recall, and F1 score of BERT SCORE respectively.

{
    "question": "How long did the construction take?", 
    "ground truth": "It took 44 years to complete.", 
    "retrieval results": [
        {"chunk id": 18941, "doc id": 5462, "content": " The work was suspended 
several times due to violation of the contract clauses by the customer. As of 
2024, the work is not completed.\nReferences.\n\n\n"}, 
        {"chunk id": 23971, "doc id": 6828, "content": "On March 6 & 10, 2011, 
installation of the 653 ton ea. sector gates was completed.\nThe Notice of 
Construction Complete was issued on April 8, 2014.\nSources.\n\n\n"}, 
        {"chunk id": 17610, "doc id": 5109, "content": "The first such conditions 
were created by the Novi Sad Urban Institute in 1970. The Novi Sad Municipal 
Assembly decides on the construction of the bridge in December 1973. The 
architects of the bridge were academics Nikola Hajdin, Gojko Nenadić and 
Predrag Želalić.\nWork began on 22 September 1976, when the first pier on the 
left bank of the Danube was stabbed. During the construction, the attention of 
the experts was focused on three details: The construction of the bars for pillar 
17, where there were traces of land slides; the assembly of the steel structure, in 
pieces, weighing 200 tonnes, without scaffolding, with the help of the Derrick 
cranes; and the assembly of the steel ropes, which was original.\n"}], 
    "model response": "The construction of the bridge took approximately 48 
months."
}

Figure 7: The case of RAG result without IUR.

D.1 Results on Multi Dataset

In Table 8, we report the IUR performance on the
MULTI dataset and list five baselines for compari-
son: Syntactic, L-Gen, L-Ptr-Gen, PAC, and RUN.

Our method formulates IUR as a digraph pars-
ing problem and proposes CSF and RCF features
to strengthen the parsing process, thus achieving
better IUR performance than the previous best sys-
tem, improving on F1, F2, and F3 metrics, 2.4, 1.9,
2.0, respectively. For the final generated rewrite
utterance, we get an improvement in BLEU and
ROUGE metrics, reaching +0.8 B1, +0.8 B2, +0.5
R1, and +1.3 R2. On one hand, these improve-
ments are due to digraph modeling and node link-
ing parser, which can seek the insertion span and
the insertion position more easily than UNet, due
to only single-step digraph derivation is required,
rather than enumerating all the words in the span
as in RUN. On the other hand, the features de-
rived from our generative PrLM can effectively
help remove unreasonable digraph links, reducing

{
    "question": "How long did the construction take?", 
    "ground truth": "It took 44 years to complete.", 
    "rewritten question": "How long did the construction of the Athar Jamad Mosque take?", 
    "retrieval results": [
        {"chunk_id": 24918, "file_id": 7088, "content": "\nAthar Jamad Mosque\n\nMosque in Tamil 
Nadu, India\nAthar Jamad Masjid ( ; ; also known as \"The Big Mosque\" ) is located at Oppanakara 
Street within the Coimbatore district of Tamil Nadu in India. It is one of the oldest and biggest masjid 
in Coimbatore.\nHistory and construction.\nA perfume merchant named Athar, who migrated from 
Tirunelveli, built the structure. It took 44 years to complete, with construction beginning in 1860 and 
finishing in 1904. \nThe structure is made up of limestone and mortar and polished with egg white."}, 
        {"chunk_id": 30564, "file_id": 8609, "content": " The analysis of the brickwork during the 
restoration showed different construction phases, and revealed that the foundations and the 
surviving walls were made of brick and stone. Moreover, the surveys show that during the 
conversion into a mosque in 1506 the atrium and the wall of the Mihrab had to be rebuilt. At the 
same time, a massive minaret was erected on the northeast side of the 
building.\nReferences.\n\n\n"}, 
        {"chunk_id": 16735, "file_id": 4877, "content": "Construction of the mosque took four years. It is 
10,000 square meters in area. It has two minarets, each 35 meters high, and a dome of aluminum 
composite. The calligraphy on the interior of the dome was written by Semih İrteş. The large 
windows on three sides of the prayer hall were designed by Orhan Koçan. The minbar is acrylic and 
was designed by Tayfun Erdoğmuş. Decorative motifs are derived from Seljuk art. The large, 
asymmetrical chandelier has waterdrop-shaped glass globes made by Nahide Büyükkaymakçı, 
\"reflecting a prayer that Allah's light should fall on worshipers like rain,\" and the women's section is 
designed especially to allow a clear view of the chandelier."}], 
    "model response": " The construction of the Athar Jamad Mosque in Coimbatore, Tamil Nadu, 
India took 44 years, from 1860 to 1904."
}

Figure 8: The case of RAG result with IUR.

the search space for insertion decisions.
In the case of using BERT PrLM, PAC (Pan

et al., 2019) proposes a “pick-and-combine" model
that demonstrates strong competitiveness. We also
achieved good improvements within this setting,
with F1 +2.1, F2 +2.0, F3 +1.3 scores respectively,
and 0.8, 1.2, 0.6, 1.2 gains on B1, B2, R1, R2

compared to RUN. This further illustrates the ad-
vantages of our digraph modeling compared to for-
malization as semantic segmentation. In addition,
the improvements on B1, B2, R1, and R2 show
that our method makes the determination of context
span and insertion point more accurate.

D.2 Results on Task Dataset

Experiment results on the TASK benchmarks are
presented in Table 9. We have additionally intro-
duced two systems for comparison, GECOR and
Pronoun Sub, of which GECOR 1 adopts the copy
mechanism, while GECOR 2 adopts the gated copy
mechanism. For a fair comparison, experiments
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Model P1 R1 F1 P2 R2 F2 P3 R3 F3 B1 B2 R1 R2

DuS † 67.4 37.2 47.9 53.9 30.3 38.8 45.3 25.3 32.5 84.1 81.2 89.3 80.6
L-Gen † 65.5 40.8 50.3 52.2 32.6 40.1 43.6 27.0 33.4 84.9 81.7 88.8 80.3
L-Ptr-Gen † 66.6 40.4 50.3 54.0 33.1 41.1 45.9 28.1 34.9 84.7 81.7 89.0 80.9
RUN (Liu et al., 2020b) 66.9 54.9 60.3 53.0 43.4 47.7 43.8 35.7 39.3 91.1 88.0 91.0 83.3
Ours 67.3 58.7 62.7 53.7 46.1 49.6 44.9 38.3 41.3 91.9 88.8 91.5 84.6

PAC † 70.5 58.1 63.7 55.4 45.1 49.7 45.2 36.6 40.4 89.9 86.3 91.6 82.8
RUN + BERT 73.2 64.6 68.6 59.5 53.0 56.0 50.7 45.1 47.7 92.3 89.6 92.4 85.1
Ours + BERT 74.5 67.4 70.7 60.8 55.4 58.0 51.2 46.4 48.7 93.1 90.8 93.0 86.3

Table 8: Experimental results on the MULTI dataset. †: Results from Pan et al. (2019). The bolded results in a
column indicate a statistically significant improvement against all the baselines (p < 0.05).

Model EM B4 F1

L-Ptr-Gen † 50.4 74.1 44.1
GECOR 1 † 68.5 83.9 66.1
GECOR 2 † 66.2 83.0 66.2
RUN (Liu et al., 2020b) 69.2 85.6 70.6
Ours 71.2 86.7 72.8

Table 9: Experimental results on TASK. †: Results from
Quan et al. (2019).

are not augmented with BERT. From the results,
our model obtains the best results on EM, BLEU,
and ROUGE. In conclusion, on four datasets with
different languages and different domains, these im-
provements illustrate digraph modeling, CSF and
RCF features are generally effective for IUR.

E Case Study of Rewrite

Table 10 shows a specific case-based comparison
of performance between our model and baseline
RUN. To rewrite the final utterance Could you give
me the phone number and postcode ?, our model
can locate the insertion relationship clearly, and
select the appropriate spans one restaurant listing
for North American food and the only restaurant
serving north American food for action. In contrast,
RUN resolves the reference to north American food
wrongly from the previous context. Though north
American food forms a proper supplementary for
the sentence, it is meaningless due to the user asks
for restaurant instead of north American food. The
possible reason is that the semantic segmentation
and region searching algorithms are misled by the
inference error and decode a grammatically cor-
rect but inappropriate span for insertion. The error
from CNNs prediction in RUN is passed to the de-
coding algorithm, resulting in such inconsistency
with the fact, which makes the region wrongly at-
tended and weakens the model performance. Thus,

it demonstrates that our model shows better robust-
ness and is free from disturbing factors compared
with region-based RUN.

In addition, comparing the model outputs with
and without CSF and RCF features, although both
our models found the correct reference, i.e. Ameri-
can food restaurant, the one without CSF and RCF
features chooses Utterance 4, while w/ CSF,RCF
finds Utterance 5. Since CSF and RCF bring con-
straints from contextual similarity and rewriting
consistency, the only restaurant serving American
food in Utterance 5 is more consistent with the re-
quirement. This also illustrates the effectiveness
of our proposed CSF and RCF for IUR. However,
in the final generation from surface tokens, there
is an additional only compared to a gold reference,
which is a common problem in extractive IUR mod-
eling, but it does not have much effect on the actual
role of IUR.
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Utterance 1: I am looking for a Danish restaurant .
Utterance 2: There are no danish restaurants listed . may i direct you toward another restaurant ?
Utterance 3: How about American food ?
Utterance 4: There is one restaurant listing for north American food , gourmet burger kitchen in centre part of
town .
Utterance 5: Is there any north American food in centre part of town else ?
Utterance 6: That is the only restaurant serving north American food .
Utterance 7: Could you give me the phone number and postcode ?

Gold: Could you give me the phone number and postcode of the restaurant serving north American food?

RUN: Could you give me the phone number and postcode of north American food ?

Ours: Could you give me the phone number and postcode of one restaurant listing for north American food?

Ours w/ CSF,RCF: Could you give me the phone number and postcode of
the only restaurant serving north American food?

Table 10: Case study for comparison between our model and baselines.
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