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Abstract

Stochastically sampling word segmentations
from a subword tokeniser, also called sub-
word regularisation, is a known way to in-
crease robustness of language models to out-
of-distribution inputs, such as text containing
spelling errors. Recent work has observed that
usual augmentations that make popular de-
terministic subword tokenisers stochastic still
cause only a handful of all possible segmenta-
tions to be sampled. It has been proposed to
uniformly sample across these instead, through
rejection sampling of paths in an unweighted
segmentation graph. In this paper, we argue that
uniformly random segmentation in turn skews
the distributions of certain segmentational prop-
erties (e.g. token lengths and amount of tokens
produced) away from uniformity, which still
ends up hiding meaningfully diverse tokenisa-
tions. We propose an alternative uniform sam-
pler using the same segmentation graph, but
weighted by counting the paths through it. Our
sampling algorithm, GRaMPa, provides hy-
perparameters allowing sampled tokenisations
to skew towards fewer, longer tokens. Further-
more, GRaMPa is single-pass, guaranteeing sig-
nificantly better computational complexity than
previous approaches relying on rejection sam-
pling. We show experimentally that language
models trained with GRaMPa outperform ex-
isting regularising tokenisers in a data-scarce
setting on token-level tasks such as dependency
parsing, especially with spelling errors present.

1 Introduction

Before subword tokenisation became the de facto
standard in NLP, models operated on word-level
tokens (Sutskever et al., 2014): i.e., text was split
into words, and those words were each converted to
one integer identifier serving as lookup indices in
an embedding matrix. Tokenising at this level, it is
impossible to tell based on the identifiers whether
the underlying strings contain similar characters or
not, and this absence of surface information implies

1 1 2 4 7 9 16

["P", "A"]

G R A M P A

p⃗ 1/τ

||p⃗ 1/τ ||1
1

4
2

Figure 1 – Directed acyclic graph representing the valid
segmentations of the string s ="GRAMPA". Each of the
|s|+1 nodes stores the amount of valid paths from itself
to the first node. Each arc corresponds to a subword
in the vocabulary. So far, the GRaMPa tokeniser has
taken the path in pink, giving the tokens P A. It can now
move along any of the arcs in green, choosing the tokens
M, AM and GRAM with respective probabilities 4/7 and
2/7 and 1/7 when τ = 1, in which case all 16 valid
segmentations of s are equally likely to be sampled.

that the corresponding embeddings necessarily rep-
resent concepts rather than characters.

With the shift to subword tokenisation (Sennrich
et al., 2016), this is no longer necessarily true. A
word is segmented losslessly into a sequence of
tokens, and those tokens are each mapped to their
identifiers. The same identifier can now appear in
many different words, in which case the words are
guaranteed to share the corresponding substring.
As the same identifier is used regardless of the
meaning the substring contributes to each word,
it’s unclear how much semantic information the
corresponding embedding contributes; this is sup-
ported by the finding that popular subword tokenis-
ers mostly fail to match morphological boundaries
(Zhou, 2018; Bostrom and Durrett, 2020; Bauwens
and Delobelle, 2024), in which case tokens smaller
than a word represent surface-form units rather than
meaning-bearing units. For example: Gemma 2’s
BPE tokeniser (Gemma Team et al., 2024) seg-
ments the word horseshoe into horses and hoe.

Subword tokenisers are typically deterministic,
sticking to a single segmentation for each word.
Given the above framing, this makes little sense: if
we want a model to properly understand the tokens
it’s given, we need to emphasise during training
that our opaque identifiers represent characters in
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the first place, not concepts. Hofmann et al. (2021)
and Clark et al. (2022) propose that language mod-
els are meant to be dual-route, memorising some
meanings and composing others. Deterministic sub-
word tokenisation does allow a model to memorise
sequences of identifiers as if they were a single
identifier, but doesn’t generalise to unseen words.
By lack of meaningful tokenisation – exacerbated
in multilingual tokenisers (Minixhofer et al., 2023)
– such words are presented as unseen sequences of
identifiers that merely encode the surface string;
to learn to compose their meaning, (part of) train-
ing may need to explicitly treat input as mere se-
quences of characters, without preferring one to-
ken sequence that represents it over another. Even
for seen words, composing meaningless tokens be-
comes useful in noisy text (Provilkov et al., 2020).

The promise of subword regularisation as coined
by Kudo (2018) was exactly this: make tokenisers
stochastic, so that for any string s, all its valid seg-
mentations are sampled during training. The tokens
of a "valid segmentation" satisfy two constraints:
(1) concatenating back into s, and (2) all being
part of a given finite vocabulary V . Both make
sampling difficult. The first implies having to sup-
port NV (s) ≤ 2|s|−1 outcomes,1 easily leading
to intractable time or space complexity. The sec-
ond is usually managed by basing the sampler on
the vocabulary’s deterministic tokeniser: stochastic
ULM (Kudo, 2018) uses the same Viterbi grid as
deterministic ULM, except now tracking the k > 1
best segmentations; BPE-dropout (Provilkov et al.,
2020) uses the same merge rules as BPE, except
disabling some at random; MaxMatch-dropout (Hi-
raoka, 2022) greedily acquires tokens left-to-right
like MaxMatch (Bauwens, 2023; Uzan et al., 2024),
except ignoring some at random. Since the original
inference is naturally constrained by the vocabulary,
augmenting it stochastically is a straightforward
way to satisfy the second constraint.

Cognetta et al. (2024) recently observed that
these approaches all yield extremely skewed dis-
tributions, so that still only a handful of segmenta-
tions occur in practice. They propose an algorithm
that returns every valid segmentation with equal
probability (see §2). Yet, this implicitly assumes
that any sampled set of segmentations is equally
informative for model training. We argue against
this. For example, say we sample 5 segmentations
for the string tokenisation. We hypothesise that a

1|s| − 1 inter-character positions can be a boundary or not.

model will learn more from examples using
{t oken isat ion; tok eni sation; to ken is ati on;

t o ken isat io n; toke ni sa ti on}
than from examples using
{to k e n i s a t i on, t ok e n i s a t io n, t o ke n i s

a ti o n, t o k en i s at i o n, t o k e ni sa t i o n}
because segmentations in the latter set have a cer-
tain redundancy to them. Conversely, in the former
set, the longer tokens cause embeddings to be more
specialised and hence more semantically laden, a
larger variety of previously unassociated tokens is
brought into the same context with every segmen-
tation, and the model is forced to reason about the
meaning of the same word with a variable amount
of embeddings to store its results in.

Problematically, although both sets are equally
probable in uniform sampling (P = NV (s)

−5),
segmentations and sets that look like the latter set
are more probable than the former because there
exist more of those. That is, redundancy is more
likely when all segmentations are equally likely.

In short: rather than aiming for a diversity of
segmentations, it may be better to aim for diver-
sity of the properties that distinguish them (e.g. the
amount of tokens) by skewing away from unifor-
mity, which already improved Kudo’s downstream
results when allowing a larger set of segmenta-
tions. Further, uniform sampling doubles the aver-
age amount of tokens produced (m in Table 7), qua-
drupling the cost of transformer attention (Vaswani
et al., 2017); Cognetta et al.’s algorithm unfortu-
nately does not easily allow for skewing towards
longer tokens, and itself needs an indeterminate
amount of processing time. In this paper, we hence:

• Analyse the distributional characteristics of
uniform sampling (§3.1);

• Propose a single-pass quadratic tokenisation
algorithm, GRaMPa, that samples random
segmentations of a string such that every seg-
mentation is equally likely and every token
is in the vocabulary, based on counting paths
through the segmentation graph (§4);

• Show how to skew this sampling algorithm
away from uniformity with a single tempera-
ture hyperparameter (§4.3), and how to softly
enforce a minimum token length (§4.4);

• Train DeBERTa models on GRaMPa’s tokeni-
sations for several combinations of hyperpa-
rameters and subword vocabularies in a data-
scarce setting, showing improvement on de-
pendency parsing (§6.1), especially when in-
troducing spelling errors after training (§6.2).
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2 Related Work

Segmentation DAG Kudo (2018)’s ULM intro-
duces a procedure for creating a subword vocab-
ulary and an associated unconditional2 probabil-
ity distribution across it. It does inference by con-
structing a Viterbi grid derived from the directed
acyclic graph (DAG) representing all valid seg-
mentations of an input string s under the vocab-
ulary V . The DAG has |s| + 1 nodes (indexed
from 0 to |s|) with an arc from node i to node
j if and only if the token si:j (indexed exclusively,
i.e. si:j = sisi+1 . . . sj−1) exists in V . Figure 1
shows an example of such a DAG. There is a 1:1
correspondence between valid segmentations of the
string si1:i2 and paths in this graph from node i1
to node i2, and hence the set of all paths through
the full graph is isomorphic to the set of all valid
segmentations of s. ULM also assigns a weight
to each arc (i, j) equal to the unigram probability
P (si:j). This was generalised by He et al. (2020)
to the conditional probability P (si:j | s0:i).

In ULM, the k most probable paths through
this DAG, i.e. the k segmentations whose tokens
have the largest joint probability, can be obtained
in Θ(k2|s|2) time with a Viterbi grid taking only
Θ(k|s|) space. The tokeniser can then sample those
proportionally to their probabilities (optionally af-
ter a transformation like Eq.4), ignoring all other
valid segmentations. To consider more segmenta-
tions, one could use a k-worst sampler and/or in-
crease k, but sampling across all valid segmenta-
tions requires k = O(2|s|−1) time and space.

Rejection sampling One way to sample uni-
formly across all valid segmentations is to repeat-
edly sample uniformly across all segmentations,
rejecting the results until every token is in V . Un-
constrained sampling can be done by choosing seg-
mentation boundaries (e.g. §3.2) or token lengths
like Hiraoka and Iwakura (2024).3

Cognetta et al. (2024) do rejection sampling on
already-valid segmentations to make their distribu-
tion uniform. They first construct the segmentation
DAG described above in Θ(|s|2) time. To generate
a segmentation, they start at node 0 and iteratively
sample an outgoing arc without preference to get
to the next node, until node |s|. If node i has δo(i)

2This can be seen as an N -gram language model for the
trivial context-independent case N = 1, and the resulting
tokeniser is named after this unigram language model.

3Do note however that these authors don’t sample uni-
formly, and circumvent having to reject samples by generating
token embeddings on-the-fly using a character-BiLSTM.

outgoing arcs, then each path i = [i0, i1, . . . , im]
resulting from these local arc samples is a Markov
chain (Markov, 1907, §5) with probability

PMarkov(i) =
∏

i∈i

1

δo(i)
. (1)

To make sure every path is emitted with equal
probability, samples are only kept with probability
Paccept(i) = ε/PMarkov(i), where ε is a small con-
stant, chosen as big as possible4 without ever mak-
ing Paccept(i) > 1, meaning ε ≤ mini′ PMarkov(i

′).
Together, the probability of being emitted is that of
being sampled and then being accepted, which is
PMarkov(i) · Paccept(i) = ε regardless of the path i.

We prove in §A.1 that applying the same Marko-
vian sampling to ULM’s DAG produces a different
distribution than ULM’s joint. In §B, we fix that.

Multiplexing Cognetta et al. also multiplex be-
tween deterministic and stochastic tokenisation
with a global hyperparameter p. In the dual-route
paradigm of Hofmann et al. (cfr. §1), p can be seen
as the proportion of compositional learning that
happens in training, the rest being memorisation.

Shorter input Models such as CANINE (Clark
et al., 2022), Charformer (Tay et al., 2022) and
hourglass transformers (Nawrot et al., 2023) all
have provisions in place to reduce the amount of
tokens L passed to the bulk of the model, since
attention has time complexity Θ(L2). Task scores
do start to decrease when reducing the amount of
tokens too much (Schmidt et al., 2024).

Input augmentation As shown by Provilkov
et al. (2020), one benefit of subword regularisa-
tion is increased robustness to perturbed input (e.g.
text with spelling errors). There exist other input
augmentations that provide robustness to other per-
turbations: for example, the Morpheus system by
Tan et al. (2020) identifies nouns, verbs and ad-
jectives and adversarially perturbs their inflection,
such that the model gets used to correct word forms
with incorrect placements. To apply this augmen-
tation requires access to a part-of-speech tagger
trained on supervised data. This augmentation is
explicitly lossy, unlike subword regularisation.

Sampling for marginalisation Considering all
O(2|s|−1) segmentations is also done for marginal-
ising the loss of downstream models across segmen-
tations of their text input. He et al. (2020) achieve

4A safe choice is ε =
∏|s|−1

i=0
1

δo(i)
because no path can

visit more nodes than all nodes.
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this exactly with a Viterbi sum across all segmenta-
tions in Θ(|s|2) time by using characters as context.
With tokens as context, it is only possible to take
an approximative sum over fewer segmentations;
Cao and Rimell (2021) thus use importance sam-
pling, where the goal is to average estimates of the
marginal across several highly probable segmen-
tations. They sample non-uniformly according to
ULM probabilities, while Chirkova et al. (2023)
use the model being trained to come up with a
segmentation and its probability. Interestingly, al-
though marginalisation and regularisation are not
the same, Song et al. (2024) find that the former
only works when combined with the latter.

3 Distributional properties of segmentations

3.1 Uniform sampling causes binomiality

As argued in §1, the underlying goal of sampling
segmentations is actually to get a uniform distribu-
tion of their properties. Yet, basic properties like
the amount of tokens m in a segmentation, the
length of the individual tokens ℓ, and quantities
derived from m and ℓ, are not uniformly distributed
given a uniform distribution over segmentations.

Sampling a segmentation uniformly is equiva-
lent5 to doing |s| − 1 Bernoulli experiments, one
on each inter-character boundary, with p = 1

2 of
putting a boundary there. The amount of tokens is 1
more than the amount of segmentation boundaries,
and since the latter is binomially distributed, we
get m ∼ 1 + Binom(|s| − 1, 12).

Furthermore, token length ℓ is nearly geometri-
cally distributed with p = 1

2 in uniformly sampled
segmentations, which we prove in §A.3. When
ℓ ∼ Geom(12), tokens with length 1 appear twice
as much as tokens with length 2, which appear
twice as much as those with length 3, etc.

Figure 2 (in §E) illustrates these distributions
for a uniform sample across segmentations of one
word. It also shows the distribution of derived quan-
tities across a corpus, namely the characters-per-
token ratio R = |s|/m (Dagan et al., 2024) and the
ratio S = m−1

|s|−1 which we dub segmentality,6 being
exactly 0 for word-level tokenisers and exactly 1
for character-level tokenisers, unlike 1

R .

5We assume that the vocabulary is infinitely large here, to
get upper bounds in closed form.

6The distribution of R ∈ [1, |s|] can’t be expressed expli-
citly. We do know its expected value approaches 2 (§A.4). We
also know S ∈ [0, 1] and S ∼ 1

|s|−1
Binom(|s| − 1, 1

2
).

3.2 Rejection sampling is hard to skew

One way of sampling segmentations uniformly
with rejection sampling goes as follows: first pick a
random integer between 0 and 2|s|−1− 1, then con-
vert it to bits, and then overlay these as boundaries
on the |s|−1 inter-character positions (see also §C).
Keep retrying until all tokens exist in V . Since this
is equivalent to choosing |s| − 1 bits with p = 1

2
chance of a 1, it is possible to skew this rejection
sampler towards larger tokens by reducing p, the
proclivity to segment. Unfortunately, the amount
of retries T is geometrically distributed: let NV (s)
be the amount of valid segmentations of s given
V , then for p = 1

2 , the success rate of a sample
is pa = NV (s)/2

|s|−1 and the expected amount
of tries is E[T ] = 1/pa = 2|s|−1/NV (s). This is
vulnerable to adversarial attacks: a malicious user
could input a nonsense string s which can only
be split into characters or very small tokens, and
hence NV (s) ≈ 1 and E[T ] ≈ 2|s|−1, causing the
tokeniser to hang while it looks for a needle in a
haystack. Decreasing p only makes this worse.

The graph-based approach of Cognetta et al.
(2024) is not vulnerable to attacks,7 but is difficult
to consistently skew away from uniformity. This
is because (1) the uniformity comes not from the
graph but from the rejection step afterwards, and
(2) the probabilities inside the graph, 1

δo(i)
in Eq.1,

are entirely local with no awareness of the rest of
the graph. There is no signal that allows skewing
them with a consistent global effect.

4 GRaMPa tokeniser

We now introduce GRaMPa, a Graph-based seg-
mentation Randomiser that walks along a Markov
chain of Path counts through the graph described in
§2, and does so in one pass (i.e. without rejection).
We first show how this tokeniser samples segmen-
tations of a string uniformly, and then demonstrate
how to skew it to correct for the effects in §3.1.

4.1 Construction

GRaMPa starts by constructing a Viterbi grid con-
taining |s|+ 1 cells, representing the DAG nodes
(see Figure 1). Each cell j stores a path counter cj
and an initially empty list bj of backpointers rep-
resenting the DAG arcs, with one backpointer to
each cell i < j for which si:j ∈ V . To fill the grid,

7In fact, a nonsense string would have a graph with very
few arcs, a very high ε, and hence any sampled segmentation
would have a very high acceptance rate.
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Algorithm 1 GRaMPa Markov graph construction

1: function MAKEGRAPH(s, V , fτ , ℓmin)
2: c← ARRAY(|s|+ 1, 0)
3: b← ARRAY(|s|+ 1,[])
4: p← ARRAY(|s|+ 1,[])
5: c0 ← 1
6: for i ∈ 0 . . . |s| − 1 do
7: for j ∈ i+ 1 . . . |s| do
8: if j − i ≥ ℓmin or |bj | = 0 then
9: if si:j ∈ V then

10: cj ← cj + ci
11: bj ← APPEND(bj , i)
12: pj ← APPEND(pj , ci)

13: for k ∈ 0 . . . |pi| − 1 do
14: pi,k ← pi,k/ci
15: pi ← fτ (pi)
16: return (b, p)

GRaMPa walks from node i = 0 to node i = |s|.
When the walk arrives in node i, it is assumed8 that
(1) the current counter ci gives the exact amount of
paths that exist through the DAG from node 0 to
node i, and (2) the current list of backpointers bi is
complete. These two facts are then exploited:

1. For the nodes j > i that can be reached from
i, it is true that any path that arrives in i can be
extended to arrive in j. Hence, we increment
cj by ci and keep a backpointer to i in bj .

2. The fraction of paths that arrive in i through
one of its backpointers bi,k is given by cbi,k/ci.

Once finished, the grid cells are equivalent to this
first-order Markov model over the DAG nodes:

P (nodet−1 = i | nodet = j) =
ci
cj
1{si:j ∈ V }. (2)

Constructing the grid takes Θ(|s|2) in space and
time. Unlike ULM, GRaMPa needs to keep the
entire segmentation DAG in memory.

4.2 Sampling
Starting at node |s|, GRaMPa looks backwards and
iteratively samples a preceding node using the frac-
tion of paths that came in through that node as its
probability, until it reaches node 0 (see again Fig-
ure 1). Like all first-order Markov models, it only
sees the current and next node, yet the resulting
segmentation is globally valid and uniform, having

8More formally, this is an inductive hypothesis.

probability 1
NV (s) . The intuition behind why this

samples paths uniformly is that if we had a way to
pick a random path through the graph uniformly,
we would on average expect that path to arrive at
a node twice as much through one arc as another
if twice as many paths arrived through that one arc
as the other. A formal proof is given in §A.2.

Sampling this way takes exactly one O(|s|) pass.
This is contrary to rejection sampling, which has
no limit on the worst-case amount of passes it takes
before one is accepted, and as we show in §A.5,
the expected runtime of Cognetta et al. (2024)’s
rejection sampler scales superexponentially with |s|
in strings where all segmentations are valid (which
is all strings in the limit of an infinite vocabulary).

Algorithm 2 GRaMPa Markov graph sampling

1: function SAMPLEGRAPH(s, b, p)
2: t← []
3: i← |s|
4: j ← |s|
5: while j ̸= 0 do
6: k ← SAMPLE(pj)
7: i← bj,k
8: t← PREPEND(t, si:j)
9: j ← i

10: return t

4.3 Skewing
In §3, we saw that the most common amounts of
tokens produced by uniform sampling (m ≈ |s|

2 )
are unfavourably large. Because GRaMPa’s graph
produces uniform samples by choosing inbound
arcs proportional to the amount of paths that come
in through them, we hypothesise a causal relation-
ship between the two: the fraction of excessively
long paths carried by an arc is bigger when it car-
ries more paths. To skew the uniform distribution
to more desirable segmentations, then, we should
choose arcs with higher path counts less.

We can do this by applying a smoothing trans-
formation across the Markov probabilities p⃗ of the
arcs coming into each node, and preferably one that
allows controlling the amount of smoothing with a
hyperparameter. One candidate for this is softmax
with temperature τ ∈ R+

0 , defined as

softmaxτ (p⃗) =
ep⃗/τ

||ep⃗/τ ||1
(3)

where all the operations are elementwise. Problem-
atically, there is no τ that represents the baseline,
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since every value for τ changes at least one element
of p⃗. Power normalisation, defined as

PNα(p⃗) =
p⃗α

||p⃗α||1
=

eln(p⃗
α)

||eln(p⃗α)||1
=

eα ln(p⃗)

||eα ln(p⃗)||1
= softmax1/α(ln(p⃗))

(4)
does not have this problem since PN1(p⃗) = p⃗. For
α ∈ (0, 1), or equivalently 1/α = τ ∈ (1,∞), this
makes arcs with lower path counts appear more sim-
ilar to those with higher path counts. They become
indistinguishable for τ → ±∞, where the DAG is
essentially unweighted. Finally, for α ∈ (−∞, 0)
and τ ∈ (−∞, 0), arcs with lower path counts are
explicitly chosen more than those with higher path
counts. Changing this local τ has a smooth global
effect (see Figure 5 in §E).

Note that although ULM (Kudo, 2018) also
works with a DAG and also applies a power nor-
malisation, it does so over a different set of proba-
bilities: GRaMPa applies it to the |s| sets of token
probabilities that reach each node, whereas ULM
applies it to the single set of k best path probabili-
ties after sampling them from the graph.

4.4 Soft token length minimum

We also propose a way to have each token in a seg-
mentation be at least ℓ characters long, but don’t
enforce this when it makes the segmentation impos-
sible. While constructing the grid, node i could al-
ways start checking for reachable nodes at j = i+ℓ
rather than j = i + 1. If at that moment there ex-
isted a node j < i + ℓ where no arcs had arrived
yet, no more opportunities would arise to add an
inbound arc to it. Meanwhile, arcs could still come
from that node j. This means that GRaMPa could
arrive at j while sampling backwards, but have no
arc to escape from it.

Instead, we not only check j = i+ ℓ for reach-
ability, but also those j < i + ℓ with no inbound
arcs yet. This way, if such a j is reachable at all,
it will end up with exactly one arc, namely the
longest arc shorter than ℓ reaching it. If now all
characters are in the vocabulary (which is possible
with a byte-mapping preprocessor), there can be no
unreachable nodes, meaning the in-degree and out-
degree of every node is guaranteed to be ≥1. This
prevents any dead-end sampling paths and ensures
at least one valid segmentation to exist.

The final algorithm for constructing the Markov
graph, including a skewing transformation fτ and a

Algorithm 3 Multiplexed GRaMPa tokenisation

1: function TOKENISE(s, fτ , ℓmin, p, T )
2: if RAND < p then
3: V ← GETVOCAB(T )
4: (b, p)← MAKEGRAPH(s, V, fτ , ℓmin)
5: return SAMPLEGRAPH(s, b, p)
6: else
7: return T (s)

minimum token length ℓmin, is given in Algorithm 1.
The sampler is in Algorithm 2.

4.5 Directionality

As described, GRaMPa constructs the DAG and
path counts from left to right, and samples from
right to left (R2L). The reverse, i.e. starting con-
struction on the right and sampling from the left
(L2R), also yields a uniform sampler when τ = 1.
When skewed with τ ̸= 1, these two implementa-
tions diverge. One effect is that wherever sampling
stops (the start of the string for R2L, the end for
L2R), a smaller token is expected since the largest
possible token size shrinks as sampling progresses.

4.6 Multiplexing

Finally, as mentioned in §1 and §2, downstream
performance might be improved further by promot-
ing a mixture of memorisation and composition.
This can be achieved by multiplexing two tokenis-
ers, using GRaMPa to stochastically tokenise each
word with a probability p and an existing determin-
istic tokeniser T otherwise. The multiplexing rate
p ∈ [0, 1] is then a hyperparameter of the tokeniser.
Algorithm 3 brings everything together.

5 Experiments

As previous work suggests that subword regularisa-
tion most significantly improves downstream per-
formance in low-resource scenarios (Kudo, 2018;
Cognetta et al. 2024; Song et al., 2024), we limit
both the model and dataset size in all experiments.

5.1 Model and data setup

Model We pre-train and fine-tune DeBERTa (He
et al., 2021) masked language models (MLMs) with
L = 6 layers and embedding size H = 512, fol-
lowing the results of Turc et al. (2019) showing
diminishing returns for bigger values. We also fol-
low them in using H/64 attention heads and 4H
hidden feed-forward neurons per layer.
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We limit the context length to 1024 tokens and
use 1024 relative positional embeddings, meaning
all tokens further apart than k = 1024

2 = 512 see
each other as if only 512 tokens apart. More hyper-
parameters are given in §D.

Pre-training We pre-train with the single-term
loss function of RoBERTa (Liu et al., 2019) with
a 15% token masking rate, on English data from
the SlimPajama corpus (Soboleva et al., 2023). To
simulate a data-scarce setting, we only use the first9

50k examples. We pack tokens of consecutive ex-
amples until they fill the context length (Zhao et al.,
2024) to avoid wastefully processing pad tokens.
We build on the HuggingFace transformers
library (Wolf et al., 2020) for training (see §7).

Fine-tuning We fine-tune on a subset of
sentence-level tasks in GLUE (Wang et al., 2019),
and on three token-level tasks: named-entity recog-
nition (NER) on CoNLL-2003 (Tjong Kim Sang
and De Meulder, 2003), and part-of-speech tagging
(PoS) and dependency parsing (DP) on UDen_ewt
(Silveira et al., 2014). For the sequence-level tasks,
we mean-pool the token embeddings and apply a
head consisting of an H ×H dense+tanh layer fol-
lowed by a dense+softmax layer. We use a simpler
dense+softmax head for PoS and NER (which need
less reasoning), applied respectively to the last and
first token of a word (Ács et al., 2021). For DP, we
use a biaffine head (Dozat and Manning, 2017).

We also test increased robustness to spelling er-
rors (as shown by Provilkov et al. (2020) in ma-
chine translation, even with no augmentation to the
pre-training data) with three extra fine-tuning ex-
periments for DP: training with or without spelling
errors, and testing with or without spelling errors.
We perturb each space-surrounded string with 15%
chance: then, like Provilkov et al., we select one
random character in the string, and then with equal
odds we (1) drop it, or pick a random lowercase
letter to (2) insert before it or (3) substitute it with.

5.2 Tokeniser setup

Preprocessing Each tokeniser is preceded by two
preprocessors P1 and P2 that progressively split
the input text into smaller pretokens. P1 applies
NFKC normalisation, then splits on (and removes)
whitespace, and isolates non-hyphen punctuation.
Then, P2 isolates English contractions, maps the

9Note that SlimPajama comes shuffled by default, so there
should be no difference between taking the first 50k examples
or a random sample without replacement of 50k examples.

resulting strings to their UTF-8 bytes represented
as characters, prefixes each string with a boundary
marker, and finally isolates digits and hyphens.

Vocabularies We construct two vocabularies of
size |V | = 32768 with the SentencePiece pack-
age (Kudo and Richardson, 2018): one with ULM
and one with BPE. We vocabularise on the first
3 000 000 examples of SlimPajama.

We don’t tune the vocabulary size, because this
would lead us too far. How much the segmentation
graphs change for smaller vocabularies is quantifi-
able and visualised in Figure 9 of §E.

Baselines Since Kudo (2018) and Provilkov et al.
(2020) show that stochastic ULM and BPE-dropout
outperform the deterministic variants, we use these
subword-regularised tokenisers as strong baselines.
For BPE-dropout, we use a dropout pd = 0.1 as
tuned on machine translation by Provilkov et al. For
ULM, we sample across the 64-best segmentations
like Kudo, and choose α = 0.15 for smoothing
ULM’s segmentation probabilities with Eq.4, as it
causes the regularisation rate, i.e. the fraction of
segmentations that differ from the maximally likely
one, to be balanced at 50% (see Figure 6).

GRaMPas We experiment with 3 different tem-
peratures (§4.3): τ = 1 to represent the uniform
case, τ = +5 for moderate skew, and τ = −10
for heavy skew.10 Figure 3 and Figure 4 show the
extent to which m and S change for these tempera-
tures. We combine each of these with a soft length
minimum (§4.4) of ℓmin = 1 and ℓmin = 2. We
use the L2R implementation (§4.5) as the last mor-
pheme in English words tends to be the smallest.

Multiplexing During model pre-training and
fine-tuning, each pretoken of P1 is tokenised (after
applying P2) by GRaMPa with probability p and
otherwise with the deterministic tokeniser from
which GRaMPa’s vocabulary was obtained (ULM
with k = 1 or BPE with pd = 0). We keep p fixed
for both cases, and match it to the regularisation
rate of the ULM baseline, so p = 0.5.

Although this is about 5× the regularisation rate
of the BPE-dropout baseline (which is p ≈ 0.11 for
pd = 0.1, according to Figure 6 in §E), Cognetta
et al. showed that with a BPE vocabulary, rais-
ing the rate of uniform sampling from p = 0.1 to
p = 0.25 increased performance. This suggests

10Counterintuitively, local uniformity causes global skew
and vice versa. Hence, because temperature in Eq. 4 is local,
the skew rises for τ being 0+ → +∞, is identical at +∞ and
−∞, and rises even more for −∞ → 0− (see Figure 8).

24234



Token-level Sequence-level
PoS NER DP SST-2 QQP MRPC RTE WNLI
Acc F1 UAS LAS UCM LCM Acc F1 Acc Acc Acc %̄ ∆̄

BPE

BPE-dropout pd = 0.1 95.3 81.1 81.6 77.2 49.4 39.4 89.9 74.4 69.1 53.4 46.5 68.85

GRaMPa

ℓmin = 1
τ = 1.0 92.5 78.8 79.7 73.8 44.7 34.2 83.5 72.0 69.9 53.4 50.7 66.66 -2.19
τ = 5.0 93.2 80.1 81.9 77.1 48.7 38.3 86.0 69.6 70.6 54.2 50.7 68.21 -0.64
τ = −10.0 93.3 78.8 79.9 74.9 46.6 37.0 84.1 69.1 68.4 43.0 50.7 65.97 -2.88

ℓmin = 2
τ = 1.0 94.6 81.0 85.4 81.4 53.9 44.8 85.2 75.4 69.6 52.0 49.3 70.25 +1.40
τ = 5.0 94.1 81.5 81.0 76.4 47.3 38.4 83.1 73.2 69.1 52.3 45.1 67.42 -1.43
τ = −10.0 93.1 79.8 78.8 73.7 46.5 36.2 83.0 73.2 70.1 54.9 50.7 67.27 -1.58

ULM

ULM k = 64 α = 0.15 92.7 79.3 82.1 77.3 49.1 39.8 82.6 68.1 69.9 53.4 50.7 67.71

GRaMPa

ℓmin = 1
τ = 1.0 93.1 76.8 83.1 78.4 48.7 39.6 86.4 70.7 68.9 53.4 49.3 68.03 +0.32
τ = 5.0 93.2 79.3 83.9 79.6 50.1 41.0 84.7 71.5 69.9 52.7 43.7 68.16 +0.44
τ = −10.0 92.7 77.6 84.0 79.8 50.3 41.6 84.7 72.2 68.6 50.5 53.5 68.69 +0.98

ℓmin = 2
τ = 1.0 94.7 80.9 86.0 82.4 54.5 45.4 87.4 74.4 69.4 50.5 47.9 70.31 +2.60
τ = 5.0 94.6 79.0 86.1 82.3 55.6 46.5 86.4 75.0 70.3 53.1 46.5 70.48 +2.77
τ = −10.0 94.3 80.6 85.7 82.2 54.5 45.6 83.7 77.6 69.4 51.3 50.7 70.51 +2.80

Table 1 – Fine-tuning results. Each row corresponds to a separate encoder-only transformer with DeBERTa architecture
pre-trained with an MLM objective on a 50k subset of the SlimPajama dataset, and then fine-tuned separately on each of
the downstream tasks, totalling 14× 8 = 112 fine-tuning runs (see §D.2 for details). Each row first shows the vocabulary,
inference algorithm, and hyperparameter values of the model’s tokeniser. We report overall accuracy for PoS, span F1 for
NER, and binary accuracy or F1 otherwise; for DP, we report the unlabelled and labelled attachment score of relations, as
well as unlabelled and labelled complete match rates of dependency trees (Li et al., 2024). All metrics range from 0% to
100%. Higher is better. ∆̄ is the average deviation across all tasks from the baseline model with the same vocabulary.

UAS LAS UCM LCM
tr/te tr/te tr/te tr/te tr/te tr/te tr/te tr/te tr/te tr/te tr/te tr/te tr/te tr/te tr/te tr/te %̄ ∆̄

BPE

BPE-dropout pd = 0.1 74.1 75.4 80.4 81.6 67.3 69.6 76.4 77.2 40.3 43.5 48.6 49.4 31.0 34.3 41.6 39.4 58.13

GRaMPa

ℓmin = 1
τ = 1.0 76.0 76.5 79.2 79.7 68.6 70.0 73.9 73.8 41.8 42.4 45.1 44.7 31.3 32.6 35.2 34.2 56.56 -1.57
τ = 5.0 77.1 79.5 83.0 81.9 70.0 73.5 78.3 77.1 41.7 45.1 49.5 48.7 30.7 35.0 39.7 38.3 59.32 +1.19
τ = −10.0 77.4 79.1 83.5 79.9 70.4 72.8 79.3 74.9 42.5 46.3 51.0 46.6 31.7 35.4 41.9 37.0 59.35 +1.21

ℓmin = 2
τ = 1.0 73.6 74.4 84.9 85.4 66.4 68.2 80.7 81.4 41.2 41.7 52.0 53.9 31.0 33.6 43.6 44.8 59.81 +1.68
τ = 5.0 73.2 76.5 78.6 81.0 66.0 70.8 73.5 76.4 39.9 44.2 46.0 47.3 29.4 35.2 37.0 38.4 57.09 -1.04
τ = −10.0 73.0 75.0 83.9 78.8 65.6 68.6 79.6 73.7 40.2 42.1 52.0 46.5 30.0 31.8 43.1 36.2 57.50 -0.63

ULM

ULM k = 64 α = 0.15 77.1 79.1 81.3 82.1 69.8 72.9 75.9 77.3 42.3 44.8 46.6 49.1 30.9 34.3 36.2 39.8 58.72

GRaMPa

ℓmin = 1
τ = 1.0 76.3 77.2 82.1 83.1 69.2 70.7 77.4 78.4 41.8 44.0 48.4 48.7 31.5 34.0 38.7 39.6 58.83 +0.11
τ = 5.0 78.0 80.1 83.2 83.9 71.0 74.5 78.6 79.6 43.9 45.9 49.4 50.1 33.1 36.1 39.4 41.0 60.48 +1.76
τ = −10.0 76.2 79.6 83.3 84.0 69.1 74.0 79.1 79.8 40.0 45.9 50.1 50.3 30.4 36.6 41.4 41.6 60.09 +1.36

ℓmin = 2
τ = 1.0 76.2 79.8 84.6 86.0 69.3 74.1 80.7 82.4 41.6 47.3 52.5 54.5 31.2 37.6 43.5 45.4 61.66 +2.94
τ = 5.0 78.8 81.6 84.8 86.1 71.8 76.3 81.1 82.3 43.3 48.1 53.4 55.6 32.5 37.6 44.4 46.5 62.76 +4.04
τ = −10.0 78.3 81.9 83.4 85.7 71.5 76.7 78.9 82.2 43.8 47.5 51.0 54.5 33.2 38.1 41.6 45.6 62.11 +3.39

Table 2 – Fine-tuning results on DP when applying LD1 typos to 15% of all words in the different splits of the dataset. A
red line under te means typos were applied to the validation and test set, while tr means typos were applied to the train set.

that raising it even higher may improve down-
stream performance even further. We hypothesise
that it is the low quality of BPE-dropout’s regulari-
sation that makes the optimal dropout rate one with
a low quantity of regularisation.

A note about Rényi efficiency Recent work by
Zouhar et al. (2023) proposed tuning tokeniser
hyperparameters for use in LMs by maximising
Rényi efficiency Eα of the vocabulary. Cognetta et
al. (2024, bis) found two somewhat contrived to-
kenisers whose hyperparameters caused Eα to rise
monotonically with worse modelling results, mak-
ing Eα an unsuitable objective to optimise them
properly. We argue below that this holds for all
our hyperparameters – a real-life case of needing a
tuning criterion orthogonal to Rényi efficiency.

6 Results

Table 1 shows results on downstream tasks. Table 2
shows results for DP after perturbing its texts. Ap-

pendix §E contains both tables in relative form.

6.1 Fine-tuning

Baselines As predicted, BPE-dropout shows it-
self to be a strong baseline. We hypothesise that this
may be due to it being 5× more deterministic than
all other tested tokenisers, with a regularisation rate
of ∼10% rather than 50%. This consistency makes
memorisation easier,11 perhaps causing the large
gap with the ULM baseline on some tasks. On PoS
and NER, both highly memorisable, BPE-dropout
is hardly ever outperformed, whereas it commonly
is for DP, which isn’t memorisable at the token
level. Especially notable is the unconventionally
higher regularisation rate of the tokenisers that beat
BPE-dropout, affirming our central hypothesis that
not all subword regularisation is of equal quality: a

11One interesting though expensive experiment would be
to make all tokenisers fully deterministic during the train-
ing phase of fine-tuning and/or the testing phase, rather than
varying the segmentation in p = 50% of words.
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BPE-dropout tokeniser with our regularisation rate
of p = 0.5 would have pd ≈ 0.37 (see Figure 6
in §E) which Provilkov et al. show to be subop-
timal, and yet on DP, using the same vocabulary,
GRaMPa with that regularisation rate outperforms
even the optimal BPE-dropout setting of pd = 0.1.

Vocabularies ULM-based GRaMPa models are
overall better than the BPE-based ones: they im-
prove more over their own baseline, tend to have a
higher average score, and on DP specifically, this
holds true even without controlling for τ and ℓmin.

Temperature Depending on the vocabulary, the
response to increasing τ varies. There’s no clear
trend in the BPE-based models, whereas with the
ULM vocabulary, higher τ is always better. This is
counter to our hypothesis w.r.t. temperature, but in
either case, the uniform model (ℓmin = 1, τ = 1.0)
is (one of) the worst, affirming our hypothesis that
skewing away from uniformity is better.

Minimum length There is a much clearer effect
with either vocabulary that higher ℓmin is better.
The reason is likely that in the uniform case, single-
character tokens dominate 50% of the token distri-
bution (cfr. §3.1). Raising τ merely attenuates this
domination of low-information tokens, whereas
raising ℓmin fully excludes them (when possible) in
favour of more semantically laden tokens.

6.2 Robustness
With only 10% of words perturbed, the GRaMPa
models already diverge from the baselines. Again
the vocabularies behave distinctly: BPE tokens
seem less fit for dealing with typos than ULM to-
kens, perhaps since ULM has a larger variety of
small subwords (see Figure 7 in §E). All GRaMPa
models with ULM outperform the baseline, which
is stronger than BPE-dropout here. The most ro-
bust of those had longer tokens (Table 7) and less
segmentational entropy (Table 8), yet BPE-dropout
did too, making these insufficient predictors.

6.3 Rényi efficiency revisited
We now see that we could not have tuned
GRaMPa’s τ , ULM’s α, or the multiplexing p using
Rényi efficiency Eα. We know performance is not
monotonic in α (Kudo, 2018) and not in τ either
(§6.1), yet increasing τ and α causes a monotonic
skew away from uniformity in segmentations and
thus away from non-uniformity in token properties
(cfr. §3.1). The result is a monotonic increase in
Eα (see Figure 10 and Figure 11b in Appendix §E).

Additionally, for the typical BPE-dropout setting of
pd = 0.1, Eα is markedly higher (see Figure 11a)
than for ULM, whereas its models aren’t strictly
better; thus, Eα values aren’t absolute even for
identical vocabulary sizes, and cannot be compared
between tokeniser architectures. This is an issue
for multiplexing, because when multiplexing two
or more tokenisers, the setting with highest Eα will
simply be such that the tokeniser with highest indi-
vidual Eα is chosen 100% of the time, i.e. p = 0 or
p = 1. Hence, tuning p using Eα results in no mul-
tiplexing at all, whereas its benefits were outlined
above. For example, tuning p between determinis-
tic ULM and GRaMPa results in no determinism
at all (Figure 12b). On the off-chance that two to-
kenisers do hover around the same baseline Eα

(like in Figure 12a), it is mere coincidence, and Eα

being concave in p is meaningless.

7 Releases

A software implementation of GRaMPa is available
on GitHub as part of the HuggingFace-compatible
Tokeniser Toolkit (TkTkT) Python package:
https://github.com/bauwenst/TkTkT.

Model training experiments were set up using the
Language Modelling Tasks as Objects (LaMoTO)
Python package, partly developed for this work:
https://github.com/bauwenst/LaMoTO.

All tables and graphs were generated using the
Figures as Objects (Fiject) Python package:
https://github.com/bauwenst/fiject.

Lastly, the scripts needed to reproduce this paper
are found at https://github.com/bauwenst/
Experiments_GRaMPa.

8 Conclusion

We introduce GRaMPa, a stochastic tokenisation
algorithm that can sample valid tokenisations of a
string s uniformly in Θ(|s|2) time, thereby signifi-
cantly improving on rejection sampling. We argue
that stochastic tokenisers should take into account
not only the distribution of segmentations, but also
the distribution of the segmentations’ properties
like token length, which is systematically too low
when sampling uniformly. GRaMPa can be skewed
to prefer longer tokens using the temperature τ and
soft minimum length ℓmin hyperparameters. We
show that this results in improved downstream per-
formance on language modelling tasks, due to the
model seeing a mix of segmentation properties.
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Limitations

Having shown the effectiveness of regularising
monolingual (English) MLMs through skewed uni-
form tokenisation sampling, a natural extension
would be to test its effectiveness in multilingual
MLMs and translation models. We suspect that
because multilingual tokenisers are even worse at
providing meaningful token boundaries than mono-
lingual ones, they already treat strings as little more
than characters (like GRaMPa), and thus teach the
model to compose better.

Due to computational constraints, we did not
tune the vocabulary size |V | = 32768 nor the
BPE/GRaMPa multiplexing rate p = 0.5, which
we based on ULM’s regularisation rate at α = 0.15
(chosen heuristically between the recommended
values of 0.1 and 0.2, and likely is not the optimal
value either). Therefore, GRaMPa’s performance
could likely be improved with a more extensive
hyperparameter search, but so could the stochastic
ULM baseline.

We found that increasing ℓmin from 1 to 2 usually
had a positive impact. This begs the question at
which ℓmin this upwards trend stops/reverses.

For practitioners who want to use GRaMPa, we
realise that we have introduced multiple hyperpa-
rameters. We recommend the hyperparameter set-
ting (VULM, τ = 5.0, ℓmin = 2). We recommend a
multiplexing rate p lower than 0.5 for tasks involv-
ing memorisation (e.g. PoS) and higher for tasks
involving fine-grained word comprehension.

We did not train in a high-resource setting – only
with 6-layer DeBERTa models on a 50k truncated
corpus. Nevertheless, the latter is still a realistic
setting, and it also served to prove that there exists
at least one setting in which GRaMPa is useful. We
leave the investigation of how GRaMPa (or another
skewing mechanism for uniform sampling) scales
to larger models and datasets to future work.

We did not test what happens when the stochas-
tic tokenisers are made deterministic at inference
time, e.g. by setting p = 0. As confirmed by
Bauwens and Delobelle (2024), using a different to-
keniser during fine-tuning than during pre-training
can boost performance, and indeed, it is conceiv-
able that the embeddings for that deterministic
inference are of higher quality due to the regu-
larisation at train time. For fair comparison, the
same could be done to the baseline tokenisers at
inference, such that effectively, two identical BPE
tokenisers and two identical ULM tokenisers are

compared but one with and one without regularised
token embeddings.

In the same line of reasoning, we could have
also tested the converse, fine-tuning the models
that were pre-trained with a deterministic tokeniser
using all the different stochastic tokenisers. Since
GRaMPa becomes more deterministic with increas-
ing ℓmin and τ , in the limit, it is just another
deterministic tokenisation algorithm, and thus it
is conceivable that swapping out e.g. BPE for a
BPE-based GRaMPa may have the same effect
as Bauwens and Delobelle (2024) saw for BPE-
knockout.

We also did not pre-train any models with p = 0
or p = 1, which would have led to an additional
14 models. In particular, since GRaMPa performs
best when multiplexed with deterministic ULM and
strongly outperformed a stochastic ULM baseline,
one could wonder if this actually implies that ULM
is best used with no regularisation. We suspect
not, since it was precisely the beneficial effect of
ULM’s regularisation as found by Kudo (2018) that
popularised ULM and subword regularisation in
the first place.

Although both tables with fine-tuning results
show visible trends, they were generated using only
5 hyperparameter grid samples per model-task pair.
To be more confident about the reported best, and
to really get the best out of each model, we could
have done more runs.

Finally, our theoretical results sometimes assume
an infinite vocabulary. Whilst tokenisers used in
some state-of-the-art models have vocabularies that
may easily exceed hundreds of thousands of sub-
words in size, an infinite vocabulary does not model
any of the intricate constraints that exist in the seg-
mentation graphs produced by finite vocabularies.
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A Proofs

A.1 Segmentation graphs weighted with
unigram probabilities can’t be sampled
Markovianly and proportionally to the
joint unigram probability

Proof. Let the ni tokens that can extend a given
string s from character i = 0 . . . n − 1 onward
be called {ti,j}ni

j=1 with associated probabilities
{pi,j}ni

j=1 that need local renormalisation with de-
nominator Zi =

∑ni
j=1 pi,j to be sampled.

Now, imagine sampling the path that always
chooses the first outgoing token: it starts with t0,1
with a length we’ll call ℓ1, then chooses tℓ1,1 with
length ℓ2, then chooses tℓ1+ℓ2,1 with length ℓ3, then
tℓ1+ℓ2+ℓ3,1, ... until the lengths sum to |s|. The prob-
ability of the first step is p0,1/Z0, of the second is
pℓ1,1/Zℓ1 , of the third is pℓ1+ℓ2,1/Zℓ1+ℓ2 and so on.
In total, this path has a probability

P
(1)
Markov =

p0,1 · pℓ1,1 · pℓ1+ℓ2,1 . . .

Z0 · Zℓ1 · Zℓ1+ℓ2 . . .
(5)

of being sampled Markovianly. We now note that
the sequence of tokens {t0,1; tℓ1,1; tℓ1+ℓ2,1 . . .} has
a joint unigram probability equal to

P
(1)
LM = p0,1 · pℓ1,1 · pℓ1+ℓ2,1 . . . (6)

which is exactly the numerator in Eq.5. This is
promising: if PMarkov ∝ PLM with the same propor-
tionality constant for all paths (which would have
to be the sum of P (i)

LM across all segmentations i)
then we have proved the opposite case.

Yet, imagine a second path that starts with a
token of length k1 ̸= ℓ1, then a token of length
k2 such that k1 + k2 = ℓ1 + ℓ2, and beyond that
always takes the first token, overlapping with the
first path. This second path {t0,∗; tk1,∗; tℓ1+ℓ2,1 . . .}
has probability

P
(2)
Markov =

p0,∗ · pk1,∗ · pℓ1+ℓ2,1 . . .

Z0 · Zk1 · Zℓ1+ℓ2 . . .
(7)

which is also proportional to the joint unigram prob-
ability of the segmentation, namely

P
(2)
LM = p0,∗ · pk1,∗ · pℓ1+ℓ2,1 . . . (8)

yet the denominators of Eq.5 and Eq.7 differ in
their second factor Zℓ1 and Zk1 respectively, which
are constructed from an arbitrarily different subset
of the vocabulary and hence Zℓ1 ̸= Zk1 in general,
so the denominators differ. ■

This result also makes intuitive sense: the seg-
mentation graph can only return segmentations of
one specific string, and hence it samples across a re-
duced set of token sequences that together make up
100% of the possible segmentations. Meanwhile,
the joint probability (which is used by e.g. the ULM
tokeniser to find the most likely segmentation) ac-
tually models all token sequences, not just those
that concatenate to form the given string. These are
two different joint distributions.

A.2 Unskewed GRaMPa samples
segmentations uniformly

We prove the theorem for a forward-constructed
grid and hence backward decoding (R2L). An anal-
ogous proof exists for the L2R implementation.

Proof. Given a string s of n characters, let the path
count at node i = 0 . . . n in the lattice be called
ci ∈ N, where c0 = 1 and cn is the total amount
NV (s) of paths through the lattice and hence the
amount of valid segmentations of s. We now prove
that GRaMPa samples the NV (s) ≤ 2n−1 seg-
mentations uniformly, all having equal probability
1/NV (s) of occurring in the decoding process.

When GRaMPa finds itself in node i while de-
coding, it knows that ci paths arrive there and that
they came from the preceding nodes 0 . . . i − 1
according to

ci =
i−1∑

j=0

cj · 1{sj:i ∈ V }. (9)

It then samples a preceding node j from the reach-
able nodes with probability cj/ci (assuming no
skewing transformation). If j = 0, decoding ends.
Otherwise, another k < j is sampled with proba-
bility ck/cj . In the latter case, the joint probability
of both samples is

ck

@@cj
·@@cj
ci

=
ck
ci
. (10)

We now extend this argument: let the sequence of
all visited nodes be called {i0, i1, i2, . . . , iℓ}, with
i0 = 0 and iℓ = n, representing a segmentation of ℓ
tokens obtained through ℓ samples. The probability
of this segmentation is then

P =
ℓ∏

k=1

cik−1

cik
=

ci0
ZZci1
·ZZci1
ZZci2
· ... ·

HHHciℓ−2

HHHciℓ−1

·
HHHciℓ−1

ciℓ

=
ci0
ciℓ

=
c0
cn

=
1

NV (s)

(11)

which telescopes regardless of ℓ. ■
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A.3 Token lengths are distributed (almost)
geometrically across segmentations

Given is a string s of n characters. Assuming an
infinite vocabulary, there exist 2n−1 segmentations
for this string. Given a token length ℓ ∈ {1, ..., n},
we want to count how many tokens12 have this
length across all 2n−1 segmentations.13 Let this
number be called M(ℓ, n). We will first find an
explicit expression for M(ℓ, n), and then show that
the fraction of all tokens across all segmentations
that is taken up by tokens of length ℓ, i.e.

P (ℓ | n) = M(ℓ, n)
n∑

ℓ̃=1

M(ℓ̃, n)

(12)

approximates a (truncated) geometric distribution
for Bernoulli experiments with p = 1

2 . In other
words: tokens of length 1 appear twice as much as
tokens of length 2, which appear twice as much as
tokens of length 3, and so on. This then implies that
if we sample uniformly across segmentations, we
will see geometrically distributed token lengths.

Proof. We want to find the amount of tokens of
length ℓ that appear across all segmentations. This
is equivalent to counting how many tokens of
length ℓ appear in each segmentation, and summing
those counts.

If there are k tokens of length ℓ in a particular
segmentation, it contributes k to the total count.
Now, duplicate each such segmentation k times,
and call each one a "representative" of one of the to-
kens of length ℓ they contain. Put all representatives
for the same token (i.e. the same pair of boundary
indices) into a separate set. The sum of the sizes
of these sets is still M(ℓ, n). By now generating
these sets, we have turned counting tokens into
counting segmentations, which we already have an
expression for (2|s|−1).

Assume ℓ ̸= n for now. Consider the n− 1 inter-
character positions. A token of length ℓ is defined
by its starting boundary i and its ending boundary
i+ ℓ. Excluding the token whose starting boundary
lies before the string and the token whose ending
boundary lies after the string, we find all tokens of

12Not types. E.g.: for s = "ababc" and the segmentations
{ab/ab/c, a/b/ab/c}, we count 7 tokens total, despite using 2
types in the first, 4 types in the second, and 4 types together.

13This problem is related to counting how many sets of size
ℓ appear across all partitions of a set of n elements (Chern
et al., 2014), except in our case, we are restricted to forming
subsets from adjacent elements only.

length ℓ by sliding a window from inter-character
position i = 1 to i = n − 1 − ℓ, at which point
the ending boundary falls on the last inter-character
position i+ ℓ = n− 1.

Remember that segmentations are generated by
choosing whether or not a boundary goes on each
of the n−1 inter-character positions. When a token
of length ℓ starts at position i, that eliminates ℓ+ 1
choices: the two ends i and i+ℓ receive a boundary,
and all ℓ− 1 positions in between explicitly have
no boundary. Hence, n − 1 − (ℓ + 1) = n − 2 −
ℓ binary choices remain to be made. All 2n−2−ℓ

variations of these boundaries together form the
set of representatives for token (i, i+ ℓ). Since the
window had n− 1− ℓ different starting points, the
tokens it forms account for

(n− 1− ℓ) · 2n−2−ℓ (13)

representatives in total. We still have to account
for the two14 tokens we left out, which respec-
tively start and end on a non-inter-character po-
sition. Hence, for these two tokens, only ℓ choices
are eliminated rather than ℓ+ 1, leaving n− 1− ℓ
choices open and hence both have 2n−1−ℓ repre-
sentatives, giving

2 · 2n−1−ℓ = 4 · 2n−2−ℓ (14)

total. Adding Eq.13 and Eq.14, we finally get

M(ℓ, n) = (n− 1− ℓ) 2n−2−ℓ

︸ ︷︷ ︸
window

+4 · 2n−2−ℓ
︸ ︷︷ ︸

edges

(15)

given our assumption that ℓ ≤ n− 1. Note that at
ℓ = n− 1, the window has 0 positions and hence
only the second term contributes anything.

For the case where ℓ = n, i.e. the one token that
spans the entire string, the window argument breaks
down: Eq.13 suggests that a negative amount of
representatives is added by the window, whilst
Eq.14 alleges that 2−1 representatives are added at
both edges. Since the second term coincidentally
still adds the correct amount (namely 1), we just
need to ignore the first term for this one case, which
we can do by clipping it to 0. We get

M(ℓ, n) = max
{
0; (n−1−ℓ) 2n−2−ℓ

}
+4·2n−2−ℓ

= max{0;n−1−ℓ} 2n−2−ℓ + 4 · 2n−2−ℓ

= (4 +max{0;n− 1− ℓ}) 2n−2−ℓ

(16)
14There exist at least two tokens of all lengths ℓ ̸= n.
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which is exact for all token sizes ℓ ∈ {1, ..., n}.
The fact that this is strictly increasing given a con-
stant n and decreasing ℓ matches our intuition that
smaller tokens appear more across segmentations.

We now want to plug this expression into Eq.12.
To do so, we find a closed expression for the sum
in the denominator. To start, we note the follow-
ing: imagine we didn’t have the max in the above
equation, i.e. we made the approximation

M(ℓ, n) ≈ (4 + n− 1− ℓ) 2n−2−ℓ

= (n+ 3− ℓ) 2n−2−ℓ.
(17)

The only ℓ for which the latter is not exactly equal
to M(ℓ, n) is ℓ = n, where it is 3 · 2−2 = 0.75
rather than 1. Since Eq.12 sums exponentially in-
creasing values, this difference of 0.25 becomes
negligible and we use this simpler expression for
M(ℓ, n) instead. The summation becomes
n∑

ℓ=1

M(ℓ, n) ≈
n∑

ℓ=1

(n+3−ℓ) 2n−2−ℓ (18)

= 2n−2
n∑

ℓ=1

(n+ 3− ℓ) 2−ℓ (19)

= 2n−2

(
(n+ 3)

n∑

ℓ=1

2−ℓ−
n∑

ℓ=1

ℓ 2−ℓ

)

(20)

The first summation is a geometric series of the
form q, q2, q3, ... with q = 2−1 amounting to

n∑

k=1

qk = q
1− qn

1− q
= 1− 2−n. (21)

The second summation follows from taking the
derivative of Eq.21 w.r.t. q and some rearranging:

n∑

k=1

k qk =
q

1− q
(1− (n+ 1) · qn)

+

(
q

1− q

)2
(1− qn)

= (1−(n+1) 2−n) + (1−2−n)

= 2− (n+ 2) 2−n.

(22)

Putting these together,
n∑

ℓ=1

M(ℓ, n)

≈ 2n−2
(
(n+ 3)(1−2−n)−(2−(n+2) 2−n)

)

= 2n−2
(
(n+3)−(n+3)2−n−2+(n+2) 2−n

)

=
(
(n+ 1)− 2−n

)
2n−2.

(23)

We don’t simplify further, because this and Eq.17
both slot nicely into Eq.12:

P (ℓ | n) ≈ (n+ 3− ℓ) 2n−2−ℓ

((n+ 1)− 2−n)2n−2
(24)

=
n+ 3− ℓ

n+ 1− 2−n
2−ℓ (25)

≈ n+ 3− ℓ

n+ 1
2−ℓ (26)

=

(
1− ℓ− 2

n+ 1

)
2−ℓ. (27)

Despite the two approximations made, this is still
very close to being normalised across the token
lengths ℓ ∈ {1, ..., n}, and for very long strings
(n→∞), it is the geometric distribution of p = 1

2 :

lim
n→∞

P (ℓ | n) ≈ 2−ℓ =

(
1

2

)ℓ−1 1

2
(28)

=

(
1− 1

2

)ℓ−1 1

2
(29)

= (1− p)ℓ−1p (30)

The first factor in Eq.27 is only greater than 1 for
tokens of length ℓ = 1, meaning that slightly more
probability mass is allocated to the very smallest
tokens than a geometric distribution would. (This is
also necessary to keep the distribution normalised
when n < ∞.) The ℓ = 2 tokens follow the ge-
ometric distribution exactly. Tokens with ℓ ≥ 3
slightly undershoot the geometric distribution. ■

This result follows intuition too. If we sample
segmentations uniformly with no vocabulary con-
straint, there is a p = 50% chance of a token bound-
ary occurring between any two characters. We walk
through the string from left to right and perform
such i.i.d. Bernoulli experiments until we get a to-
ken boundary. The amount of experiments it takes
before this happens is geometrically distributed,
and is also equal to the length of the token delim-
ited on the right by that boundary. The length of
the second token follows the exact same procedure
except starting on the current boundary.

Assuming a string is long enough (large n), the
fact that the last token cannot extend past the last
character has negligible influence on the length
distribution of each token, and hence token lengths
are geometrically distributed.
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A.4 Expected value of characters-per-token
approaches 2 in uniform sampling

Let s be a string whose segmentations are sampled
uniformly, resulting in a random amount of tokens
m. Define the characters-per-token ratio

R =
|s|
m

. (31)

We know m ∼ 1 + Binom(|s| − 1, 12) as shown
in §3.1, assuming an infinite vocabulary. We now
prove that lim

|s|→∞
E[R] = 2.

Proof. Let X = m− 1, i.e. the random part of m,
then R is of the form

R = (n+ 1) · 1

1 +X
(32)

with n = |s| − 1 and X ∼ Binom(n, p), making

E[R] = (n+ 1)E
[

1

1 +X

]
. (33)

The latter factor is known (Chao and Strawderman,
1972) to be

E
[

1

1 +X

]
=

1− (1− p)n+1

(n+ 1)p
. (34)

for binomial variables X , so substituting back into
Eq.33 we get

E[R] =XXXX(n+ 1)
1− (1− p)n+1

XXXX(n+ 1) p

=
1

p

(
1− (1− p)n+1

) (35)

and since we know n = |s| − 1 and p = 1
2 ,

E[R] = 2 ·
(
1− 1

2|s|

)
(36)

where the second factor is 1 when |s| → ∞. ■

A.5 Non-deterministic complexity of Cognetta
et al. (2024) rejection sampling

Cognetta et al. (2024) present a non-deterministic
algorithm to uniformly sample string segmenta-
tions using rejection sampling by Lavrov (2018). A
description of this algorithm is given in §2.

For a string of n characters, their algorithm
requires Θ(n2) in space and time to construct
the directed acyclic graph (DAG) G representing
valid segmentations. Then, each sampling pass
takes O(n) time and succeeds with probability

Paccept(G, i) = ϵ(G)/PMarkov(G, i), where ϵ(G)
is a lower bound on Paccept(G, ·) for the worst-case
path. This lower bound can be computed as

ϵ(G) =
|s|−1∏

j=0

1

δo(j)
, (37)

which is the probability PMarkov(G, iwc) of sam-
pling the path iwc that visits every node.

In general, Paccept(G, i) depends both on G
and on the path i currently being sampled.
For a fixed G, we can consider rejection sam-
pling as a sequence of independent trials Xj ∼
Bernoulli(Paccept(G, ij)), where the sampled path
ij is drawn from a non-uniform discrete distri-
bution over paths i. Each path ij is drawn with
probability PMarkov(G, ij). The sequence of tri-
als is a generalisation of a geometric process
with a success rate p, where now p is itself vari-
able across trials. Nevertheless, we still want to
know the expected15 number of trials. Suppose
that we know the expected success rate E[P ] =
Ei⊂G [Paccept(G, ·)]. It can be shown that the ex-
pected number of trials until the first success T is
given by 1/E[P ].

Proof. Let T be the number of trials until the first
success. Then we can decompose E[T ] as

E[T ] = Paccept(G, i1)E[T | T = 1]

+ (1− Paccept(G, i1))E[T | T > 1]),
(38)

corresponding to two cases: if the first sampled path
is accepted, then T = 1, and if it is not accepted,
in which case T > 1. Then, taking the expectation
over paths for the first trial Ei1⊂G , we obtain

Ei1⊂G [E[T ]] = Ei1⊂G
[
Paccept(G, i1)E[T | T = 1]

+ (1− Paccept(G, i1))E[T | T > 1])
]

E[T ] = E[P ]E[T | T = 1]

+ (1− E[P ])E[T | T > 1])

E[T ] = E[P ] + (1− E[P ])(1 + E[T ]),
(39)

which simplifies to

0 = 1− E[T ]E[P ] (40)

and thus E[T ] = 1/E[P ]. ■

The total expected time complexity is then

Θ(n2) + E[T ]O(n) = Θ(n2) +
O(n)

E[P ]
. (41)

15I.e.: the average, across all paths in G.
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To compute the expectation E[P ] over both DAGs
and paths, we must specify a distribution over
DAGs. We do not attempt a full analysis, but in-
stead consider only the special case of the fully
connected DAG on n+ 1 nodes Gfull correspond-
ing to an infinite vocabulary. This is a DAG for
which the j-th node has edges to all subsequent
nodes from j + 1 to n+ 1. In this case, we get

E[P ] := ϵ(Gfull)E
[

1

PMarkov(Gfull, i)

]
, (42)

since ϵ is a graph-dependent constant that does not
depend on the path. It is given by the probability
of the least likely path, which for Gfull is the path
going through all nodes. At the j-th node, there are
δo(j) = n − j outgoing edges, of which exactly
one goes to the j + 1-th node. Therefore,

ϵ(Gfull) =
n−1∏

j=0

1

δo(j)
=

n−1∏

j=0

1

n− j
=

1

n!
. (43)

The expected value of 1/PMarkov(Gfull, i) is the
size of the domain of paths, which we now prove.

Proof. For any discrete stochastic variable X with
probability mass pX(x), domain D and support
D′ = {x ∈ D | p(x) > 0}, and any function
g : D → D, the law of the unconscious statistician
says

E[g(X)] =
∑

x∈D′
g(x) pX(x). (44)

When we choose 1/pX(x) as g(x), we then get

E
[

1

pX(X)

]
=
∑

x∈D′

1

pX(X)
pX(x)

=
∑

x∈D′
1 = |D′|.

(45)

The expected value in the right-hand side of Eq.42
ranges over the distribution of paths before the re-
jection process, i.e. paths i distributed according to
PMarkov(i). Hence, we can apply this result. ■

Since all segmentations are possible in Gfull, we get

Ei⊂Gfull

[
1

PMarkov(Gfull, i)

]
= 2n−1. (46)

Plugging Eq.43 and Eq.46 into Eq.42, we obtain
the expected success rate E[P ] = 2n−1/n! for a
fully connected DAG. The expected number of
samples until a success is thus

E[T ] =
n!

2n−1
. (47)

Finally, inserting this result into Eq.41 yields the
expected time complexity of tokenising a string
of length n with Cognetta et al. (2024)’s rejection
sampler given an infinite vocabulary:

Θ(n2) +O

(
n!

2n−1

)
·O(n) = O

(
(n+ 1)!

2n−1

)
.

(48)
In contrast, GRaMPa requires Θ(n2) in space and
time to construct the DAG and O(n) for a single
pass that is guaranteed to return a valid segmenta-
tion. The mean- and worst-case runtimes therefore
scale like Θ(n2), regardless of the vocabulary.

B Uniform rejection sampling for any
unigram distribution

In §A.1, we proved that sampling Markovianly
from a segmentation graph weighted by token prob-
abilities that only satisfy global normalisation, i.e.

∑

t∈V
P (t) = 1 (49)

gave rise to a differently shaped distribution than
the joint distribution in a unigram language model,
the latter being the product of the probabilities of
the resulting tokens t = [t1, t2, t3, . . .]

PLM(t) =

|t|∏

i=1

P (ti). (50)

The fundamental reason for this mismatch was that
we couldn’t get the local renormalisation constants
Zi to match up in Eq.5 and Eq.7,

PMarkov(t) =

|t|∏

i=1

P (ti)

Zi
. (51)

Rejection sampling can resolve this mismatch by
introducing a binary acceptance variable A and
sampling from PMarkov(t | A = 1), which we do
by sampling a t and then randomly deciding which
of the two subsets (A = 1 or A = 0) we are in on
this try. If we are in A = 1, then we can return it.

Proof. According to Bayes’s law,

P (t | A = 1) =
P (A = 1 | t)P (t)

P (A = 1)

= c1 · P (A = 1 | t)P (t)

(52)

for some c1 ∈ [0, 1] independent of t. Define the
acceptance rate depending on t’s Markov path:

PMarkov(A = 1 | t) = 1

c2

|t|∏

i=1

Zi (53)
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for some c2 independent of t. This then means

PMarkov(t | A=1) = c1 ·PMarkov(A=1 | t)PMarkov(t)

=
c1
c2

|t|∏

i=1

P (ti)

@@Zi
@@Zi

=
c1
c2
PLM(t) ∝ PLM(t)

(54)
and thus segmentations are returned from this sam-
pler at the same relative proportions as the language
model joint unigram probability would dictate. ■

Since 1 ≥ Zi ≥ P (ti) > 0, the product in Eq.53 is
very small. Because this equation gives the accep-
tance rate, it being small implies many rejections
and many retries. To avoid this, we should make c2
as small as possible whilst respecting the fact that
0 ≤ PMarkov(A = 1 | t) ≤ 1. It is above 0 as long
as c2 > 0. It is under 1 as long as

∀t : 1

c2

|t|∏

i=1

Zi ≤ 1 ⇐⇒ ∀t : c2 ≥
|t|∏

i=1

Zi (55)

so c2 must be at least as big as the biggest product,
i.e.

c2 ≥ max
t

|t|∏

i=1

Zi (56)

and since we want c2 to be as small as possible,

c2 = max
t

|t|∏

i=1

Zi. (57)

In other words: c2 in Eq.53 is the largest prod-
uct of normalising denominators that can be en-
countered when walking through the segmentation
graph, along one of the NV (s) ≤ 2|s|−1 paths t.

Luckily, this can be computed in Θ(|s|2) time
with a Viterbi maximiser like the one used by ULM,
except rather than taking and comparing products
of token probabilities, we take and compare prod-
ucts of denominators Zi.

C Length-ordered composition keys
(LOCKs) to sort segmentations

In order to visualise a skew towards segmenta-
tions with fewer, larger tokens in a tokeniser’s
output distribution for a string s of n characters,
we need to be able to place a given segmentation
[i0, i1, i2, . . . , iℓ] on a horizontal axis without ex-
plicitly generating and sorting the exponentially
many segmentations on the axis – because it takes
an intractably large amount of space and time, re-
spectively O(2n−1) and O(2n+2n−1 log 2n−1) =
O(n 2n) – and in such a way that segmentations
with fewer, larger tokens are concentrated on one
side of the axis and those with more, smaller tokens
appear on the other. We can do this with a suitable
function that maps each segmentation to a unique
integer between 0 and 2n−1 − 1.

C.1 Bit-ordered

One example of a function that does this, works like
as follows. Since a segmentation is entirely defined
by the n − 1 binary choices of whether to put a
token boundary at each inter-character position (1)
or not (0), encoding those decisions into a binary
string gives a unique (n− 1)-bit number that can
be converted to a decimal integer between 0 and
2n−1 − 1. The problem with this function is that
it orders segmentations very poorly: for example,
the two very distinct segmentations a/bcdef and
ab/c/d/e/f correspond to respectively 100002 = 16
and 011112 = 15, which are next to each other.

C.2 Length-ordered

We propose instead a function f to bijectively map
segmentations to integers in {0, 1, . . . , 2n−1} such
that the results are ordered first by the token amount,
then by the ordered token lengths, and haphazardly
(but uniquely) after that (since it is desirable for the
order to not prefer one segmentation over another
if they have the same list of token lengths).

We represent the segmentations as ordered lists
of token lengths: e.g., the segmentations τ1 =
a/bcdef and τ2 = ab/c/d/e/f become t1 = (1, 5)
and t2 = (2, 1, 1, 1), respectively.

Formally, we ensure three ordering rules be-
tween any two distinct segmentations τ1 and τ2.
Let t1 and t2 be the ordered lists of their token
lengths. Then f(τ1) < f(τ2) if and only if

1. |t1| < |t2|, or

2. |t1| = |t2|, sort(t1) < sort(t2), or

3. |t1| = |t2|, sort(t1) = sort(t2), g(t1) < g(t2)
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where sorting is ascending, lists of equal length
are compared element-by-element until a pair is
not equal, and g is a function that doesn’t gener-
ate unique outputs for all lists, but does generate
unique outputs for lists containing the same ele-
ments. That is, g(t) is a bijection between the per-
mutations of sort(t) and

MN(t) =

( |t|
c1, c2, . . . , ck

)
=

|t|!
c1!c2! · · · ck!

(58)

unequal integers, where c1, c2, . . . , ck are the
counts of the k unique elements of t.16 Though
not necessary, we require that those unequal inte-
gers are 0 . . .MN(t)− 1.

The above three rules define a total order and
could be enforced by sorting with a three-tiered
sorting key (k1, k2, k3). To compute f without
explicitly sorting using this key, we need to
compute how many segmentations would be
ordered under (k1, k2, k3). In other words: how
many have a first key under k1 (how many
segmentations exist with fewer tokens) and how
many with the same first key (same amount of
tokens) have a second key under k2 (how many
permutations exist for sorted lists that also sum to
n but are elementwise smaller), and we’ll need an
implementation of g. More formally, for the set
G of all possible token length lists of the string,

f1(t) = #{u ∈ G : |u| < |t|} (59)

f2(t) = #{u ∈ G : |u| = |t| ∧ sort(u) < sort(t)} (60)

f3(t) = #{u ∈ G : |u|= |t| ∧ sort(u) = sort(t) (61)

∧ g(u) < g(t)}
should be computed as part of

f(τ) = f1(t) + f2(t) + f3(t). (62)

We call the resulting identifier a length-ordered
composition key (LOCK), because it defines sorting
keys over the integer compositions of the number n
(i.e. the ordered lists of integers greater than 0 that
sum to n). Below, we show that we can compute
the functions f1, f2 and f3 efficiently.

C.2.1 f1: Compositions with fewer integers
Given a composition of length |t| for n, we need to
know the amount of compositions for n that have
m = 1, 2, . . . , |t|−1 integers. Mapping back to seg-
mentations for a moment: having m tokens means
having chosen m− 1 token boundaries among the

16The denominator avoids permutations of equal elements.

n− 1 possible locations, and there are
(
n−1
m−1

)
ways

to do this. Hence, the first term in f is

f1(t) =

|t|−1∑

m=1

(
n− 1

m− 1

)
(63)

= 2n−1 −
(
n− 1

|t| − 1

)
2F1(1, |t| − n; |t|;−1)

where 2F1(a, b; c; z) is the Gaussian hypergeomet-
ric function.

C.2.2 f2: Permutations of lower-order
partitions

Sorted compositions are called integer partitions.
They represent equivalence classes across the inte-
ger compositions. For segmentations, this means
ab/c/def and a/bcd/ef, having token lengths [2,1,3]
and [1,3,2] respectively, belong to the same equiv-
alence class represented by the partition [1,2,3],
unlike a/bcde/f which still has three tokens but in-
stead belongs to the lower-order class represented
by the partition [1,1,4].

The function f2(t) is the number of composi-
tions of n into |t| integers that, after sorting into
ascending order with sort, are strictly smaller than
sort(t), comparing elements left to right. The rea-
son we choose to order partitions this way and no
other way (e.g. comparing right to left, or some
other procedure) is that we want the left side of the
LOCK axis to represent segmentations that become
more common when GRaMPa is skewed more.
When τ → ±∞, all nodes in the segmentation
DAG have a uniform distribution across their arcs,
exactly like PMarkov in Eq.1, and it can be proved
that if you pick the most probable path from each
of the equivalence classes above, ordering them
from most to least probable is the same as ordering
them by comparing their elements left-to-right.

We are not aware of a closed-form expression
for f2(t), so we proceed as follows: if we knew the
partitions representing the equivalence classes pre-
ceding the class to which t belongs, we could apply
Eq.58 to get the size of each class and sum the
results. For knowing partitions to be feasible, two
things must be true: the amount of partitions to gen-
erate must never explode (even for the last-ranked
partition), and the work required per generated par-
tition also must never explode.

The amount of integer partitions of n scales with
O
(
1
n exp(

√
n)
)

(Hardy and Ramanujan, 1917), but
fortunately, it is still quite moderate for n < 45,
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which is more than enough for tokenising words.17

An iterative algorithm to generate integer par-
titions of length |t| in exactly the order we want,
and one at a time (allowing early stopping), was
described by Hindenburg (1779, pp. 74–76) and
rephrased by Knuth (2014, section 7.2.1.4, Algo-
rithm H and Theorem H). For clarity, however,
we reimplement it recursively in Algorithm 4.
The time complexity of this algorithm scales
as the amount of partitions it outputs, namely
O
(

1
n−|t| exp(

√
n− |t|)

)
(Oruç, 2016). In practice

the algorithm performs well. E.g.: it takes 2 ms on
a single Intel i7 core to find all sorted lists of token
lengths (partitions) of k = 20 tokens that sum to
n = 40 characters, out of the 68.9 billion unsorted
such lists (compositions).

Algorithm 4 Generating the integer k-partitions
(sorted k-compositions) of n in lexicographic order

1: function PARTITIONSK(n, k, PREFIX=[])
2: if k = 0 then
3: yield PREFIX

4: else
5: if k = 1 then
6: L← n
7: else if LENGTH(PREFIX) > 0 then
8: L← LAST(PREFIX)
9: else

10: L← 1
11: U ← ⌊n/k⌋
12: for s ∈ L, . . . , U do
13: for p ∈ PARTITIONSK(n−s, k−1,
14: APPEND(PREFIX, s)) do
15: yield p

C.2.3 f3 : Lower-order permutations of the
same partition

Finally, let’s define g(t), a bijection from a per-
mutation of a list sort(t) with possible duplicate
elements to a unique integer identifier.

Start at permutation identifier 0. First do a pass
through the list counting how many of each unique
element is present. Then walk through a second
time, from left to right, keeping track of how many
of each unique element is yet to be encountered
on this walk. Then, at each position i with value
t[i], find which of the remaining elements are lower

17For some sense of scale: n = 37 has just over 20 000
integer partitions, of which we only need a fraction since we
only care about those with length |t|. Meanwhile, this n has
237−1 = 68.7 billion integer compositions.

than t[i], and for each such element e, we use Eq.58
to count how many permutations could have been
formed with the remaining elements if, rather than
having t[i] at position i, we had e there and still had
t[i] available. Because e < t[i], we know for sure
that all permutations that have e in position i are
ordered below the current permutation and hence
occupy that many permutation identifiers already,
so we bump the current identifier by at least that
amount. At the end of the walk, whatever number
we arrive at is unique for the given permutation.
Call this number g(t). A pseudocode implementa-
tion is given in Algorithm 5.

For f3(t), we wanted to know the amount of
permutations whose identifier precedes t. Since the
identifiers are integers starting at 0 with no gaps
in between, the amount of identifiers under g(t) is
just f3(t) = g(t).

Algorithm 5 Counting multiset permutations pre-
ceding t in lexicographic order

1: function g(t)
2: n← |t|
3: ▷ CTR is a dict mapping t[i] to their counts

4: CTR ← COUNTUNIQUE(t)
5: (a1, . . . , ak)← SORTASC(CTR.KEYS)
6: g ← 0
7: for i ∈ {1, . . . , n} do
8: for a ∈ (a1, . . . , ak) do
9: if a < t[i] and CTR(a) > 0 then

10: CTR(a)← CTR(a)− 1
11: ▷ MN is given by Eq. 58

12: g ← g+MN(n−i, CTR.VALS)
13: CTR(a)← CTR(a) + 1
14: CTR(t[i])← CTR(t[i])− 1
15: return g
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D Experimental Setup

D.1 Hardware
Vocabularisation with SentencePiece was done on
an Intel Xeon Platinum 8360Y (2.4 GHz) with peak
memory usage being about 50 GiB for BPE and
260 GiB for ULM.

Pre-training the 14 DeBERTa models to 512
batches was done with one GPU each. Half were
trained on an NVIDIA A100 SXM4 (80 GiB), the
other half on an NVIDIA H100 HBM3 (80 GiB).
Each pre-training run took about a day on the A100
and about half a day on the H100. Experimental
runs amounted to about 4 extra days on one A100.

Fine-tuning was also done on a mixture of A100s
and H100s. The precise mixture is shown in Table 3,
although we didn’t track steps 1–4 in §D.2 (the 5
shortened hyperparameter tuning runs preceding
each reported fine-tuning run). Considering one
H100 as equivalent to two A100s, the total compute
spent was at least 20 A100 GPU days.

A100 H100 A100-eq. total
hours days hours days hours days

pretraining 259.48 10.81 79.22 3.30 417.92 17.41
finetuning 27.35 1.14 19.00 0.79 65.35 2.72
all 286.82 11.95 98.22 4.09 483.27 20.14

Table 3 – Minimal GPU time spent on this paper.

D.2 Hyperparameters
Pre-training We use the pre-training hyperpa-
rameters in Table 4. The masking rate is taken from
BERT (Devlin et al., 2019). The context length was
chosen to be twice that of RoBERTa (Liu et al.,
2019) because of the finding that uniform sampling
doubles the amount of tokens produced by the to-
keniser. The device batch size was chosen because
after including the model and optimiser, it held the
VRAM usage of the GPUs at a constant 94% given
packed examples. The effective batch size (i.e. the
amount of examples between gradient descents)
was chosen equal to that of DeBERTa (He et al.,
2021) and because it is the best-performing size
in the RoBERTa paper. The validation interval and
validation set size were chosen based on timing
benchmarks (§D.3) such that respectively (1) no
more than 4 hours would pass without evaluation
and checkpointing, and (2) evaluation would take
no more than about 10% of the total compute.

The learning rate schedule was chosen to not
decrease after reaching its peak because reducing
the size of gradient updates is exactly the purpose

Hyperparameter Value
Device batch size 27 = 128 ex

Effective batch size 211 = 2048 ex/bs
Validation set size 214 = 16384 ex

Context length 210 = 1024 tk/ex
Validation interval 26 = 64 bs

Warmup batches 28 = 256 bs
Peak learning rate 1× 10−3

Learning rate schedule Fixed w/ warmup
Stopping criterion Convergence or 512 bs

Masking rate 15%
Tied embeddings yes

AdamW decay rate 0.01
AdamW (β1, β2) (0.9, 0.999)

Layers 6
Embedding size 512

FFNN size per layer 2048
Att. heads per layer 8

DeBERTa k 512

⇒ Base model size: 39 362 560 parameters

Table 4 – DeBERTa pre-training hyperparameters

of an adaptive momentum-based optimiser, which
is AdamW (Loshchilov and Hutter, 2019) with de-
fault hyperparameters in our case. We use much
fewer warmup batches than the aforementioned pa-
pers because we expect to train for no more than
two days; we take this number from Kalra and
Barkeshli (2024) who found it to be the minimal
number needed for stable training.

The maximum number of batches in the stop-
ping criterion, namely 512, was selected due to a
server outage in pre-training, causing some runs to
terminate early at that value.

Hyperparameter Value
Warmup batches {50, 100, 500, 1000}

Effective batch size {16, 32, 64, 128, 256, 512}
Learning rate {1e-6, 5e-6, 1e-5, 5e-5,

1e-4, 5e-4, 1e-3}
AdamW decay rate {0.01, 0.02, 0.03, 0.04, 0.05,

0.06, 0.07, 0.08, 0.09, 0.10}

Table 5 – DeBERTa fine-tuning hyperparameter domains

Fine-tuning All fine-tuning experiments pro-
ceeded as follows, using the following method for
hyperparameter search: for a given task T and a
pre-trained modelM0,

1. Take 5 samples of the form h = (w, b, r, λ)
from the grid in Table 5.
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2. For each sample h: fine-tuneM0 on T with
hyperparameters h, evaluating and check-
pointing after every 214

5 examples or 1 epoch
(whichever is smaller), stopping if either (1)
validation loss Lv hasn’t decreased for 5 eval-
uations in a row or (2) 214 examples have been
seen. Finally, keep the checkpoint with lowest
Lv and call itMh

1 .

3. For each sample h: evaluate Mh
1 on a task-

dependent downstream metric mT .

4. Select the best sample h∗ according to the
best value of mT , which in our case is always
better when bigger.

5. Fine-tuneM0 on T with hyperparameters h∗,
evaluating and checkpointing after every 214

examples or 1 epoch (whichever is smaller),
stopping if either (1) mT hasn’t decreased for
5 evaluations in a row or (2) 219 examples
have been seen. Call the resulting fine-tuned
modelM2.

6. EvaluateM2 on the test set and report that.

D.3 Benchmarks
During pre-training, processing 1 effective batch
(from tokenisation to gradient descent) took the
models 2m30s with the baseline tokenisers (20
minutes per evaluation, 160 minutes between eval-
uations) and 3m45s with the GRaMPa tokenisers
(30 minutes per evaluation, 240 minutes between
evaluations).

D.4 Dataset sizes
Table 6 shows the sizes of the different partitions of
the datasets used in the experiments. SlimPajama
was truncated to the first 50k in training.

Since the test set for all the GLUE datasets has
no publicly available labels, we replace it by taking
a random sample (stratified by label value) out of
the train set equal in size to the validation set. This
is better than splitting the validation set, since it is
usually the case in GLUE that the train and test set
are abundant whilst the validation set is very lean.

Dataset Train Validation Test
SlimPajama18 50000 20000 –
CoNLL-2003 14041 3250 3453

UDen_ewt 12543 2002 2077
QQP 323416 40430 40430

SST-2 66477 872 872
MRPC 3260 408 408

RTE 2213 277 277
WNLI 564 71 71

Table 6 – Dataset sizes used in our fine-tuning experi-
ments. The non-GLUE datasets are due to respectively
Soboleva et al. (2023) (SlimPajama), Tjong Kim Sang
and De Meulder (2003) (CoNLL-2003) and Silveira et al.
(2014) (UDen_ewt). The GLUE tasks are due to respec-
tively Iyer et al. (2017) (QQP), Socher et al. (2013)
(SST-2), Dolan and Brockett (2005) (MRPC), Dagan
et al. (2006); Bar-Haim et al. (2006); Giampiccolo et al.
(2007); Bentivogli et al. (2009) (RTE), and Levesque
et al. (2012) (WNLI).

18The training set for vocabularisation was 3 000 000 exam-
ples rather than the 50 000 for pre-training. The validation set
was used only to compute the Rényi entropy and the regulari-
sation rate of the BPE and ULM tokenisers.
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(d) Segmentality S

Figure 2 – Different distributional views for a uniform segmentation distribution with infinite vocabulary. The top two
plots aggregate 100 000 samples from the segmentations of a string with |s| = 29. The bottom plots were generated across
the words in the 20k SlimPajama validation set.
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Figure 3 – Same histogram as Figure 2a for different
skewing temperatures of GRaMPa.
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Figure 4 – Evolution of the mean and standard deviation
of segmentality S (see §3.1) w.r.t. GRaMPa temperature
τ , measured across the 20k SlimPajama validation set.
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(a) τ = 1.0
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(b) τ = 1.025
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(c) τ = 1.05
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(d) τ = 1.1
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(e) τ = 1.15
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(f) τ = 1.2

Figure 5 – Progressively stronger skew in the frequency distribution of segmentations with increasing GRaMPa temperature
τ . The horizontal axis enumerates the domain of possible segmentations of a string. The histograms were generated by
taking 100 000 samples from GRaMPa each time from a word of length |s| = 29, and then binning the 228 = 268 435 456
LOC keys for the possible segmentations (see §C) into adjacent spans of 512 bins. Since an infinite vocabulary was used,
the histograms hold for any string of the same length.
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Figure 6 – Regularisation rate (i.e. fraction of produced segmentations that differ from the one deterministic segmentation)
of BPE and ULM w.r.t. their temperature-like hyperparameter in the SlimPajama 20k validation set.
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Figure 7 – Distribution of the length of the 32k subword
types in our two SlimPajama-3M vocabularies.
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(i.e. shorter tokens becoming even more common).
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Figure 9 – Fraction of the maximal log-amount of segmentations that are available in the GRaMPa segmentation graph
w.r.t. increasing vocabulary size |V ′|, averaged over all words in the SlimPajama 20k validation set.
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Figure 10 – Rényi efficiency Eα (α = 2.5) w.r.t. non-multiplexed (p = 1.0) GRaMPa temperature τ .
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Figure 11 – Rényi efficiency Eα (α = 2.5) w.r.t. non-multiplexed non-GRaMPa tokeniser hyperparameters.
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Figure 12 – Rényi efficiency Eα (α = 2.5) w.r.t. GRaMPa multiplexing rate p.
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m S ℓ R
mean std mean std mean std mean std

BPE

BPE
pd = 0.0 1.27 1.08 0.05 0.18 4.19 2.62 4.65 2.58
pd = 0.1 1.41 1.16 0.10 0.24 3.79 2.57 4.39 2.60

GRaMPa

ℓmin = 1
τ = 1.0 3.42 2.21 0.54 0.32 1.56 0.86 1.74 0.80
τ = 5.0 2.85 1.89 0.44 0.33 1.87 1.29 2.19 1.39
τ = −10.0 2.59 1.75 0.40 0.34 2.06 1.58 2.49 1.79

ℓmin = 2
τ = 1.0 2.25 1.50 0.25 0.23 2.37 1.23 2.58 1.21
τ = 5.0 2.14 1.45 0.23 0.23 2.50 1.48 2.78 1.54
τ = −10.0 2.09 1.43 0.22 0.23 2.56 1.61 2.88 1.70

ULM

ULM
k = 1 α = 1.0 1.24 0.78 0.04 0.13 4.30 2.64 4.64 2.58
k = 64 α = 0.15 2.17 1.45 0.29 0.32 2.45 2.03 3.11 2.28

GRaMPa

ℓmin = 1
τ = 1.0 3.55 2.30 0.57 0.33 1.50 0.85 1.72 0.89
τ = 5.0 2.82 2.00 0.44 0.36 1.89 1.46 2.39 1.74
τ = −10.0 2.46 1.83 0.38 0.37 2.17 1.87 2.86 2.21

ℓmin = 2
τ = 1.0 1.86 1.51 0.16 0.24 2.87 1.84 3.41 1.92
τ = 5.0 1.78 1.45 0.15 0.23 3.00 2.03 3.57 2.10
τ = −10.0 1.74 1.42 0.14 0.23 3.06 2.12 3.65 2.19

Table 7 – Mean and standard deviation for segmentation properties of the tokenisers used in this paper (see §3.1) on the
20k SlimPajama validation set. m is averaged across (space-separated) words, ℓ is averaged across produced tokens, and
both R = |s|/m and S = (m− 1)/(|s| − 1) are macro-averaged across words. m and S can be viewed as unnormalised
and normalised fertility. ℓ can be viewed as the micro-average version of R. Note: Unlike Table 1, the GRaMPa tokenisers
shown here are without multiplexing with a deterministic tokeniser. The values as seen by the models of Table 1 lie halfway
between each deterministic tokeniser’s mean and each GRaMPa tokeniser’s mean (since they were multiplexed with
p = 0.5). For example, when multiplexing GRaMPa(ℓmin = 1, τ = 5.0) with ULM, its mean m is 1

2
(1.24+2.82) = 2.03.

H�m
1 /H

�m
0 H1/H0 RR�m max(C,U) C U

mean std mean std mean std mean std mean std mean std

BPE

BPE
pd = 0.0 0.00 0.00 0.00 0.00 0.00 0.00 16.33 17.38 16.24 17.45 1.00 0.00
pd = 0.1 48.36 34.49 22.39 16.42 11.13 7.16 44.62 38.38 44.33 38.70 3.32 1.51

GRaMPa

ℓmin = 1
τ = 1.0 97.12 3.20 96.75 3.20 79.48 17.78 94.69 9.85 87.20 25.15 25.17 28.56
τ = 5.0 92.68 5.84 91.42 6.40 74.29 15.84 89.40 15.86 83.10 27.44 21.53 23.36
τ = −10.0 88.55 8.39 85.95 10.31 69.34 13.39 84.31 21.11 79.39 29.72 18.15 18.43

ℓmin = 2
τ = 1.0 32.65 24.99 44.89 21.95 58.21 30.40 34.41 14.19 32.11 16.26 6.71 8.66
τ = 5.0 31.94 24.29 43.80 21.24 55.81 28.63 34.20 14.15 32.07 16.32 6.50 7.89
τ = −10.0 31.30 23.69 42.81 20.65 54.09 27.38 33.99 14.21 32.02 16.39 6.29 7.26

ULM

ULM
k = 1 α = 1.0 0.00 0.00 0.00 0.00 0.00 0.00 18.93 17.39 18.87 17.46 1.00 0.00
k = 64 α = 0.15 83.56 12.38 73.64 14.63 51.29 16.52 82.35 25.73 80.33 30.03 12.00 11.14

GRaMPa

ℓmin = 1
τ = 1.0 97.46 3.06 97.10 3.06 76.87 17.80 95.59 9.14 89.99 22.41 21.09 26.52
τ = 5.0 92.33 7.24 88.72 8.92 66.45 15.37 89.90 16.67 85.43 25.72 17.36 20.60
τ = −10.0 87.50 12.19 79.87 16.21 57.73 14.54 83.95 23.64 80.77 29.36 13.81 15.36

ℓmin = 2
τ = 1.0 12.71 20.15 20.20 22.90 30.93 34.13 25.30 16.40 24.35 16.99 3.19 5.15
τ = 5.0 12.53 19.80 19.60 22.16 28.84 31.54 25.26 16.38 24.35 16.99 3.14 4.84
τ = −10.0 12.36 19.49 19.03 21.50 27.45 29.97 25.20 16.37 24.34 17.00 3.08 4.54

Table 8 – Mean and standard deviation for properties of the distribution of segmentations produced by the tokenisers used
in this paper (again without multiplexing, as in Table 7). To generate segmentation distributions, we use the first 10%
(2k) of examples in our SlimPajama validation set, split those into space-separated words, and then for each tokeniser, we
filter out the words that have only one possible segmentation and sample the tokeniser M = 100 times for the others. For
each word’s segmentation distribution, we compute the Shannon efficiency (i.e. the percentage of the maximal possible
Shannon entropy H0 that is achieved by the actual Shannon entropy H1, where H0 = log2(min{M,NV (s)}) corrects
for the fact that M samples may not be able to cover the entire domain and hence even in the uniform case have entropy
H1 = log2(M) < log2(NV (s)) = H ′

0) of respectively the distribution without the most likely segmentation (Hm—
1 /H

m—
0 )

and the entire distribution (H1/H0). We also compute the regularisation rate w.r.t. that most likely segmentation (i.e. the
percentage of segmentations that are not that segmentation) RRm—. Finally, we count the amount of unique segmentations u
produced for a string and then compute their coverage C = u/NV (s) of the domain, the uniqueness U = u/M of the
samples, and the maximum of the two (which measures uniqueness for distributions that could have never been covered fully
with M samples, and coverage for those that could, since max{C,U} = max{u/NV (s), u/M} = u/min{NV (s),M}).
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Token-level Sequence-level
PoS NER DP SST-2 QQP MRPC RTE WNLI
Acc F1 UAS LAS UCM LCM Acc F1 Acc Acc Acc %̄ ∆̄

BPE

BPE-dropout pd = 0.1 95.27 81.13 81.64 77.18 49.40 39.38 89.91 74.42 69.12 53.43 46.48 68.85

GRaMPa

ℓmin = 1
τ = 1.0 -2.74 -2.32 -1.98 -3.34 -4.67 -5.20 -6.42 -2.39 +0.74 +0.00 +4.23 66.66 -2.19
τ = 5.0 -2.08 -1.06 +0.26 -0.12 -0.72 -1.06 -3.90 -4.83 +1.47 +0.72 +4.23 68.21 -0.64
τ = −10.0 -1.96 -2.32 -1.70 -2.33 -2.84 -2.41 -5.85 -5.32 -0.74 -10.47 +4.23 65.97 -2.88

ℓmin = 2
τ = 1.0 -0.63 -0.14 +3.75 +4.25 +4.53 +5.44 -4.70 +0.99 +0.49 -1.44 +2.82 70.25 +1.40
τ = 5.0 -1.18 +0.32 -0.59 -0.74 -2.07 -0.96 -6.77 -1.24 +0.00 -1.08 -1.41 67.42 -1.43
τ = −10.0 -2.14 -1.30 -2.82 -3.52 -2.94 -3.23 -6.88 -1.24 +0.98 +1.44 +4.23 67.27 -1.58

ULM

ULM k = 64 α = 0.15 92.74 79.26 82.10 77.25 49.11 39.77 82.57 68.08 69.85 53.43 50.70 67.71

GRaMPa

ℓmin = 1
τ = 1.0 +0.33 -2.45 +0.98 +1.19 -0.39 -0.19 +3.78 +2.60 -0.98 +0.00 -1.41 68.03 +0.32
τ = 5.0 +0.50 +0.06 +1.81 +2.35 +1.01 +1.25 +2.18 +3.47 +0.00 -0.72 -7.04 68.16 +0.44
τ = −10.0 -0.03 -1.69 +1.86 +2.53 +1.20 +1.83 +2.18 +4.16 -1.23 -2.89 +2.82 68.69 +0.98

ℓmin = 2
τ = 1.0 +1.93 +1.66 +3.87 +5.15 +5.44 +5.58 +4.82 +6.35 -0.49 -2.89 -2.82 70.31 +2.60
τ = 5.0 +1.87 -0.26 +3.98 +5.06 +6.45 +6.74 +3.78 +6.88 +0.49 -0.36 -4.23 70.48 +2.77
τ = −10.0 +1.52 +1.39 +3.62 +4.93 +5.39 +5.87 +1.15 +9.53 -0.49 -2.17 +0.00 70.51 +2.80

Table 9 – Results of Table 1 expressed relative to the two baselines (in grey).

UAS LAS UCM LCM
tr/te tr/te tr/te tr/te tr/te tr/te tr/te tr/te tr/te tr/te tr/te tr/te tr/te tr/te tr/te tr/te %̄ ∆̄

BPE

BPE-dropout pd = 0.1 74.10 75.37 80.44 81.64 67.32 69.62 76.41 77.18 40.25 43.48 48.63 49.40 31.01 34.33 41.55 39.38 58.13

GRaMPa

ℓmin = 1
τ = 1.0 +1.91 +1.10 -1.23 -1.98 +1.24 +0.42 -2.51 -3.34 +1.54 -1.11 -3.56 -4.67 +0.29 -1.69 -6.36 -5.20 56.56 -1.57
τ = 5.0 +2.98 +4.11 +2.61 +0.26 +2.69 +3.86 +1.86 -0.12 +1.49 +1.64 +0.87 -0.72 -0.29 +0.63 -1.83 -1.06 59.32 +1.19
τ = −10.0 +3.26 +3.75 +3.09 -1.70 +3.06 +3.22 +2.85 -2.33 +2.21 +2.79 +2.36 -2.84 +0.67 +1.11 +0.34 -2.41 59.35 +1.21

ℓmin = 2
τ = 1.0 -0.48 -0.96 +4.46 +3.75 -0.90 -1.43 +4.34 +4.25 +0.96 -1.73 +3.42 +4.53 +0.00 -0.72 +2.02 +5.44 59.81 +1.68
τ = 5.0 -0.92 +1.11 -1.88 -0.59 -1.36 +1.14 -2.92 -0.74 -0.34 +0.72 -2.60 -2.07 -1.64 +0.87 -4.53 -0.96 57.09 -1.04
τ = −10.0 -1.07 -0.37 +3.46 -2.82 -1.74 -1.07 +3.24 -3.52 -0.10 -1.40 +3.37 -2.94 -0.96 -2.50 +1.54 -3.23 57.50 -0.63

ULM

ULM k = 64 α = 0.15 77.11 79.13 81.34 82.10 69.78 72.88 75.94 77.25 42.32 44.82 46.61 49.11 30.91 34.33 36.16 39.77 58.72

GRaMPa

ℓmin = 1
τ = 1.0 -0.80 -1.90 +0.81 +0.98 -0.56 -2.17 +1.45 +1.19 -0.53 -0.82 +1.83 -0.39 +0.63 -0.34 +2.50 -0.19 58.83 +0.11
τ = 5.0 +0.84 +0.97 +1.82 +1.81 +1.17 +1.62 +2.65 +2.35 +1.54 +1.06 +2.84 +1.01 +2.21 +1.73 +3.27 +1.25 60.48 +1.76
τ = −10.0 -0.88 +0.46 +1.94 +1.86 -0.64 +1.09 +3.13 +2.53 -2.31 +1.11 +3.51 +1.20 -0.53 +2.26 +5.25 +1.83 60.09 +1.36

ℓmin = 2
τ = 1.0 -0.96 +0.72 +3.30 +3.87 -0.52 +1.17 +4.79 +5.15 -0.72 +2.46 +5.87 +5.44 +0.24 +3.27 +7.32 +5.58 61.66 +2.94
τ = 5.0 +1.72 +2.44 +3.50 +3.98 +2.00 +3.37 +5.13 +5.06 +0.96 +3.32 +6.84 +6.45 +1.59 +3.27 +8.23 +6.74 62.76 +4.04
τ = −10.0 +1.15 +2.77 +2.02 +3.62 +1.72 +3.77 +2.98 +4.93 +1.49 +2.65 +4.38 +5.39 +2.26 +3.80 +5.44 +5.87 62.11 +3.39

Table 10 – Results of Table 2 expressed relative to the two baselines (in grey).
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