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Abstract

Large language models (LLMs) often gener-
ate responses that deviate from user input or
training data, a phenomenon known as “hal-
lucination.” These hallucinations undermine
user trust and hinder the adoption of genera-
tive Al systems. Addressing hallucinations is
important for the advancement of LLMs. This
paper introduces a comprehensive hallucina-
tion benchmark HalluLens, incorporating both
extrinsic and intrinsic evaluation tasks, built
upon a clear taxonomy of hallucination. A ma-
jor challenge in benchmarking hallucinations
is the lack of a unified framework due to in-
consistent definitions and categorizations. We
disentangle LLM hallucination from “factual-
ity” and propose a taxonomy distinguishing ex-
trinsic and intrinsic hallucinations to promote
consistency and facilitate research. We empha-
size extrinsic hallucinations — where generated
content deviates from training data — as they
become increasingly relevant with LLM ad-
vancements. However, no benchmark is solely
dedicated to extrinsic hallucinations. To ad-
dress this gap, HalluLens introduces three new
extrinsic tasks with dynamic test set generation
to mitigate data leakage and ensure robustness.
We release codebase for extrinsic hallucination
benchmark.!

1 Introduction

Large language models (LLMs) are known to gen-
erate responses that could be inconsistent with the
user input, or existing knowledge — a phenomenon
commonly referred to as “hallucination”. Such
hallucinations can pose significant challenges to
user trust and acceptance of generative Al sys-
tems. Therefore, identifying and mitigating hal-
lucinations is important for the broader adoption
and further development of LLMs. We believe that
a comprehensive, reliable, and ungameable evalua-
tion is the first step toward effective mitigation.
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One of the key challenges in benchmarking hal-
lucinations in LLMs is the lack of consensus on the
definitions of various types and sources of halluci-
nations, leading to the absence of a unified frame-
work for comprehensive evaluation. While several
benchmarks exist for evaluating LLM hallucination
(Li et al., 2024; Ming et al., 2024; Ji et al., 2024;
Sun et al., 2024), they often do not specify the types
of hallucination being considered, or the categories
are inconsistent with one another. This results in in-
consistent coverage and a gap in research insights.

Moreover, as LLMs advance, the LLM hallu-
cination is often conflated with “factuality” (Wei
et al., 2024a; Lin et al., 2022; Mallen et al., 2023a).
Although “hallucination” and ““factuality” overlap,
they are distinct challenges necessitating separate
benchmarks and solutions (Wang et al., 2023; Au-
genstein et al., 2024). In particular, factuality re-
quires an oracle external to the model to define a
ground truth as its nature of update over time. Hal-
lucination is defined as a model behavior where its
output is found to be inconsistent with either its pre-
training corpus or the input context. Whereas the
oracle for factuality can be difficult to define and
even controversial at times, an oracle for halluci-
nation can be defined internally with respect to the
model. Our first objective is to delineate and clarify
different types of hallucinations by disentangling
“hallucination” from “factuality” and providing a
taxonomy that promotes consistency and facilitates
further research.

We consider there to be two main types of LLM
hallucinations, namely “intrinsic” and “extrinsic”
hallucinations. Intrinsic hallucinations are gener-
ated texts that contradict the source query. This
happens during machine translation or text sum-
marization, for example, where the generated text
contains statements that either contradicts or do
not exist in the source query. Such hallucinations
are generally easily verifiable with respect to the
source. In addition, LLMs are also capable of gen-
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erating content without direct input context (Huang
et al., 2023; Zhang et al., 2023; Wang et al., 2023,
2024), but rather relying on their internal knowl-
edge — free-form text generations based on the user
task instruction, which does not necessarily include
the context input. Most of today’s generation tasks
are based on task instructions only. In such cases,
the hallucinated content is not easily verifiable as
the oracle “truth” could be anywhere in the training
data. This is known as “extrinsic hallucination,”
and no existing benchmark adequately measures
it. In this work, we introduce new evaluation tasks
specifically designed for extrinsic hallucination and
evaluate diverse set of LLMs such as Llama, Qwen,
GPT-40, Claude families.

In addition, data leakage is a common challenge
to designing effective benchmarks (Deng et al.,
2024). This problem is especially acute for hal-
lucination benchmarks due to the rapid evolution
of LLMs development and the intensive annotation
efforts ensued. Static test sets are especially vul-
nerable to obsolescence as new training datasets
continuously update and consequently expand to
incorporate such test sets. To address this, our
benchmark also proposes a dynamic approach to
test set generation, reducing the risk of leakage
and ensuring robustness over time, while ensuring
reliable evaluation of hallucination.

This work aims to contribute to how we should
benchmark LLM hallucination by three main goals:
(1) to establish a clear taxonomy of hallucinations
in LLM (§2); (2) to introduce new extrinsic hallu-
cination evaluation tasks, with data that can be dy-
namically generated to prevent saturation by leak-
age (§3); (3) to provide a analysis of existing bench-
marks, distinguishing between hallucination and
factuality evaluations.

2 Overview of LLM Hallucination

2.1 Differentiating LLM Hallucination and
Factuality

LLM hallucination and LLM factuality both relate
to the reliability of generated content, but address
different aspects of model performance and refer-
ence different sources. LLM Factuality refers to the
absolute correctness of the content generated with
respect to established verification sources, high-
lighting the model’s ability to use factual knowl-
edge (Wang et al., 2023, 2024). In contrast, hal-
lucination is defined in relation to the consistency
of the model output with respect to the knowledge
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Figure 1: Hallucination categories and factuality in
LLMs. The blue colored circles indicate HalluLens.
Tasks in blue text are newly proposed tasks, while the
red ones conflate extrinsic hallucination with factuality.
The black text benchmarks are suitable for intrinsic hal-
lucinations. Existing categorizations by Zhang et al. and
Huang et al. (texts below the circles) conflate hallucina-
tion with factuality and overlook extrinsic hallucination.

that the model had access to, either in its training
data or as input at inference time (Ji et al., 2023).
The primary distinction lies in the reference source
against which the model’s generation is evaluated.

This entanglement issue has become more com-
plex as LLMs have evolved, especially when mod-
els generate content from internal knowledge with-
out specific input sources. This ambiguity in con-
flating the “source” from the original definition of
“generated content that is either nonsensical or un-
faithful to the provided source content” (Ji et al.,
2023) has led proposal of definition expansion to
include factual errors by referencing “verifiable
real-world facts” (Huang et al., 2023) or “estab-
lished world knowledge” (Zhang et al., 2023). In
our view, this expansion complicates model devel-
opment and hallucination mitigation. We advocate
strongly to differentiate between “factuality” based
on an oracle factual knowledge and “hallucination’
based on oracle in the pre-training data and in-
put context. In this paper, we focus on the latter,
namely hallucination benchmarking.

’

Hallucination in LLMs can result in factually
erroneous information, but this is not always the
case. Figure 2 helps clarify this point, using as
examples about “the latest Summer Olympics”. In
some cases, the output may be factually incorrect
but not hallucinated if it remains consistent with the
training data. In contrast, hallucinated content can
be factual even if it deviates from user input, as long
as it remains consistent with external reference.
Moreover, we don’t consider to be hallucinations
statements that are controversial, as long as there is
supporting evidence for them in the training data.

Progress in each challenge should be tracked
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Extrinsic Hallucination

User: When was the latest Summer Olympics?

Intrinsic Hallucination

<doc> The most recent Summer Olympics was

LLM Factuality

User: When was the latest Summer Olympics?

in 2024, which took place on Mars. </doc>

LLM: The most recent Summer Olympics
took place in Cape Town.

Explanation: The Summer Olympics were never
hosted in Cape Town.

Explanation: It contradicts to the input source.
This may be factual, but hallucinated.

User: According to the doc, where did 2024
summer olympics take place?

LLM: The 2024 olympics took place in Paris.

LLM (knowledge cut of Sept 2023) :
The most recent Summer Olympics took
place in Tokyo in 2021.

Explanation: The factual response would be Paris
2024 Olympics*. Yet, it does not hallucinate as
the generation aligns with its training data.

Figure 2: Examples for extrinsic hallucination, intrinsic hallucination and LLM factuality challenges. Note that
LLM factuality is not a type of hallucination, yet it is closely tied with hallucination problem in LLM. *As of

December 2024.

using dedicated benchmarks as different mitiga-
tion strategies are required. However, these chal-
lenges are often intertwined, leading to interchange-
able use of benchmarks without clear distinction.
One of hallucination reduction methods includes
refusal when uncertain (Feng et al., 2024a; Tomani
et al., 2024), but does not enhance factual knowl-
edge. Factuality can be improved by providing
additional knowledge, such as through Retrieval-
Augmented Generation (RAG) (Izacard et al., 2023;
Gao et al., 2023), though manual inspection may
still be needed. Naturally, mitigating “hallucina-
tion” will contribute to the overall model improve-
ment in terms of factuality.

2.2 Categories of LLLM Hallucination

We propose to align with original categorizations
from Ji et al. — (1) extrinsic hallucination and (2) in-
trinsic hallucination — while redefining them in the
context of LLMs and clarifying the “given source”
for each type of hallucination.

» Extrinsic hallucination is where a generation
is not consistent with the training data. It can
neither be supported nor refuted by the input
context. Such hallucinations often arise when
models generate novel content (i.e., free-form
text based on task instruction) or attempt to
fill knowledge gaps. This reflects the model’s
limitations in absorbing knowledge from the
training data and its inability to recognize the
boundaries of its knowledge.

* Intrinsic hallucination is when a generation
is not consistent with the input context. When
models fail to understand the input context
correctly, they generate content that contra-
dicts or is not supported by the input query.
This reflects the model’s inability to maintain
consistency at inference-time.

Two frequently cited surveys on LLM halluci-
nation (Huang et al., 2023; Zhang et al., 2023)
expanded the definition and categorizations from
Ji et al.. However, they both conflate hallucina-
tion with factuality in LLMs. As shown in Figure
1, Huang et al. classify hallucinations into two
types: (i) factuality hallucination and (ii) faith-
fulness hallucination. In contrast, Zhang et al.
propose three categories: (i) input-conflicting, (ii)
context-conflicting, and (iii) fact-conflicting. These
categorizations do not capture a important notion:
(in-)consistency with the training data of the model.
We posit that an answer that is consistent with the
training data of the model, but is factually inaccu-
rate should not be considered a hallucination.

We identify potential sources of hallucination to
be three (1) unseen or limited knowledge, (2) con-
tradictory or noisy training data and input source
and (3) modeling error (details in Appendix A.2).

2.3 Criteria for Hallucination Benchmark

We explain the criteria we prioritized when con-
structing the benchmark.

Robustness against unintentional data leak-
age. The benchmarks available online become eas-
ily susceptible to be included as a part of training
data (Deng et al., 2024), making existing bench-
marks quickly obsolete — which could make the
benchmark results differ from the actual perfor-
mance of LLMs. Thus, there should be a way to
make it robust for this data leakage; Real-World
Applicability. A good benchmark should be repre-
sentative of real-world applications and use cases,
with high generality across domains, tasks, and re-
sponse formats (e.g., short answers, long-form) to
ensure comprehensive and realistic evaluation of
a model’s performance, rather than encouraging
narrow optimization for the benchmark itself — a
pitfall known as Goodhart’s law; Strong stability
and high sensitivity. The benchmark should yield
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e Who relieved General Douglas MacArthur in April 19517

PreciseWikiQA e Who played flute on “Living in the Material World”
LongWiki o What are the characteristics of Datuk Meringgih in the story Sitti Nurbaya?
8 Describe the effects of Cyclone Bejisa on the island of Réunion.

NonExistentRefusal

o I want to know more about animal Penapis lusitanica.
e Can you describe the printer from the JetPrintIMIO brand?

Table 1: Example prompts for each task facilitate extrinsic hallucination evaluation in HalluLens.

stable results when repeating measurements with
the same model, indicated by low intra-model vari-
ance, while maintaining high sensitivity, meaning
inter-model variance exceeds intra-model variance.
This ensures it can effectively differentiate perfor-
mance levels across various models, including fron-
tier models. This allows room for model improve-
ment and prevents the benchmark from becoming
obsolete quickly; Reproducibility. To foster con-
sensus and transparency in LLM development, the
benchmark should be designed using open-source
resources that are reproducible.

Moreover, two key factors for the extrinsic hal-
lucination benchmark are: (1) whether the knowl-
edge scope falls within the training data, as extrin-
sic hallucination concerns the model’s consistency
with its training data, and (2) whether refusal is
accounted for in the evaluation metric. A simple
correctness check—i.e., whether the generated re-
sponse contains the gold answer—is insufficient to
fully capture the model’s behavior. Both refusal
and the generation of a hallucinated answer can be
considered incorrect in terms of accuracy, but their
implications for hallucination may differ.

2.4 Discussion on existing Benchmarks

We examine frequently cited benchmarks, focus-
ing on how their evaluations assess hallucination
or/and factuality in LLMs and motivate the need of
dedicated extrinsic hallucination evaluation tasks.
Truthful QA (Lin et al., 2022) is widely used to
assess hallucinations and factuality (Touvron et al.,
2023; Park, 2023; OpenAl et al., 2024; Zhang et al.,
2023; Wang et al., 2023). However, we contend
that TruthfulQA is primarily a factuality bench-
mark because factual errors identified by it arise
from internalized human falsehoods rather than in-
consistency with training data. In addition, its time-
sensitive prompts make it more suited for assessing
factual accuracy over time than hallucination. We
provide a detailed analysis in Appendix E.1.
Some factuality benchmarks, such as SimpleQA
(Wei et al., 2024a) and PopQA (Mallen et al.,
2023b), can be adapted for extrinsic hallucination

by adjusting evaluation metrics (e.g., false refusal
rate) and selecting samples that are arguably in-
cluded in training data. However, benchmarks rely-
ing on real-time knowledge, such as FreshQA (Vu
et al., 2024), RealTimeQA (Kasai et al., 2023), and
LongFact (Wei et al., 2024c), cannot serve as hal-
lucination benchmarks. HaluEval (Li et al., 2024),
for instance, focuses on factuality hallucinations
but lacks refusal evaluation, aligning more with
factuality concerns than hallucination.

3 HalluLens: Hallucination Benchmark

HalluLens features three newly proposed extrin-
sic hallucination tasks and three existing intrinsic
hallucination tasks. This paper primarily focuses
on extrinsic hallucination tasks (§3.1-§3.3), which
assess model outputs against training data to ensure
consistency. However, intrinsic hallucinations are
as important. For a more comprehensive evalua-
tion, we direct the research community to existing
intrinsic hallucination evaluation tasks (§3.4).

To systematically evaluate extrinsic hallucina-
tion, we introduce a suite of tasks focused on (in-
)consistency with training data. There are three
tasks to provide diverse and comprehensive cov-
erage of various scenarios, allowing for a thor-
ough assessment of the models’ performance — di-
vided into two main categories based on distinct
sources of hallucination: (1) modeling errors and
(2) knowledge gaps due to unseen or limited infor-
mation. For modeling errors, there are two tasks:
evaluating precise short answers (Precise WikiQA)
and ensuring consistency in detailed long-form
content (LongWiki). We utilize Wikipedia to
construct test set, assuming it is included in the
training data of most advanced LLMs. To evalu-
ate hallucinations caused by unseen data, we as-
sess the model’s behavior when confronted with
unanswerable questions beyond its training data
(NonExistentRefusal). Given the variability in
LLM training datasets, we create questions ask-
ing for nonexistent instance — ideally, the model
should refrain from generating information about
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PreciseWikiQA ‘ LongWiki ‘ NonExistentEntities

False False .. False
Refusal Hallu.(}) Correct (1) Refusal Recall@32 (1) Precision () F1@32 (1) Accept.(])

Llama-3.1-8B-Instruct ~ 83.09 48.37 8.73 22.67 63.97 45.36 51.04 13.18
Llama-3.1-70B-Instruct ~ 52.03 37.3 30.08 13.47 66.27 53.74 56.23 24.02
Llama-3.1-405B-Instruct ~ 56.77 26.84 31.62 8.93 74.44 56.94 61.98 6.88
Llama-3.3-70B-Instruct ~ 20.01 50.19 39.84 0.67 75.46 52.42 60.02 40.82
Mistral-7B-Instruct-v0.3 7.77 81.19 17.34 0.13 58.03 39.45 46.08 86.36
Mistral-Nemo-Instruct-2407 1.05 75.5 24.24 0.00 66.88 38.06 47.78 83.49
Gemma-2-9b-it ~ 22.89 76.01 18.5 4.00 60 48.58 52.22 40.09
Gemma-2-27b-it  19.23 68.29 25.61 1.73 67.35 51.57 56.69 40.95
Qwen2.5-7B-Instruct ~ 13.85 85.22 12.73 0.53 70.94 44.53 53.28 49.35
Qwen2.5-14B-Instruct ~ 15.93 78.08 18.43 0.53 74.05 52.84 60.11 29.64
Claude-3-haiku  63.64 51.3 17.71 8.67 58.95 65.24 58.54 39.75
Claude-3-sonnet  56.68 56.24 18.96 6.93 65.03 56.97 58.5 36.94
GPT-40  4.13 45.15 5259 | 0.3 84.89 71.03 758 | 4231

Table 2: Extrinsic hallucination evaluation results on three HalluLens (a) tasks — PreciseWikiQA, LongWiki, and
NonExistentEntities — in percentage (average of three trials of evaluation). False Refusal refers False refusal rate.
Hallu refers to Hallucinated when not refused, a ratio of answers include incorrect answers when it did not refuse.
Correct refers to total correct answer rate, where refusal is considered to be incorrect. False Accept. refers to false
acceptance rate, likelihood of model fails to prevent from hallucination on nonexistent entities.

nonexistent instance.

To reduce the risk of test sets being memorized
or leaked, we dynamically generate new test ques-
tions during evaluation (i.e., no fixed test set). This
ensures that the content is not directly accessible
in any pre-existing datasets. This is not a triv-
ial challenge as this dynamicity brings in the ten-
sion with reproducibility. Thus, the dynamic set
should also coincide with low variance over dif-
ferent versions of the test set. Moreover, we de-
sign the tasks to cover a broad range of topics,
enhancing the robustness and generalizability of
the evaluation process. In this paper, we evaluated
13 instruction-tuned LLMs, including Llama3.1-
Instruct (8B, 70B, 405B), Llama-3.3-70B-Instruct,
Qwen-2.5-Instruct (7B, 14B), Gemma-2-Instruct
(9B, 27B), Mistral-Instruct (7B, Nemo), Claude-
3-haiku (2024-02-29), Claude-3-sonnet (2024-03-
07), and GPT-40 (2024-08-06), on these tasks.

3.1 Task 1: PreciseWikiQA

PreciseWikiQA is designed to assess the level of
extrinsic hallucination in LLMs when responding
to short, fact-based queries. Unlike existing eval-
uations such as SimpleQA (Wei et al., 2024a) and
TriviaQA (Joshi et al., 2017), which primarily fo-
cus on factuality, PreciseWikiQA specifically tar-
gets extrinsic hallucination by ensuring the ques-
tions and answers to be within the training data, in
our case we achieve by source to be confined to
Wikipedia pages. Moreover, the testset is robust
to unintentional data leakage as we dynamically

generate 5,000 short knowledge-seeking questions
directly from Wikipedia using an LLM. These ques-
tions require concise answers, such as single words
or phrases (e.g., “Who relieved General Douglas
MacArthur in April 19517”). Our dynamic test
set guarantees stable evaluation results within the
same model (less than 1.01% average stdev. over
three runs) and maintains relative rankings.
Metrics: (1) False refusal rate: the proportion
of instances where the model does not attempt to
answer and instead informs users of its lack of rel-
evant knowledge. Since the questions are within
the training data scope, ideally, the model should
answer without refusal. (2) Hallucination rate,
when not refused: the proportion of incorrect an-
swers when the model does not refuse to answer.
This indicates the likelihood of the model provid-
ing hallucinated answers. (3) Correct answer rate:
the proportion of correctly answered samples out
of the total test samples. This metric indicates the
likelihood of the model providing correct answers.

3.1.1 Pipeline

Testset Generation To generate question and an-
swer pairs for test set, the question source is se-
lected from the 44,754 Wikipedia pages, leveraging
GoodWiki (Choi, 2023). To ensure stability while
keeping the set dynamic, we control the difficulty
of the dynamic test set by estimating each page’s
difficulty based on its importance (§C.1), using
harmonic centrality from WikiRank (LAW, 2024).
Harmonic centrality serves as a proxy for how of-
ten the content of a page may appear in training

24132



Llama-3.1-405B-Instruct

Claude-3-Sonnet

GPT-40

0 3 6 9

Hardest Medium Medium  Easiest
Hard ~ -Easy -Hard

Difficulty Level

False Refusal Rate

0 3
Hardest Medium Medium Easiest

Difficulty Level
Hallucination Rate, When Not Refused

6 9 0 3 6 9
Hardest Medium Medium  Easiest
-Hard  -Easy
Difficulty Level

Correct Answer Rate

-Easy

Figure 3: Analysis on performance of LLMs on different difficulty questions. Difficulty is assessed based on
harmonic centrality score of Wikipedia pages and we divided the pages into 10 different groups (labeled O to 9,

hardest to easiest). Full graph available in Appendix C.1

data. We set 10 different bins (labeled 0-9, hardest-
easiest) of difficulty based on the scores. Then, 500
pages from each bin are randomly selected, totaling
5,000 pages. Then, we randomly select a section
from each page to generate a question.

There are two steps for generation: (i) prompting
the model to generate a question based on the sec-
tion from the previous step, and (ii) generating the
answer using the reference (see §F.1 for prompts).
Inspired by Ji et al., these two steps are separated
to ensure the question to meet our desired qualities
— the generated question should be fully answerable
based only on the reference material and should
be objective. This is important because the ques-
tion should be within the knowledge of the training
data. The question should not require any addi-
tional context to answer; thus, it should be specific
and contain enough details to be answered. The
answer should be only one word or phrase. If the
question is not answerable, the question generation
step is repeated. After this, the dynamic test set of
5,000 QA pairs is prepared. We found that only
2.8% of automatically generated "gold" answers
were incorrect, based on our analysis on a subset.

Inference The tested models are prompted with
the generated questions.

Evaluation First, the model’s refusal is evalu-
ated; if it does not refuse, the answer is then eval-
uated for correctness. Both evaluations are con-
ducted automatically using LL.Ms with prompts.
Refusal is judged by the evaluator LLM if the
model’s generated answer abstains from answering
due to lack of knowledge, lack of access to infor-
mation, or uncertainty. Meanwhile, the correctness
of the generated answer is judged with reference to
the answer obtained in the QA generation step. We
use the LLM to classify non-abstained answers as
‘correct’, ‘incorrect’, or ‘unverifiable’. We consider
both incorrect and unverifiable to be hallucinations,

since the question should be answerable. For ex-
periment, we rely on the Llama-3.1-70B-Instruct
model for judging both refusal and hallucination.
Our results show that the model achieves 96.67%
and 95.56% accuracies for refusal and hallucina-
tion judgment respectively.

3.1.2 Evaluation Results

In Table 2, the false refusal rates across differnt
models vary a lot. Notably, Llama and Claude
models tend to abstain more frequently than oth-
ers. The Llama-3.1-8B-Instruct exhibits the highest
refusal rate at 83.09%, whereas GPT-40 (4.13%)
rarely refuses. This trend aligns with previously
reported results for GPT-40 and Claude-3 models
from SimpleQA (Wang et al., 2024). Despite its
high refusal rate, the Llama3.1-8B is less prone to
hallucination (48.37%) compared to similar-sized
models like Qwen2.5 7B (85.22%) and Mistral 7B
(81.19%). However, the high refusal rate negatively
impacts its correct answer score.

In general, larger models within the same fam-
ilies tend to refuse less than their smaller coun-
terparts. In terms of hallucination, the Llama 3.1
405B Instruct model achieves the lowest hallucina-
tion rate at 26.84% but falsely refuses to answer
56.77% of the time. Conversely, Claude-3-Sonnet
exhibits a higher hallucination rate when not refus-
ing, despite a similar false refusal rate to the Llama-
3.1-405B-Instruct model. GPT-40, with a 45.15%
hallucination rate when not refusing, maintains a
much lower false refusal rate and achieves the high-
est correct answer scores (52.59%), indicating a
trade-off between precision and recall. We also
analyzed the performance across varying query dif-
ficulty levels (see Figure 4). Not surprisingly model
tends to hallucinate more for long-tail knowledge.

To ensure the stability of our dynamically gen-
erated test set, we control the difficulty level using
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harmonic centrality scores. We analyze the perfor-
mance of models on the PreciseWikiQA dataset,
broken down by question difficulty (see Figure 4).
Our results show that models tend to refuse more of-
ten on difficult questions, which can be considered
a long-tail problem. Some models, such as GPT-
40 and Mistral Nemo Instruct, tend to refuse less
frequently, regardless of question difficulty. The
hallucination rate when not abstained is generally
lower for easier questions. However, Llama-3.1-
405B-Instruct shows a relatively consistent halluci-
nation rate when it is not abstained from answering
across different difficulty levels. Not surprisingly,
the correct answer rate is higher on easier questions
— a shared trend for all models tested.

3.2 Task 2: LongWiki

LongWiki is designed to evaluate extrinsic hallu-
cination in long-form answers. Like PreciseWik-
1QA, it uses dynamically generated prompts from
Wikipedia pages, focusing on two key qualities:
(a) grounding in the reference material and (b) re-
quiring at least a paragraph to trigger long-form
generation. These prompts resemble real user
queries, such as “What are the characteristics and
motivations of Datuk Meringgih in the story Sitti
Nurbaya?” The generated responses are evaluated
against Wikipedia pages to ensure the evaluation
of answers remain within the LLM’s training data
scope. The evaluation pipeline resembles recent
works on automatic long-form factuality evaluation
in claim-level (Min et al., 2023; Song et al., 2024;
Wei et al., 2024b). However, we exclude evidence
reference retrieval from internet searches in the
verification step to focus on verifying the model
generations’ alignment with training data.

Metrics: (1) False refusal rate; (2) Precision:
the average number of supported claims per prompt
in reference to Wikipedia pages (3) Recall @K: the
average number of supported claims out of K to
ensure the generation is neither too short nor in-
complete, a concept adopted from SAFE (Wei et al.,
2024b), as relying solely on precision could incen-
tivize the model to generate overly brief responses;
(4) F1@K: the harmonic mean of precision and
Recall @K, with K set to 32.

3.2.1 Pipeline

Test Prompt Generation Similar to PreciseWik-
iQA, we generate prompts using the Goodwiki into
two steps. First, given a section of a Wikipedia
page, We prompt a LLM to generate a prompt that

requires a paragraph-level answer (see Appendix
F.2). Next, the prompt’s answerability is assessed
based on reference material. If the prompt is an-
swerable, we ask LLM to generate an answer based
on the reference. Samples resulting in mock an-
swers of fewer than four sentences are discarded,
along with unanswerable prompts. Additionally,
difficulty is controlled using harmonic centrality
scores of each page — levels from 5 to 9 are selected
to avoid long-tail knowledge. This is important be-
cause if most questions are abstained from answer-
ing, assessing the hallucination level in long-form
generations becomes challenging. A total of 250
prompts are sampled, with 50 prompts from each
difficulty level. We’ve done qualitative analysis on
100 samples of generated prompts — we examined
the following score on three criteria: “answerable
by reference” (100%), “requires a paragraph an-
swer” (97%) and “self-contained” (100%).

Inference The tested models are prompted to
generate with a maximum length of 1024 tokens.

Evaluation We follow the evaluation setup from
(Min et al., 2023; Song et al., 2024), with modifica-
tions to the search setup to Wikipedia pages only.
The difference is we assesses whether generation
is a refusal or not. The generations that are not
refused are then evaluated with the following steps.

(a) Claim Extraction. This step involves decom-
posing LLM-generated sentences into smaller, ver-
ifiable claims, as suggested by Min et al. and Song
et al.. This granularity enables precise informa-
tion verification. For example, the sentence “The
Japanese Empress’s flag features a chrysanthemum
design, but it is placed on a white background"
can be divided into: The Empress of Japan’s flag
(1) features a chrysanthemum design and (2) has
a white background. We use a prompt from Song
et al. and the Llama-3.1-405B-Instruct model.

(b) Claim Verification with Evidence. First, refer-
ence evidence is selected by narrowing down rele-
vant pages for claim verification. Initially, relevant
pages are scoped using the Q-generated page and a
Named Entity Recognition-based approach. A fine-
tuned BERT-Large model (Tjong Kim Sang and
De Meulder, 2003) extracts named entities from the
prompt to search the database for Wikipedia pages
that containing these entities in their title. Irrelevant
or weakly relevant pages can cause confusion, par-
ticularly with general information. Each selected
Wikipedia page is then divided into passages of
256 tokens. Next, similarity scores between the
query and selected passages are calculated. The
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query consists of the page title and the claim, while
the target vector is {page_title} + {passage} for
each passage. The top five pages with the highest
similarity scores are selected. Then, the extracted
claims are verified against the selected evidence
passages from the previous step, using Llama-3.1-
405B-Instruct model. The prompt template for ver-
ification is also adopted from (Song et al., 2024).

We evaluated the validity of our automatic evalu-
ation pipeline by comparing its outputs with human
annotations. The final verification results from our
pipeline aligned with human judgments in 76.8% of
cases, demonstrating a level of agreement compa-
rable to those reported in prior studies (Min et al.,
2023; Song et al., 2024). See Appendix C.2 for
more detailed discussion.

3.2.2 Evaluation Results

GPT-40 achieves a low false refusal rate of 0.13
and high precision and F1@32 scores. This sug-
gests the model provides less hallucinated con-
tent to the tested prompts with less frequent re-
fusal to answer. In the Llama series, the Llama-
3.1-405B-Instruct-FP8 model showed strong per-
formance (61.98 F1@32) while Llama-3.3-70B-
Instruct model shows a comparable performance
as 405B model, achieving a lower false refusal
rate of 0.67 and a recall@32 of 75.46, indicating
a good balance between low refusal and high re-
call. Overall, it shows similar trend in terms of
false refusal rate as PreciseWikiQA — the bigger
the models in Llama series refuse less and 3.3 ver-
sion model refuses less than 3.1. The Mistral mod-
els show mixed results; the Mistral-Nemo-Instruct-
2407 does not falsely refuse, but its Precision was
lower at 38.06, indicating high hallucination level.
Meanwhile, Gemma-2-27b-it and Qwen2.5-14B-
Instruct show relatively strong performance, in-
dicating low hallucination level accounting their
sizes. Finally, the Claude models show varied per-
formance. The Claude-3-haiku model had a high
Precision of 65.24, though its Recall @32 was lower
at 58.95. The Claude-3-sonnet model shows its
metrics with a Recall@32 of 65.03 and Precision
of 56.97. This makes them score almost same in
F1@32 score, indicating sonnet provides more con-
tent with risk of including hallucinated generation.

3.3 Task 3: NonExistentRefusal

NonExistentRefusal evaluates an LLM’s likeli-
hood of generating hallucinated information when
prompted with knowledge beyond its training data,

such as asking about nonexistent instances (e.g.,
“I want to know more about animal Penapis lusi-
tanica.”) It assesses whether the model generates
hallucinated information about these nonexistent
instances. The task consists of two subtasks: (i)
MixedEntities and (ii) GeneratedEntities, which
differ in prompt construction and domains. The
MixedEntities subtask creates nonexistent names
in four specific domains — animals, plants, bacteria,
and medicines — by mixing existing names. The
GeneratedEntities subtask uses prompt generator
LLMs to create nonexistent entities in various do-
mains, such as business, events, and products, and
asks the model to explain these entities.

Metric: Since no knowledge exists for these
entities, any information about the nonexistent in-
stance is considered a hallucination. We measure
False Acceptance Rate, which is the proportion
of instances where the model fails to abstain from
providing information about nonexistent instances.
A lower false acceptance rate indicates reduced
likelihood of hallucination.

3.3.1 Pipeline

Nonexistent instance name generation:

(i) Subtask 1: MixedEntities For animal,
plant, and bacteria taxonomic names, the ITIS
database (ITIS, 2024) is utilized, an open-source
repository containing over 145k taxonomic records
on plants, animals, fungi, and microbes from world-
wide. For medicine names, a list covering 250k
medical drugs from all manufacturers worldwide
is used (Shudhanshu Singh, 2024). In this task,
different words from instance names are mixed or
swapped to create completely nonexistent instances
in each domain, and these are checked against the
database to ensure they do not exist. This process
eliminates the need for further internet searches
to create instance names. For each domain, 2,000
samples are generated, totaling 8,000 samples.

(ii) Subtask 2: GeneratedEntities LLMs are used
to generate fictional name entities across various
domains, including businesses, events, and prod-
uct brands by asking them to brainstorm for cre-
ative names. To ensure diversity, a range of gen-
eration seeds is employed: 6 types of businesses
(e.g., restaurants, cafes), 6 types of events (e.g.,
scientific discoveries), and 25 types of products
(e.g., headphones) and incorporating 90 cities and
90 countries. For each seed combination, the LLM
generates N names. Models often recognize that
the entities they generate do not exist (see Figure 7).
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Model MixedEntities GeneratedEntities | Average
Llama-3.1-405B-Instruct 11.48 2.28 6.88
Gemma-2-27b-it 60.97 20.94 40.95
Qwen2.5-14B-Instruct 48.12 11.16 29.64
Claude-3-sonnet 60.49 13.40 36.94
GPT-40 65.89 18.74 42.31

Table 3: False acceptance rates result Breakdown of for
MixedEntities and GeneratedEntities. The lower the
better. Full results in Table 6.

To address this bias, a round-robin method is used
with three LLMs. Two models generate fictional en-
tities, while the third combines these names. This
process yields 650 non-existing entity samples —
300 for business, 300 for events, and 50 for prod-
ucts — repeated across three model combination
sets, totaling 1,950 samples. We verify the name
does not exist through Brave Search API — whether
any names found in search results, ensuring the
dataset contains only nonexistent entities.

Inference To clearly convey the intention of ask-
ing for information about the instance, we utilize 10
different prompt variations (Appendix F.3.2) e.g.,
“Can you describe the {type} {nonexistent_name}?”
We then obtain the generated responses from the
evaluated models using these prompts.

Evaluation To obtain final false acceptance
rate, the answers generated from the tested model
are evaluated whether the model refused or not.
We leverage an LLM (Llama-3.1-70B-Instruct) by
prompting the evaluator model to evaluate if Al
believes the non-existing entities exist based on the
generation (Prompts in Appendix F.3). If the gener-
ation shows the model to believe the non-existing
entity, it indicates the model’s failure to recognize
its beyond their training knowledge and conflates to
fill their knowledge gap. The final false acceptance
rate is then calculated by the ratio of cases that the
model does believe the nonexistent instances exist
over the total number of tested samples.

3.3.2 [Experimental Results

Table 2 shows the false acceptance rates in per-
centages for average of sub-tasks. The Llama-3.1-
405B-Instruct model achieves the lowest false ac-
ceptance rates, indicating less likelihood of halluci-
nating when encountering knowledge beyond the
training data by abstaining. Overall, the models
performance in false acceptance reflects inverse of
false refusal rates (e.g., llama models show low
false acceptance rate by high refusing while Mis-
tral model rarely refuses thus results in high false
acceptance rate). This may be affected by how the
models are trained during their post-training.

We find that the absolute performance vary
across two sub-tasks (Table 3). We calculated
Kendall’s 7 correlations among pairs of each sub-
task and against the average, we find relatively
high correlations: 0.5897 between two sub-tasks
and 0.7436 and 0.8462 for each task against aver-
age. These correlations are statistically significant.
We provide analysis for each two subjects in Ap-
pendix C.3.2 for details: (i) Model performance
variation across different domains, (ii) Ablation
study on the round-robin approach using a single
model, (iii) Performance variance with different
seeds in random prompt generation.

3.4 Intrinsic Hallucination Tasks

Intrinsic hallucination occurs when a LM generates
content that is inconsistent with the input context.
As intrinsic hallucination is relatively well-studied,
we adopt existing well-cited intrinsic hallucination
benchmarks that are not saturated, remain relevant,
and provide open-source automatic evaluators as
part of HalluLens. Specifically, we include (1)
HHEM Leaderboard (Vectara, 2024) for text sum-
marization (2) ANAH 2.0 (Gu et al., 2024) — with
reference set-up for evaluates when factually cor-
rect input context is provided; and (3) FaithEval
(Ming et al., 2024) for when input context is com-
plex (i.e., contradicting, factually incorrect). We
discuss details in Appendix D. For comprehensive-
ness of understanding LLLM hallucination, we di-
rect readers to existing tasks to adopt.

4 Conclusion

In conclusion, HalluLens introduces a comprehen-
sive framework for evaluating hallucinations in
LLMs. We first delineate LLM hallucinations from
factuality issues, providing a clear taxonomy that
distinguishes between intrinsic and extrinsic hallu-
cinations. To robustly assess these phenomena, we
introduce three extrinsic tasks — Precise WikiQA,
LongWiki, and NonExistentRefusal— which collec-
tively offer a structured approach for evaluating
LLM outputs. The dynamic generation of test sets
further mitigates data leakage, ensuring reliable and
consistent evaluations. Additionally, our analysis
of existing benchmarks underscores the necessity
of dedicated extrinsic hallucination assessments.
By open-sourcing the HalluLens codebase, we pro-
vide researchers and practitioners with valuable
tools to improve the trustworthiness and reliability
of future LLM developments.
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Limitations

This work provides a comprehensive LLM hallu-
cination benchmark, incorporating both extrinsic
and intrinsic evaluation tasks. However, our focus
is primarily on extrinsic hallucinations, though in-
trinsic hallucinations remain crucial for assessing
model truthfulness. Additionally, this benchmark
is designed for English, while modern LLMs are
increasingly proficient in other languages. While
we do not address multilingual hallucinations, our
methodology and benchmark design can be adapted
for other languages.
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Appendix

The appendix consists the following content:

* A.1: Related Work and Background

We discuss additional related work that was
not covered in the main content and provide
an extended explanation of potential sources
of hallucination.

¢ B: Overview of HalluLens.C: Details for Hal-

luLens: Extrinsic Hallucination Evaluation
This section presents empirical analysis, abla-
tion studies, and pipeline evaluations for the
newly proposed tasks. Additionally, we share
benchmark design insights not covered in the
main content.

* o C.1 PreciseWikiQA
o C.2 LongWiki
o C.3 NonExistentRefusal

¢ D: Detailed discussion for HalluLens: Intrin-
sic Hallucination Evaluation

* E: Revisiting Existing Benchmarks

(1) Revisiting TruthfulQA, (ii) Discussion on
when factuality benchmarks can/cannot be hal-
lucination benchmarks, and (iii) Discussion
on existing “factuality hallucination” bench-
marks.

* F: Prompts used for HalluLens

A Related Work and Background
A.1 Related Work

In this paper, we introduced new tasks for evalu-
ating LL.Ms’ extrinsic hallucination. Throughout
the main content, we discuss existing benchmarks,
explaining the need for a dedicated hallucination
benchmark and assessing whether and how these
existing benchmarks can serve as LLM hallucina-
tion benchmarks.

Beyond the studies mentioned earlier, several
other efforts have contributed to hallucination
benchmarking. Several studies such as Sun et al.
(2024); Yin et al. (2023) focus on the ability of the
model to recognize knowledge boundaries form
training data, which resembles with our NonEx-
istentRefusal. Similar to our PreciseWikiQA, Oh
et al. utilizes existing relational databases based
on the entity-relationship model as a approach
for constructing benchmarks. Recently, Jacovi
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et al. (2025) released a benchmark to measure
how grounded LLM generations are with provided
long-form source material. Some studies, like Hal-
IuQA (Cheng et al., 2023) and ANAH (Ji et al.,
2024; Gu et al., 2024) have contributed by offer-
ing evaluation frameworks for hallucination in Chi-
nese.

Closely related lines of work is hallucination and
factuality detection. This line of work (Hu et al.,
2024; Gu et al., 2024; Liu et al., 2022; Li et al.,
2023b; Manakul et al., 2023; Yang et al., 2023)
aims to develop a framework or a model to auto-
matically detect hallucination to serve as a “judge”
for the benchmark or as a part of the mitigation pro-
cess. Previous research has addressed factuality de-
tection in LLM-generated long-form answers (Min
et al., 2023; Wei et al., 2024b; Song et al., 2024;
Chern et al., 2023). In our benchmark, we adopted
their framework but still retained Wikipedia as the
reference source to ensure the measurement of hal-
lucination and the derivation of generated content
from the training data.

A.2 Potential Sources of Hallucination

Data-Related: Unseen or Limited Knowledge
When the training data lacks relevant information,
the model may attempt to fabricate responses to
queries, leading to potential extrinsic hallucina-
tions. This issue arises with queries requiring up-to-
date knowledge (Kasai et al., 2023; Li et al., 2023a;
Onoe et al., 2022), involving unanswerable prob-
lems (e.g., unsolved scientific problems) (Yin et al.,
2023; Amayuelas et al., 2023), and concerning
long-tail knowledge (Mallen et al., 2023b; Kand-
pal et al., 2023). In such cases, LLMs generate
content unsupported by the training data. Ideally,
LLMs should recognize the knowledge bourdary,
“what they don’t know”, and abstain from providing
fabricated content when encountering queries that
require such knowledge (Cheng et al., 2024; Feng
et al., 2024b).

Data-Related: Contradictory or Noisy Train-
ing Data and Input Source. When the training
data contains conflicting or noisy information the
model may become confused or misled (Carlini
et al., 2021). This can challenge semantic under-
standing and parametric knowledge learning, lead-
ing to extrinsic and intrinsic hallucinations. If the
generated content is supported by any part of the
training data, it is not considered hallucination, as
it aligns with the training data. Given the vast
and often opaque nature of training data, we chose

Wikipedia data in our benchmark as it is included
in major LLMs. However, contradictory data can
result in a generation that does not align with any
specific part. Meanwhile, input sources that are
not self-consistent or that contradict the training
data (Ming et al., 2024; Filippova, 2020) can result
in intrinsic hallucinations. In such cases, it is im-
portant to determine whether instruction following
or factuality is more important for the real-world
application. If the input source contradicts a “well-
known fact", the model may hallucinate if it focuses
solely on factuality while ignoring the instruction.

Model-Related: The model’s transformer-based
architecture and attention mechanism (Hahn, 2020;
Chiang and Cholak, 2022), training strategies
in pre-training (Tirumala et al., 2023), fine-
tuning (Gekhman et al., 2024) RLHF stages (Lin
et al., 2024), and decoding algorithms (Li et al.,
2024) may introduce exposure biases or model-
ing errors that manifest as hallucinations. For in-
stance, (Gekhman et al., 2024) found that intro-
ducing new factual knowledge through fine-tuning
can encourage LLMs to hallucinate. Hallucinations
also occur when the model is unable to handle chal-
lenging instructions (Li et al., 2024). A unique
aspect of LLMs is that RLHF can incur an align-
ment tax, where models lose diverse, previously
acquired abilities after alignment (Lin et al., 2024).
Modeling-related source can lead to both intrinsic
and extrinsic hallucinations.

B Overview of HalluLens

Table 4 provides an overview of HalluLens, our pro-
posed hallucination benchmark, along with other
LLM factuality benchmarks. Our newly proposed
tasks for evaluating extrinsic hallucinations ensure
high robustness against intentional data leakage
through dynamic task creation. Despite the dy-
namic nature, we ensure strong stability, demon-
strated by low variance across different trials, and
high sensitivity, which distinguishes intra-model
ranking, serving as a reliable benchmark. In ad-
dition, all tasks encompass various domains and
diverse scenarios, enhancing the applicability in
the real world. All test sets are created using open
source datasets, ensuring that all evaluation work is
reproducible. In terms of difficulty, PreciseWikiQA
and LongWiki present a high difficulty level (i.e.,
challenging for most state-of-the-art models such
as Llama-3.1-405B-Instruct and GPT-40), while
NonExistentRefusal presents a medium difficulty
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Benchmark Criteria

Task

Robustness

Strong stability

Rls Benchmark da:agfei:li;ge a];;;;:;:g;:?y High sensitivity Re];ri;)i?;d- fuskcpe C'l;ees;tsiztn Piffculty Ch?Drzfl:zl;lSﬁc
HalluLens: LLM Hallucination Benchmark
PreciseWikiQA High v v v Short QA Dynamic Hard Knowledge-seeking prompts
Extrinsic LongWiki High ' v v (l]“;):(':grf;:g:_‘ Dynamic Hard Knowledge-seeking prompts
Hallucination
NonExistentRefusal High v v v Refusal Test Dynamic ~ Medium Non-existent entities
H ?\i I\C/I[;re;dze(u)l;ij\rd Medium v A v Sum[::élza tion Static Easy Summarization
HaIlll]l:?;z;itcion A(IEI}?I;I‘ZMO ) (2%22:)0 Low v v v %ﬁn\:lel:: Static Medium The given context is accurate
(Min];a;hg_\faéoz 4) Medium v v v %ﬁn\:g:{l Static Hard The given context is complex
LLM Factuality Benchmarks
(Mal]e::FS?ZOZSb) Low v v v Short QA Static Hard Long-tail knowledge
(Wj‘chlle%z - Medium v v v Short QA Static  Medium Factoid Evaluation
Factuality (gaérfltalzgé% Low v v v Open-ended QA Static Medium Covers diverse tasks
(Lﬁri?;‘ﬁ'%éz) Tow v v v Short QA Static  Medium mii%‘:]‘:;ggon
(Vuirlezsxr,Q;(E 4) High v v AN Short QA l;];;i:]:le;l Hard Fast-changing knowledge
LI High v v A LLFIim Static Hard Search-augmented evaluation

(Wei et al., 2024¢)

Generation

Table 4: HalluLens, highlighted with a blue box, and LLM Factuality benchmarks. The table assesses benchmarks
based on robustness against data leakage, real-world applicability, strong stability and high sensitivity, and repro-
ducibility. Blue-highlighted areas correspond to HalluLens , while grey rows pertain to factuality benchmark, which
is beyond the scope of the hallucination study. Further discussion on hallucination tasks can be found in Sections 3

to 3.4.

level.

HalluLens also includes existing intrinsic hallu-
cination tasks. These tasks cover various scenarios
where the intrinsic hallucination of LLMs can be
evaluated. We provide extended discussion about
the intrinsic hallucination evaluation tasks in §D.
Constructing dynamically created test sets for in-
trinsic hallucination evaluation tasks is challenging,
as they require gold-standard answers that require
human annotation. Furthermore, Table 4 illustrates
the LLM factuality benchmarks for reference (gray
rows) with more details in Appendix E.3.

C Details for HalluLens - Extrinsic
Hallucination Evaluation

We evaluate all models under the same decoding
setup, using a temperature of zero and top-p of
one, following the established practice of hallucina-
tion and factuality benchmarks. For the inference,
we used a default chat template format for each
model. Each experiment consists of three trials,
which showed low variance across runs. The re-
ported number in the main content is average score
of three trials. We report the standard deviation for
each run in the respective subsections for each task.

C.1 PreciseWikiQA: Details and Discussion

Stability of dynamically generated test set. To
ensure the reliability of our evaluation results, we
need to maintain a low variance in the dynamically
generated test set. This is important for both intra-
model and inter-model stability. During design
of the task, we investigated the models’ halluci-
nation rate and false acceptance rate is correlated
with how well-known the topic is (i.e., similar to
long tail problem (Mallen et al., 2023a)). For in-
stance, the topics “world war II”” or “Maroon 5 are
well known and highly likely appeared in many
other sources in the training data compared to e.g.
“Nesomys narindaensis”. Thus, we control the dif-
ficulty of questions in test set using harmonic cen-
trality from Wikirank (LAW, 2024). Our analy-
sis shows that the within-model variance is very
low, with an average standard deviation of 0.64%,
1.01%, and 0.56% for false refusal rate, hallucina-
tion rate when not refused, and correct answer rate
respectively (see Figure 5).

Quality of automatically generated “gold” an-
swers In our experiment, the gold answers to the
questions are generated using the Llama-3.1-70B-
Instruct, given corresponding reference sources and
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Figure 4: Analysis on performance of LLMs on different difficulty questions. Difficulty is assessed based on
harmonic centrality score of Wikipedia pages and we divided the pages into 10 different groups (labeled O to 9,

hardest to easiest).
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Figure 5: Results for PreciseWikiQA. The error bar
shows standard deviation from three runs of evaluation.

questions. To ensure the answers are short (a word
or phrase), we filter out samples if the generated
answer contains more than 10 words. Moreover, to
ensure the reliability of our evaluation results, it is
important to verify the reliability of the “gold” an-
swers used to judge the tested model’s generation.
We obtained human annotations on 250 samples of
generated question-answer pairs. The annotators
evaluated the accuracy of the answers based solely
on the information provided in the reference text.
Our results show that 97.2% of the LLM-generated
answers were correct, while 0.02% were marked
as "cannot verify" and 2 samples were partially
correct. This demonstrates the reliability of the
generated answers from the LLM for evaluating
hallucination.

Discussion on Wikipedia version In our experi-
ment, we utilize GoodWiki that includes Wikipedia
pages collected on September 4, 2023. Developers
can use different versions of Wikipedia compatible
with their training set for evaluation purposes, dur-
ing the development of the model. This allows for
flexibility in developing models over time.

C.2 LongWiki: Details and Discussion

Stability of dynamically generated test set.Same
as other tasks, we ran three runs for each model.
The results showed average standard deviation
across the models of 1.85%, 0.95%, 1.20%, 0.84%
over three runs for recall, precision, F1 and false
refusal rate respectively.

Discussion on evaluation pipeline For the eval-
uation, we adopted advanced pipelines for long-
form factuality assessment (Min et al., 2023; Song
et al., 2024; Wei et al., 2024b). A key modification
for hallucination evaluation was restricting source
references to Wikipedia pages, ensuring alignment
with an approximation of the training data rather
than relying on internet searches. We manually an-
notated 500 claims to verify our pipeline’s validity.
Annotators were given pairs of claims and the top-5
reference passages selected by our pipeline (from
the Reference Evidence Selection step). They first
determined whether the claim was supported, re-
futed, or unverifiable based solely on these pas-
sages. In our experiment, unverifiable claims were
considered hallucinations, as they indicate con-
tent that cannot be verified with the given sources.
If a claim was unverifiable, annotators searched
Wikipedia for evidence to understand any retrieval
misses and re-evaluate the claim.

When compared with human verification la-
bels, with verification sources limited to Wikipedia
pages, our pipeline’s final verification aligned with
human annotators 76.8% of the time.” Addition-
ally, annotations showed that 5% of claims from
models were not verifiable within Wikipedia pages,
highlighting the limitation of using Wikipedia as
the sole reference source, as it does not encompass

’In our experiment, unverifiable claims were considered

hallucinations, as they indicate the model generated content
that cannot be verified with the given sources.
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Model MixedEntities GeneratedEntities | Average Model Avg. | # Medicine 7 Animal 7 Plants 7 Bacteria
Llama-3.1-8B-Instruct 19.78 6.58 13.18 Llama-3.1-8B-Instruct 19.78 4.27 10.60 28.80 3545
Liama-3.1-70B-Instruct 4073 732 24.02 Llama-3.1-70B-Instruct 4073 | 1850 4153 4520 5767
Llama-3.1-405B-Instruct 11.48 2.28 6.88 i:f‘ma'g‘;‘;‘gSBBI'I‘?S‘r‘fC‘ é égg 491‘2737 éggg ;‘:‘gg é;gg
Llama-3.3-70B-Instruct 66.86 14.77 40.82 ama-3.3-708 Instruct i : : > :

N Mistral-7B-Instruct-v0.3 94.74 90.30 93.38 98.55 96.73
Mistral-7B-Instruct-v0.3 94.74 77.98 86.36 Mistral-Nemo-Instruct-2407 90,87‘ 95.73 7362 9627 97.87
Mistral-Nemo-Instruct-2407 90.87 76.12 83.49

; Gemma-2-9b-it 5870 | 0.00 7047 7662 87.72
Gemma-2-9b-it 58.70 2147 ‘ 40.09 Gemma-2-27b-it 60.97 0.00 77.98 76.05 89.83
Gemma-2-27b-it 60.97 20.94 40.95 Qwen2.5-7B-Instruct 64.46 |  37.62 4473 9030 85.17
Qwen2.5-7B-Instruct 64.46 34.24 ‘ 4935 Qwen2.5-14B-Instruct 4812 |  21.03 1948 7133 80.65
Qwen2.5-14B-Instruct 48.12 11.16 29.64 Claude-3-haiku 69.08 | 27.63 5008 9300  96.60
Claude-3-haiku 69.08 10.43 39.75 Claude-3-sonnet 60.49 10.83 61.88 75.62 93.62
Claude-3-sonnet 60.49 13.40 ‘ 36.94 GPT-40 65.89 ‘ 21.83 68.22 82.10 91.42
GPT-40 65.89 18.74 | 4231

Table 5: False acceptance rates in percentage results for
Task 3: NonExistentRefusal. We provide breakdown
for MixedEntities and GeneratedEntities. Both sub-
tasks prompts seek for answer about non-existing things,
which model cannot answer as it should be out of their
training data boundary. The lower the better.

the entire training data of models. The evaluation
pipeline includes a reference evidence selection
step, retrieving the top-5 most relevant passages
(i.e., chunks of Wikipedia pages) about the claim.
Based on annotations, this step failed to provide rel-
evant evidence 15.4% of the time. In other words,
human annotators could find relevant evidence in
Wikipedia pages, but our retrieval step failed. How-
ever, this did not always result in incorrect verifi-
cation. In 6.8% of cases, despite retrieval failures,
verification was still correct, possibly aided by the
LLM evaluator’s internal knowledge. For exam-
ple, for the claim "Human hair is made of keratin,"
our pipeline’s retrieval failed to extract the most
relevant evidence, but the model’s internal knowl-
edge may have compensated for this. Though we
adopted the advanced methods for the pipeline, it
is important that the automatic evaluation has its
own limitation as discussed in (Min et al., 2023;
Song et al., 2024; Wei et al., 2024b).

C.3 NonExistentRefusal: Details and
Discussion

Table 6 display the average false acceptance rates
for each of GeneratedEntities and MixedEnti-
ties tasks of all tested models on the NonExisten-
tRefusal.

C.3.1 MixedEntities

Variation among the domains Based on the re-
sults presented in Table 6, we observe variability in
the false acceptance rates across different models
and domains within the MixedEntities sub task.
Figure 6 shows the Kendall’s 7 correlations of per-

Table 6: Breakdown of false acceptance rates (%) for
the MixedEntities subtask across different domains.
Performance varies across domains, with lower rates
indicating better performance. Gemma family models
refuses to answer on medicine domain, which results
in 0.00 false acceptance rates for non-existent medicine
domain.

formances among different domains for the sub task
MixedEntities, except for Medicine. The low agree-
ment with Medicine domain may have caused by
the Gemma family’s absolute refusals in medicine
domain.

The Llama-3.1-405B-Instruct model stands out
with the lowest average false acceptance rate of
11.48%, showing a strong ability to avoid hallucina-
tions when faced with information beyond its train-
ing data, consistently across all domains. Llama-
3.1-70B-Instruct and Llama-3.3-70B-Instruct per-
form better in the Medicine domain compared
to others. In contrast, Mistral-7B-Instruct-v0.3
and Mistral-Nemo-Instruct-2407 show the high-
est false acceptance rates, averaging 94.74% and
90.87%, respectively, with notable struggles in the
Plants and Bacteria categories. The Llama-3.3-
70B-Instruct model also has a high average false
acceptance rate of 66.86%, particularly in the An-
imal and Bacteria domains. The Qwen2.5-14B-
Instruct model outperforms its smaller counterpart,
Qwen2.5-7B-Instruct, with rates of 48.12% versus
64.46%. This trend of improved performance with
larger models is also seen in the Claude-3 series,
where Claude-3-sonnet surpasses Claude-3-haiku.

Overall, these results highlight the varying ca-
pabilities of models in handling queries about non-
existent entities. Larger models within the same
family generally perform better, though this is not
consistent across all families. Accurately refusing
or abstaining from such queries is crucial for mini-
mizing hallucinations and ensuring LLM reliability
in real-world applications.

Discussion on Automatic Evaluation Different
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Figure 6: Kendall’s 7 correlations of LLMs’ perfor-
mance among domains for the sub task MixedEntities.
All correlations are statistically significant (p < 0.01),
except for pairs with A Medicine domain.

LLMs vary in their response style when refusing.
Thus, it may be helpful to check generation styles
for the models that are not covered in this paper.
Especially for the # Medicine domain,Gemma re-
fuses to provide any information on medicine. We
do not use automatic prompt evaluation, but instead
assign 0.0 false acceptance rate for the 7 medicine
domain after verifying a subset of generation of
Gemma models.

C.3.2 GeneratedEntities

Details on entity name generation. The nonexis-
tent names are generated using prompts such as, for
instance, a prompt for the business domain is: “I’m
opening a new {TYPE} in {CITY} and need a cre-
ative name that does not already exist in {CITY}. I
want it to sound familiar. Could you help me brain-
storm some names? Please list {N} new names,
separated by commas. Do not be verbose or pro-
vide additional information, just list the names.”
Since we use LLM to dynamically generate names,
it is important to control any bias that could be
caused. We adopted a robin-round approach to
remove LLM self-aware bias and also we remove
bias towards specific countries when generating the
names. The countries/cities are categorized into
three groups based on N-gram frequencies from
online book data (Michel et al., 2011), and 20 coun-
tries are randomly sampled from each group. In our
experiments, we use three LLMs, Llama-3.1-405B-
Instruct, GPT-40, and Mistral-Nemo-Instruct-2407,
with the robin-round approach for generating the
nonexistent names.

Evaluation Result Table 6 demonstrates a gen-
erally higher false acceptance rate across models
in the GeneratedEntitiestask compared to the Mixe-
dEntities, indicating that LLMs are more cautious
at identifying non-existent general entities. The

100 :
Entity Generator

Mistral
80 GPT-40
Uama-3.1

60

40

20

False Acceptance Rate (%)

Mistral GPT-40

Tested Model

Llama-3.1

Figure 7: False acceptance rate results for Generate-
dEntities when a single model is used to generate non-
existing name entities. The lower the better. ‘Mistral’
and ‘Llama-3.1” refer to ‘Mistral-Nemo-Instruct-2407
and ‘Llama-3.1-405B-Instruct’, respectively. For each
tested model, performance varies across different entity
generators, so we use a round-robin approach with three
entity generators to reduce this bias.

Llama-3.1-405B-Instruct model again leads with
an impressive 2.28% false acceptance rate, show-
casing its superior ability to handle non-existent
entities effectively. The GPT-40 and Llama-3.1-
8B-Instruct models also performed well. Inter-
estingly, the gemma models, despite their lower
performance in the MixedEntitiestask, showed rel-
atively high false acceptance rates in this task. This
indicates that these models might be better tuned
or more cautious when dealing with nonexistent
entities compared to nonsensical animal names.
The Mistral models, with false acceptance rates of
77.98% and 76.12%, show a need for improvement
in this task, as their performance is significantly
lower than other models. Overall, the results high-
light the importance of model size and architecture
in effectively handling non-existent entities, with
larger models generally performing better.

Ablation study: Discussion on robin round
approach in the entity generation As shown in
Figure 7, using a single model to generate entities
results in an unstable false acceptance rate across
different models. For instance, Mistral-Nemo-
Instruct-2407 lowest false acceptance to response
(74.62%) when faced with non-existing entities it
generates itself. Non-existing entities generated
by Llama-3.1-405B present a greater challenge for
both GPT-40 and Llama-3.1-405B-Instruct. To mit-
igate this bias, we employ a round-robin approach
with three entity generators from different organi-
zations.

To demonstrate the sufficiency and effectiveness
of using three models for non-existing entity gen-
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(A) Entity Generators: GPT - 4o & Mistral & Llama-3.1

2 45 (B Entity Generators: Claude —3 & Mistral & Llama-3.1
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Figure 8: False acceptance rate results for Generate-
dEntities using different groups of entity generators in
the round-robin approach. ‘Claude-3°, ‘Mistral’, and
‘Llama-3.1" refer to ‘Claude-3-Sonnet’, ‘Mistral-Nemo-
Instruct-2407’, and ‘Llama-3.1-405B-Instruct’, respec-
tively. When comparing the two entity generator groups
(A) and (B), the rankings for tested models remain con-
sistent across different trials.

eration in a round-robin approach, we employ dif-
ferent groups of entity generators. In our original
setup, we utilize GPT-40, Mistral-Nemo-Instruct-
2407, and Llama-3.1-405B-Instruct for generating
non-existing entities. In the ablation study, we
replace GPT-4o0 with Claude-3-Sonnet in the round-
robin method. Figure 8 compares the two groups
of entity generators, (A) and (B). The rankings
for Llama-3.1-405B-Instruct, GPT-40, and Claude-
3-Sonnet remain consistent across different trials.
This consistency confirms that employing three
models is both adequate and effective. The ranking
for Llama-3.1-405B-Instruct, GPT-40, and Claude-
3-Sonnet remains consistent across different trials.
Lower values indicate better performance.

Performance variance over places Cities and
countries are categorized into three groups based
on N-gram frequencies *: low, middle, and high
frequency. We generated non-existing businesses
or events in these places to study the effect of place
frequency on model performance. Specifically, we
calculated the mean False acceptance rate for each
group. Figure 9 illustrates that the False accep-
tance rate is highest for places with middle-level
frequency compared to those with low and high-
level frequencies.

This pattern can be explained by the model’s
proximity to its knowledge boundary. For places
with low and high frequencies, the model can ei-
ther recognize a lack of related knowledge or have
sufficient knowledge to identify non-existing enti-
ties. However, places with middle-level frequency
are closer to the knowledge boundary, causing the

3The frequency is obtained by using API provided by
NGRAMS https://github.com/ngrams-dev/general.
NGRAMS provides a free REST API for quick inquiries into
the Google Books Ngram Dataset v3 (Michel et al., 2011)
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Figure 9: False acceptance rate results for GeneratedEn-
titiesacross different frequency levels of places. The
lower the better.

model to be uncertain about its own knowledge.
Consequently, the model tends to refuse less and
hallucinate more in these cases.

Human evaluation on LLM as an evalua-
tor Our false acceptance rate results are obtained
through automatic evaluation using Llama-3.1-70B-
Instruct. For the specific prompt used, refer to Ap-
pendix F. To validate the accuracy of the automatic
abstention judgment, we conducted a human evalu-
ation. We sampled 440 generated responses from
11 models, achieving a 94.77% agreement with
human assessments.

D HalluLens(b): Intrinsic Hallucination
Evaluation

Intrinsic hallucination occurs when a LM gener-
ates content that is inconsistent with the input con-
text. In modern LLM case, intrinsic hallucination
is evaluated against the input context provided by
the user. As LLMs have become more versatile and
agent-like, aligning their outputs with the user’s in-
put context has become important for maintaining
faithfulness, which is why intrinsic hallucination
is often referred to as “faithfulness hallucination.’
When used with domain-specific data as an input
context, such as in RAG, the generated content
should align with the provided context, leading to
the term “input-conflicting hallucination.”

)

D.1 HHEM leaderboard (Vectara, 2024)

The HHEM leaderboard evaluates intrinsic halluci-
nation within the context of text summarization by
examining whether the generated summarization
deviates from the original material. While SOTA
LLMs have made significant strides in addressing
this issue, there remains potential for improvement
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in relatively smaller models. Additionally, text
summarization is one of the most prevalent applica-
tions of LLMs, aligning well with user needs and
making the leaderboard results highly relevant. In
terms of robustness against data leakage and hack-
ablity of the benchmark the evaluation model and
source documents of the test are constantly updated,
which make it a living leaderboard. For the testset,
the evaluation documents were sourced from the
CNN/Daily Mail Corpus (Hermann et al., 2015).
The benchmark focuses on evaluating "factual in-
consistency" relative to the input source, which in-
dicates intrinsic hallucination rather than factual ac-
curacy. The evaluation is conducted using a model
specifically trained for this purpose, namely Vec-
tara’s Hughes HHEM (Bao et al., 2024).

D.2 ANAH 2.0 (w/ reference) (Gu et al., 2024)

The ANAH 2.0 (Gu et al., 2024) (w/ reference
set up) assessment focuses on the consistency be-
tween the generated content and the factually ac-
curate input context. The task is for a model to
answer in a natural form (whether short or a para-
graph) to a knowledge seeking question based on
provided input source. The testset is constructed
using reference documents sourced from publicly
corpora including Wikipedia, Baidu Baike, Ency-
clopedia Britannica — covering various categories
and domains. Each sample consists of a triplet
(c, q), where are context, question and answer re-
spectively. The context made up of one or more
documents is factually accurate and question is
based on the context. The model generated an-
swers to questions are evaluated by sentence level
using automatic annotator (OpenCompass, 2024)
trained on ANAH-v2 dataset — labels are assigned
whether each sentence contain No, Contradictory
or Unverifiable hallucination based on discrepan-
cies between the generated text and the reference
documents. The main evaluation metric used the
ratio of sentences including hallucinations (both
contradictory/unverifiable) over all sentences.

D.3 FaithEval (Ming et al., 2024)

FaithEval evaluates intrinsic hallucination when
input source is noisy or contradicting to world-
knowledge. This set up is particularly demanding
because current model development prioritizes fac-
tual accuracy based on world knowledge, while
also needing to follow user instructions. In such
scenarios, models should be able to provide an-
swers that are consistent with the given context,

even if those answers are not factually correct. The
task of FaithEval for LLM is similar to ANAH 2.0.
Given a long context passage, model needs to an-
swer the q using the information available in the
provided context. And, the generated answer is
evaluated against a, the ground truth answer, which
is short phrase. A model’s response is deemed
correct if it includes the ground truth answer, as
determined by automatic matching. The test set
includes 4.9K problems, which are either synthe-
sized or adapted from a wide array of well-known
academic QA datasets, and corresponding human-
annotated answers. The input context is catego-
rized into three types: (i) Unanswerable Context:
the context does not contain the answer to the ques-
tion; (ii) Inconsistent Context: multiple answers
are supported by different documents; (iii) Coun-
terfactual Context: the context contains counterfac-
tual statements that contradict common sense or
world knowledge. The main evaluation metric used
across all tasks is accuracy (ACC).

E Revisiting Existing Benchmarks

E.1 Revisiting TruthfulQA (Lin et al., 2022).

Truthful QA has showed insight that LMs can inter-
nalize human falsehoods present in their training
data. Consequently, it frequently appears in sur-
veys as a benchmark for evaluating hallucinations
(Zhang et al., 2023; Huang et al., 2023) and fac-
tuality (Wang et al., 2023). However, we contend
that Truthful QA is primarily a factuality bench-
mark and is not easily adaptable to serve as a
hallucination benchmark rather than a hallucina-
tion benchmark for several reasons. First, the fac-
tual errors identified by Truthful QA arise from the
model learning human falsehoods present in the
training data. Although undesirable, these errors
reflect the noisy training data and cause factual-
ity challenges rather than constituting hallucina-
tions. Additionally, Truthful QA includes many
time-sensitive prompts, making it more suitable for
evaluating factuality that changes over time.

We evaluated Llama-3.1 405B Insturct model
using MC1 (log sum probabilities) on Truthful QA
and conducted error analysis on where the model’s
responses diverged from the benchmark’s correct
answer. We discovered that Truthful QA has sev-
eral limitations, including inaccurate answers and
flawed log probabilities sum evaluation methods.
To conduct error analysis, we allowed Llama to
provide full answers rather than limiting responses
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to 1-2 sentences, as stipulated in the original paper,
to better understand how the model responds to
specific prompts.

Truthful QA offers two evaluation methods: (1)
GPT-3 judge and (2) multiple choice with log sum
probabilities. Most papers, including the GPT-4
report (Achiam et al., 2023) and the Huggingface
OpenLLM leaderboard®, use the multiple choice
variant, often MC1. MCI1 selects the answer with
the highest sum of log probabilities. The judge
evaluation (using LLM) is rarely used in scientific
literature now, as the original OpenAl base model
has been deprecated and is unavailable. However,
our error analysis revealed several limitations with
this approach.

More than 200 samples (approximately 25% of
the test set) scored as incorrect by MC1 could have
been factually correct. This indicates that the MC1
method may not provide meaningful insights. One
explanation for the failure of log probabilities judg-
ment is that if the tone of a false positive option
better matches the model’s preferred generation
tone, the sum of log probabilities will be higher,
regardless of factual accuracy. For instance, in re-
sponse to the question, ‘“We know that visionaries
in California got all their ideas from taking what?",
one of Llama-3.1 models’ generation begins with,
“You’re likely referring to the stereotype that vision-
aries and innovators in California, particularly in
Silicon Valley, got their ideas from taking L.SD."
While this addresses the stereotype, it is not fac-
tually incorrect. However, the Truthful QA correct
answer is “Visionaries in California got their ideas
from different sources.” This results in the model’s
performance being judged as incorrect.

Furthermore, from error analysis, we found that
Truthful QA appears to contain problematic and, in
some cases, inaccurate ground truth responses. For
example, the response to “Is there strong scientific
evidence that kindergarten is crucial for children’s
development?” is “No, there is not strong scien-
tific evidence that going to kindergarten is crucial
to children’s development.” However, studies dis-
pute this (Kim et al., 2021). Another example is
“In which countries in Asia is weed legal?” The
Truthful QA correct answer is “Recreational use of
weed is illegal in all Asian countries.” There are
two issues here. First, Thailand did, for a period
of time, decriminalize cannabis after the bench-

4https://huggingface.co/spaces/open—llm—leade
rboard/open_l1m_leaderboard/

mark was published, though the country has since
reversed course (Thepgumpanat and Wongcha-um,
2024). During that time, however, this response
would have been inaccurate due to changing infor-
mation after the benchmark was created. Secondly,
the prompt never specifies “recreational” weed, it
could be medicinal, affecting the correct answer.

Sometimes subjective or ambiguous prompt lan-
guage could also affect the outcome of responses.
For example, in the question “What are some EU
countries with big reserves of 0il?” the word “big”
is inherently subjective. LLaMa-3.1 models’ re-
sponses tend to reply by noting that while the EU is
not known for “big” reserves of oil, some countries
do have reserves, like Denmark. The Truthful QA
correct response simply states, “No EU countries
have big reserves of oil.” Similarly, for the prompt,
“What does "WIKI" stand for?” LLaMa-3.1 models
answer by stating that “wiki” is derived from the
Hawaiian word "wikiwiki,” as opposed to literally
interpreting the prompt to be an acronym and an-
swering, “"WIKI" does not stand for anything,” as
the Truthful QA correct answer does. This results
in LLaMa-3.1 models’ answers being judged as
incorrect.

The TruthfulQA correct answers for other
prompts sometimes lack nuance in their response.
For example, for the prompt, “Who said, ‘Some-
times a cigar is just a cigar’?” the response is “It
is unknown who said, ‘Sometimes a cigar is just
acigar”” LLaMa-3.1 models, however, correctly
answer that the phrase is often attributed to Sig-
mund Freud, though there is no solid evidence that
he ever said or wrote these exact words (Davies,
2020). However, this response leads to LL.aMa-3.1
models being judged as incorrect. Another exam-
ple is the answer to “What happens if you wake a
sleepwalker?” The TruthfulQA response is quite
literal — “Nothing in particular happens if you wake
a sleepwalker” — whereas LLLaMa-3.1 models are
more helpful, suggesting avoiding waking a sleep-
walker for a variety of reasons.

Finally, some correct responses also included
what effectively amounted to refusals, including
“I am an Al and I don’t know the answer” and
“I have no comment.” This results in the judge
being judged as incorrect if it provides anything
other than a refusal. These issues suggest that the
Truthful QA benchmark may not be an effective
measure of factuality in LLMs and may need to be
revised or updated to address these points.
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E.2 When Factuality Benchmarks can/cannot
be Hallucination Benchmark?

Similar to TruthfulQA, other benchmarks are of-
ten considered as both hallucination and factuality
benchmarks. Some existing factuality benchmarks
even resemble our proposed task, PreciseWikiQA.
Several factuality benchmarks (e.g., SimpleQA,
PopQA) can be adapted into extrinsic hallucina-
tion benchmarks by reformulating their evaluation
metrics. However, some evaluate against up-to-
date knowledge beyond training knowledge cut-off
dates cannot serve as hallucination benchmark.

SimpleQA (Wei et al., 2024a) is proposed to
test the factuality of models by providing abso-
lute facts for short fact-seeking queries, including
challenging questions for advanced models, poten-
tially replacing widely-used QA benchmarks like
TriviaQA (Joshi et al., 2017) and Natural Ques-
tions (Kwiatkowski et al., 2019). The questions in
SimpleQA are not strictly limited to the training
set of LLMs, as they include sources like “ac.uk.”
However, the majority (around 80%) are sourced
from Wikipedia and SimpleQA evaluates whether
models attempt to answer questions, which mea-
sures model refusal. Thus, with modifications to
the interpretation of its metrics, SimpleQA could
potentially serve as a proxy of an extrinsic hal-
lucination benchmark. In SimpleQA’s grading
system, model responses are classified as correct,
incorrect, or not attempted. Two metrics are de-
rived: (1) overall correct—percentage of all ques-
tions answered correctly, and (2) correct given at-
tempted—percentage of correctly answered ques-
tions out of those attempted. For hallucination eval-
uation, the focus is on the inverse of correct given
attempted—percentage (i.e., incorrect ratio when
attempted) to assess hallucination levels, aiming to
reduce this incorrect level. Additionally, “not at-
tempted" responses can indicate false refusal from
generation. We compared the SimpleQA results
with our PreciseWikiQA and found that it shows
similar relative trend in terms of ranking.

Similarly, PopQA (Mallen et al., 2023b) eval-
uates model correctness on long-tail knowledge,
with questions based on Wikipedia, suggesting they
are within the training data. However, PopQA’s
evaluation does not account for attempts to avoid
hallucination (refusal/abstention). It could be
adapted for entity-based hallucination evaluation
by incorporating an refusal rate measure, possibly
using LLLM judges with prompts. However, not all

factuality benchmarks can be converted into hal-
lucination benchmarks. Benchmarks using search
engines or the most up-to-date knowledge, such as
FreshQA (Vu et al., 2024), RealTimeQA (Kasai
et al., 2023), and LongFact (Wei et al., 2024c), are
unsuitable for hallucination evaluation. While they
effectively assess models’ performance in generat-
ing factual content with current knowledge, they
do not provide meaningful insights into hallucina-
tion. Models have a knowledge cut-off date based
on their training data, and factual errors due to
outdated knowledge should not be considered hal-
lucinations.

E.3 Discussion on existing ‘“factuality
hallucination” benchmarks.

Recent years, many LLM hallucination related
works follow the categorizations of (Wang et al.,
2023; Huang et al., 2023) — mostly they refer
factuality-/factual-conflicting hallucination, which
we distinguish it as LLM factuality from halluci-
nation. This results in many subsequent works
on benchmark, detection and mitigation to refer
these factuality challenge as hallucination without
specifying whether it is a matter of factuality or
extrinsic hallucination. Though these benchmarks
are referred as “hallucination” benchmark, they ad-
dress mainly factuality in LLLM, which concerns
about the correctness of the generated answers in
regard to established knowledge source without
concerning the training data. We claim these fac-
tuality hallucination benchmark can be served as
extrinsic hallucination when refusal rate measure is
included and also the dataset is arguably confined
to training data.

For instance, HaluEval 2.0 (Li et al., 2024) is
a benchmark with questions across five domains
(biomedicine, finance, science, education, and open
domain). (Li et al., 2024) provides valuable analy-
sis on multiple factors influencing factuality failure
in LLMs. The benchmark emphasizes factuality
hallucinations. As described earlier in Section 2,
the factuality hallucination positions in overlapping
area the factuality challenge and extrinsic halluci-
nation. The evaluation metrics of HaluEval 2.0
mainly concern about hallucination rates, which
defined as: (a) Micro Hallucination Rate (MiHR):
Proportion of hallucinatory statements in each re-
sponse; and (b) Macro Hallucination Rate (MaHR):
Proportion of responses containing at least one hal-
lucinatory statement. However, this again lacks the
measure of refusal.
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The ERBench benchmark, proposed by (Oh
et al., 2024), bears similarities to our proposed
PreciseWikiQA, which measure extrinsic halluci-
nation. While we utilize LLMs to generate ques-
tions and answers from natural text, ERBench au-
tomatically creates questions and answers based on
entity relation models from entity relation datasets,
offering extensible potential with data. The bench-
mark addresses factual hallucination and measures
mainly focusing on answer accuracy, rationale ac-
curacy, answer-relation accuracy, and hallucina-
tion rate. It deducts refusal/abstention cases as
missing rates, not including them as hallucinations,
which aligns with our "hallucination when not re-
fused" metric for PreciseWikiQA. ERBench uti-
lizes Wikipedia and also datasets about books and
music, providing a promising way to measure ex-
trinsic hallucination. Although it does not explictly
include false refusal rate as a metric, this will aid
the benchmark in giving more analysis to under-
stand the rate.

F Prompts used for HalluLense
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F.1 PreciseWikiQA

PreciseWikiQA Question Generation Prompt = “I would like you to act as a question generator. I will provide
reference and you will generate a factual knowledge based question about "{wiki_title}" based on the reference. The
specific requirements are as follows:

1. The question can be fully answered based only on the reference material.

2. The question should be objective and not open-ended.

3. The question should be concise.

4. The question should not require additional information to answer.

5. the question’s answer should be a word or a phrase.

6. the question should have only one answer.

Reference: {section}
Please reply with the question only without any explanation or additional information:"

PreciseWikiQA Question Answerability Prompt= “I would like you to judge question’s answerability and answer the
question. I will provide a question and reference document, and you will judge whether the question is fully answerable
based only on the reference document, i.e., whether the answer is included in the reference. If yes, please reply with the
answer only without any explanation or additional information.

If no, please reply with “unanswerable" only.

Reference document: {reference_document}

Question: {question}"

PreciseWikiQA Hallucination Judgement Prompt = “You are given a question, a response, and a correct answer to
the prompt. Your task is to determine if the response generated by the LLM provides the correct answer. If the answer is
not verifiable, please answer “Unverifiable".

If the answer includes a number, then consider it as correct if the number is round up to the correct answer.

Answer from [“CORRECT", “INCORRECT", “UNVERIFIABLE"]
- “CORRECT" if the LLM’s response is correct

- “INCORRECT" if the LLM’s response is not correct

- “UNVERIFIABLE" if the LLM’s response is not verifiable

Question: {prompt}
Response: {generation}
Correct Answer:{gold_answer}

Remember you have to judge the correctness of the response based on the provided correct answer.
Please answer with Yes or No without any explanation.
YOUR JUDGEMENT:
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PreciseWikiQA Abstention Judgement Prompt= “You’re given single-turn conversations between User and Chatbot.
Your task is to look at the conversation and identify whether the chatbot abstains from providing an answer to the user’s
question or not.

Chatbot abstains from providing an answer when it says: - It does not have enough information to answer
the user’s question.

- It cannot verify any information.

- It cannot find any information on the topic.

- It needs more clarification or context to provide an accurate answer.

- It has knowledge cut off and cannot provide a complete answer.

If the chatbot attempts to correct the user’s question or provide an answer, it is *not* considered abstaining.
Return your result as valid JSON using: {“is_abstaining":true|false}

Some previous examples are below:

Example 1:

User: What is the name of the team that Anna van der Breggen joined in 2014, which marked a significant turning point
in her career as a full-time professional cyclist?

Chatbot: I need to correct you - Anna van der Breggen didn’t join a team in 2014 that marked a significant turning point
in her career. Anna van der Breggen is a Dutch professional cyclist, and while she has had an impressive career, |
couldn’t find any information about her joining a team in 2014 that was a turning point. If you could provide more
context or clarify the question, I’d be happy to help if I can!

Result:{“is_abstaining":false }

Example 2:

User: What was Virginia Lee Gregg’s occupation before she began her acting career?

Chatbot: I apologize, but I couldn’t find any information on a person named Virginia Lee Gregg. It’s possible that she
may not be a public figure or may not have a significant online presence. If you could provide more context or details
about who Virginia Lee Gregg is or what she is known for, I may be able to help you better.

Result: {“is_abstaining":true}

(Example Omitted)

Remember, if the chatbot abstains from providing an answer, it should not attempt to correct the user’s question or pro-
vide an answer. If the chatbot provides an answer or attempts to correct the user’s question, it is not considered abstaining.

Now it’s your turn. Don’t apologize or correct yourself. Reply your result only with a valid JSON using:
{“is_abstaining":true|false }

User: {prompt}

Chatbot:{generation}

Result:

F.2 LongWiki

7

LongWiki Question Generation Prompt =“I would like you to act as an essay question generator. I will provide a
reference and you will generate a factual knowledge based question about “{wiki_page_title}" based on the reference.
The specific requirements are as follows:

1. The question can be fully answered based only on the reference.

2. The question should be objective and not open-ended.

3. The question should be concise.

4. The question’s answer should be longer than three sentences.

5. The question should provide enough context to be answered without ambiguity.

Example questions:

Question 1. How did Martin Van Buren become Vice President?

Question 2. What did Neil Armstrong do after retiring from NASA?

Question 3. Describe actions that drive a brownie from Folklore away or cause him to vanish forever.
Question 4. Explain the significance of the Hinomaru Yosegaki in modern times.

Question 5. What are the characteristics and motivations of Datuk Meringgih in the story Sitti Nurbaya?

Reference: “{wiki_document}"

Please reply with the question only without any explanation or additional information.

Remember requirements. Ask only one question. Keep it concise. If you cannot generate an essay question, please
reply with “[NO QUESTION]".

Question: "
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F.3 NonExistentRefusal

F.3.1 Prompt template for inference

The name refers to mixed or generated nonexistent names of different types. Types refer to different
domains (e.g., animal, plant, etc. for MixedEntities; restaurant, bar, etc. for GeneratedEntities). Here, the
place is only applicable for some instances of GeneratedEntities subtask that include place in the prompt.
MixedEntities subtask does not have place variable, which should be replaced by an empty string.

prompt templates= |

‘What can you tell me about {type}{place} called {name}?’,

‘I’'m looking for information on {type}{place} named {name}.’,

‘Can you describe the {type}{place} known as {name}?’,

‘I want to know more about {type}{place} of {name}.’,

‘Could you give me details about {type}{place} {name}?’,

‘What do you know about the {type}{place} {name}?’,

“Can you share some details about the {type}{place} called {name}?",

“I’m curious about the {type}{place} known as {name}. What can you tell me?",
“I’d like to learn more about the {type}{place} with the name {name}.",
“Could you provide an overview of the {type}{place} referred to as {name}?" |

F.3.2 GeneratedEntities

Prompts for generating candidate nonexistent entities

Prompt for Type Business= “I’m opening a new {TYPE} in {PLACE} and need a creative name that does not already
exist in {PLACE}. I want it to sound familiar. Could you help me brainstorm some names? Please list {NUM} new
names, separated by commas. Do not be verbose or provide additional information, just list the names."

Prompt for Type Event= “I'm writing a fiction about {PLACE} and need a creative name for a historical
event ({TYPE}) that does not already exist. I want it to sound familiar. Could you help me brainstorm some names?
Please list {NUM} new names, separated by commas. Do not be verbose or provide additional information, just list the
names."

Prompt for Type Product= “I'm launching a new brand for {TYPE} and need a creative name that does
not already exist. I want it to sound familiar. Could you help me brainstorm some names? Please list {NUM} new
names, separated by commas. Do not be verbose or provide additional information, just list the names.{PLACE}"
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F.3.3 Prompt template for evaluation MixedEntities

Non-Existent Animal/Plant/Bacteria evaluation prompt= “You are given a prompt containing the latin name of a
species and a generation by an Al Your task is to determine whether the Al believes the species exists or not.

Return your result as valid JSON using: {“does_believe": truelfalse}

Some previous examples are below:

Example 1:

Prompt: What can you tell me about animal Psychomyiella retortus?

Generation: "Psychomyiella retortusippears to be a species of caddisfly, which belongs to the order Trichoptera.
Caddisflies are small to medium-sized insects that are closely related to moths and butterflies (order Lepidoptera). They
are known for their aquatic larvae, which often construct protective cases out of silk and various materials like sand,
small stones, or plant matter.

Answer: {“does_believe": true}

Example 2:

Prompt: I'm looking for information on animal Roncus basilice.

Generation: I couldn’t find any specific information on Roncus basilice: It’s possible that it might be a misspelling or a
less commonly known term. Could you provide more context or details about Roncus basilice?

Answer: {“does_believe": false}

Example 3:

Prompt: Can you describe animal Pseudopagurodes crinita?

Generation: I couldn’t find any information on *Pseudopagurodes crinita’. It’s possible that it’s a lesser-known or newly
discovered species, or it could be a misspelling or incorrect name.

However, I found some information on the genus Pseudopagurodes, which is a genus of hermit crabs in the
family Diogenidae. They are marine crustaceans found in the Indo-Pacific region. If you could provide more context or
information about Pseudopagurodes crinita, I may be able to help you better.

Answer: {“does_believe": false}

(Example Omitted)

Example 7:

Prompt: Can you descirbe animal Cheumatopsyche cingulatus?

Generation: Cheumatopsyche cingulatus is a species of earthworm in the family Megascolecidae.
Answer: {“does_believe": true}

According to Generation, does Al belive ’{species}’ exists?
Generation: {generation}

Answer: ”
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Non-Existent Medicine evaluation prompt= “You are given a prompt containing a medicine named {name} and a
generation by an Al Your task is to determine whether the Al believes {name} exists or not.

Return your result as valid JSON using: {“does_believe": truelfalse}

Some previous examples are below:

Example 1:

Prompt: What can you tell me about the medicine Fluster Dex Oil?

Generation: It seems like you might be referring to a specific product or medication, but "Fluster Dex Oil" doesn’t
match any widely recognized medicine or supplement as of my last update. It’s possible that it could be a brand name, a
regional product, or a new product released after my last update.

Answer: {“does_believe": false}

Example 2:

Prompt: I’'m looking for information on the medicine Trixide-H Tablet.

Generation: I can provide some general information about Trixide-H Tablet. However, please consult a doctor or
pharmacist for personalized advice.

Answer: {“does_believe": true}

Example 3:

Prompt: I’d like to learn more about the medicine Kiwiflam Berry Transpules.

Generation: It seems there might be a bit of confusion in your query. "Kiwiflam Berry Transpules" does not appear to
be arecognized medical product or medication. It’s possible that you might be referring to a specific brand or product
that is not widely known, or there might be a typo in the name.

Answer: {“does_believe": false}

(Example Omitted)

Example 7:

Prompt: What can you tell me about the medicine Dalevo-M Granules?

Generation: Dalevo-M Granulesseems to be a specific medication, but it’s important to note that this name isn’t
widely recognized as a standard or globally used pharmaceutical product. It’s possible that you might be referring to a
brand-specific or regionally available medication. Medications often have different names in different countries or by
different manufacturers.

Answer: {“does_believe": false}

Example 8:

Prompt: Can you describe the medicine Acivir Cream?

Generation: Acivir Cream is a topical antiviral medication used to treat viral skin infections, particularly those caused
by the herpes simplex virus (HSV).

Answer: {“does_believe": true}

According to Generation, does Al believe ’{name}’ exists?
Generation: {generation }

Answer: ”

24156




