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Abstract

In-context learning (ICL) has emerged as a suc-
cessful paradigm for leveraging large language
models (LLMs). However, it often struggles to
generalize beyond the distribution of the pro-
vided demonstrations. A recent advancement in
enhancing robustness is ICL with explanations
(X-ICL), which improves prediction reliability
by guiding LLMs to understand and articulate
the reasoning behind correct labels. Building
on this approach, we introduce an advanced
framework that extends X-ICL by systemati-
cally exploring explanations for all possible
labels (X2-ICL), thereby enabling more com-
prehensive and robust decision-making. Ex-
perimental results on multiple natural language
understanding datasets validate the effective-
ness of X2-ICL, demonstrating significantly
improved robustness to out-of-distribution data
compared to the existing ICL approaches.!

1 Introduction

In-context learning (ICL; Brown et al., 2020; Rad-
ford et al., 2019) has demonstrated remarkable suc-
cess with the advancement of large language mod-
els (LLMs). In ICL, LLMs make inferences given
a limited number of demonstrations, i.e., labeled
examples provided as context, without any parame-
ter updates. This efficiency is a key advantage over
the predominant paradigm of fine-tuning, which re-
quires a large amount of task-specific training data
and parameter updates. Not only efficient, but ICL
has also been shown to be effective across a variety
of tasks, making it a new paradigm for leveraging
LLMs (Dong et al., 2024).

However, ICL has been reported to be restricted
in its ability to generalize beyond the given demon-
strations. ICL often exhibits degraded performance
when evaluated on out-of-distribution (OOD) data
(Tang et al., 2023; Wang et al., 2023b,a; Mueller
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Figure 1: Overview of ICL, X-ICL, and our proposed
X2-ICL. In this example, the task is natural language
inference, where ENT, NEUT, and CONT represent en-
tailment, neutral, and contradiction labels, respectively.
Solid lines denote outputs generated by LLMs during
inference, while represent paths not
explicitly produced by LLMs. ICL produces only the
final label without providing reasoning, whereas X-ICL
generates a single reasoning path before selecting a la-
bel. In contrast, X2-ICL first generates reasoning for all
possible labels and then chooses the label supported by
the most valid reasoning.

et al., 2024; Zhou et al., 2024; Siska et al., 2024,
Yuan et al., 2024). Following the previous studies,
we specifically refer to OOD data as data drawn
from distributions that have been adversarially
shifted from the distribution of the given demonstra-
tions. Recent studies have addressed the robustness
challenge in ICL (Li et al., 2023; Sun et al., 2024;
Jang et al., 2024; Zhou et al., 2024; He et al., 2024).

A promising advancement in addressing this
challenge is ICL with explanations (X-ICL; He
et al., 2024). In X-ICL, LLMs are provided with la-
beled examples along with explanations that justify
the assigned labels. The objective is to enable the
model to learn human-like reasoning” rather than

The explanation that justifies an assigned label represents
the reasoning process from the perspective of a model that
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relying on superficial patterns within the provided
demonstrations. This approach is conceptually sim-
ilar to few-shot chain-of-thought (CoT) reasoning,
which provides examples of human-written step-
by-step reasoning as context (Wei et al., 2022).
However, a technical distinction of X-ICL is that
the provided in-context explanations are generated
by LLMs, rather than being manually crafted. This
machine-generated nature makes X-ICL scalable,
and it has demonstrated strong performance across
various OOD evaluation tasks in natural language
understanding (NLU).

In this study, we extend X-ICL to enhance robust-
ness by further leveraging its scalability. In OOD
data, the reasoning learned from demonstrations is
not always reliable. As the data distribution is ad-
versarially shifted from that of the demonstrations,
models must carefully analyze inputs from multi-
ple aspects to ensure accurate predictions. Our idea
is that exploring explanations behind all available
labels in demonstrations (X2-ICL) will encourage
the model to more thoroughly consider the alterna-
tive reasoning paths. To achieve this, we augment
the demonstrations by providing diverse explana-
tions, each generated by conditioning LLMs on
a different possible label. Figure 1 provides an
overview of our method.

Our extensive experiments demonstrate the en-
hanced OOD robustness of X>-ICL across various
datasets in NLU. Specifically, X>-ICL outperforms
both ICL and X-ICL on six to eight out of eight
OOD datasets for each of five different LLMs. We
expect that the effectiveness of our approach will
offer important insights into the robustness of ICL,
emphasizing the value of systematically and com-
prehensively exploring various reasoning paths.

2 Preliminaries

To formally introduce existing methods and our pro-
posed method, this section first establishes the nota-
tion and problem setup for classification tasks. Sub-
sequently, we describe how latent variables arise in
classification tasks.

2.1 Notation and Problem Setup

Consider a classification problem with random vari-
ables (x,y), where 2 comprises the predictive fea-

learns from such explanations. Thus, we use the terms expla-
nation and reasoning interchangeably, as in He et al. (2024).

3While there is a zero-shot CoT approach, which does not
provide reasoning examples in the context but only adds an
instruction to perform such reasoning (Kojima et al., 2022),
X-ICL builds on the few-shot CoT approach.

tures and y € ) denotes the class label from a
finite set ) := {1,..., L}. Let p(x,y) and p(y|z)
denote the joint and conditional probability distri-
butions, respectively.

For this problem, we define a decision rule 0 :
X — )Y in the functional space A and evaluate it
using the binary (0-1) loss function £ : Y x A —
{0, 1}, defined as

L(y,0(x)) = 1y # o(x)}, M

where 1{-} represents the indicator function, tak-
ing 1 when the condition specified in the braces is
satisfied and O otherwise.

Our goal is to find a decision rule § € A that
minimizes the the expected loss function, which is
written as the misclassification probability:

E[L(y,(x))] =Pr{y #4(2)}. @)

Furthermore, the misclassification probability can
be expressed through the conditional distribution:

Prly £ 5(w)} = | Priyba)lap(a)ds. )

This formulation shows that minimizing the over-
all misclassification error is equivalent to mini-
mizing Pr{y#d(z)|z} for each z € X. Since
Pr{y#0(z)|x} = 1 — Pr{y=d(x)|z}, the optimal
decision rule 6* € A takes the form:

§*(x) := argmax p(y|z). 4)
yey

This decision rule, known as the Bayes optimal
classifier, predicts the label y from features = by
selecting the one with the highest conditional prob-
ability among all labels.

2.2 Latent-Variable Modeling

The classification framework can be extended to
incorporate latent variables that model the under-
lying structure of the data. Let r be a possibly
high-dimensional latent variable that resides in the
space R. The likelihood of observed data is repre-
sented as:

p(ylz) = /R p(ylr, 2)p(rla)dr,  (5)

where p(y|r, x) describes the enriched conditional
probability incorporating the latent information,
and p(r|x) characterizes the latent probability con-
ditional on observed features.
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This latent variable r encodes additional struc-
ture about the relationship between features and
labels, such as underlying reasons or mechanisms.
This approach builds on fundamental work in clas-
sification analysis (Thurstone, 1927; Luce, 1959;
Marschak, 1960; McFadden, 1973; Dempster et al.,
1977), and has since become a cornerstone of mod-
ern classification methods. Importantly, latent vari-
ables exist for all possible labels, with the observed
label emerging through their interaction. Formally,
we define

r=(ry,...,rL), (6)

where 7, denotes the latent element associated with
label £ € V.

3 Methods

In this section, we first review ICL and X-ICL un-
der the framework introduced in Section 2, and
then we introduce X?-ICL, our proposed method.
Figure 1 presents an overview and highlights the
differences among these methods. Hereafter, we re-
fer to a set of demonstrations as a training sample
Dy, = {(xi, i)}, of n observations indepen-
dently drawn from the joint distribution p(z,y).
Our task is to predict the label ¢ for a new feature
variable 2 in the test set.

3.1 ICL

ICL emerges as an important paradigm where
LLMs learn to perform a task by observing demon-
strations within its context window, without updat-
ing their parameters (Brown et al., 2020; Radford
et al., 2019). The demonstrations D,, are concate-
nated into a prompt sequence that LLMs process,
along with a new query point z’, to predict the
corresponding label 3/’

Formally, we can explain the ICL decision rule
in the likelihood framework as described in Sec-
tion 2.1. LLMs identify and follow patterns in
the demonstrations, which corresponds to obtain-
ing a model trained for the task represented by the
demonstrations. We denote the model implicitly
learned through ICL as p(y|x), which is defined as
follows:

p(ylz) := p(y|z, D). ()
Here, we omit the parameters of LLMs for brevity.
The model predicts the most likely label for a new
input 2’ through

SN (2 := arg max p(y/|z’). (8)
y'ey

Algorithm 2 in Appendix A summarizes the above
procedure.

The decision rule 6"" can be regarded as a map
from the query input to a label prediction, condi-
tioned on the provided set of demonstrations. The
key distinction is that 6'°" learns through pattern
recognition within the demonstrations rather than
parameter updates.

3.2 X-ICL: ICL with Explanations

X-ICL incorporates explanations into the demon-
strations, thereby guiding LL.Ms to learn the rea-
soning process that connects features to labels (He
et al., 2024). This approach can be interpreted as a
form of latent-variable modeling, where the expla-
nation serves as the latent variable r that capture
the underlying structure governing the relationship
between features and labels.

To augment the demonstrations with such expla-
nations, X-ICL leverages LLMs to generate rea-
soning for each example through few-shot ICL.
For this purpose, X-ICL additionally requires meta-
prompt, a set of examples annotated with explana-
tions: Sy, := {(x5,75,¥;)}]L,. Importantly, the
meta-prompt can be quite small; in the tasks exam-
ined, a single example per label was sufficient (He
et al., 2024). Therefore, the manual effort required
to construct the meta-prompt S, is significantly
lower than that needed to manually create explana-
tions for all examples in the demonstrations D,,.

During preprocessing, for each data point in D,,,
X-ICL uses Sy, to collect the reasoning 1, that jus-
tifies the assignment of label y to z. Here, r,, can be
considered as the y-th element of = in Eq. (6). For-
mally, X-ICL approximates the conditional proba-
bility distribution of explanations as follows:

p(rly, =) .= p(rly, z, Sm), ©)
and then samples reasoning according to:

ry ~ p(rly, ). (10)

As aresult of this augmentation process, the demon-

stration set in X-ICL becomes {(x;, 7y, ¥i) }i—;-
In probabilistic terms, we express the joint dis-

tribution of label and its specific latent variable

p(y,ry|z) as
(11)

During ICL with the augmented demonstrations,
LLMs learn these two components: the latent vari-
able generation process p(r,|z) and the label pre-
diction mechanism p(y|ry, ). At inference time,

Py, rylz) = p(ylry, )p(ryl|z).
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given a test feature 2/ € X', X-ICL first samples a
reasoning 7, from p(r,|x) and then determine the
classification rule:

XAk () = arg/g}axﬁ(y’]r;, z'). (12)
y

Algorithm 3 in Appendix A summarizes the above
procedure.

From the perspective of latent variable modeling,
the problem of X-ICL is that it imposes restrictive
constraints on the latent space, binding it tightly
to realized values in the demonstrations. This con-
straint naturally leads to strong in-sample perfor-
mance but significantly limits generalizability by
creating a shallow latent structure that only spans a
confined region of the possible latent space.

3.3 XZ2-ICL: ICL with Exploration of
Explanations

To mitigate the constraints imposed in X-ICL, we
propose X2-ICL, a method designed to effectively
explore the latent reasoning space. Unlike conven-
tional approaches that focus solely on the observed
label, X2-ICL examines the underlying rationale
that could justify each possible label for the given
input features. By doing so, our approach preserves
the dimensionality of the latent reasoning space, al-
lowing for a more comprehensive exploration of
potential reasoning paths.

Intuitively, this approach maintains a broader
consideration of plausible reasoning paths. This is
particularly crucial in OOD scenarios, where the
reasoning learned from demonstrations may not
always be reliable, as it is constrained by the ob-
served input—label pairs. In such cases, alternative
reasoning processes, such as those based on dif-
ferent aspects of the input features, may still be
valid. Our method aims to preserve these diverse
reasoning paths, thereby enhancing robustness to
the distribution shifts.

We employ the same meta-prompt to augment
explanations within demonstrations. However, we
extend this approach by augmenting not only the
explanations for the observed labels but also those
for unrealized labels. This provides a more com-
prehensive understanding of the reasoning space.
We draw 7, separately for each ¢ € ) as follows:

Te ~ ]5(7"@’1/ =/, l’), (13)
In this step, instead of using only the observed label
y, we consider what would be reasoning r if the

Algorithm 1 X2-ICL
1: Input: D, and S,,

2. fori=1,...,ndo
3: foreachlabel/=1,...,L do
4: Generate a latent variable 7; ¢ for (z;, £):
ri0 ~ D(relyi = £, ;)
5:  end for
6:  Obtain a collection of latent variables:
r; = (Ti,h .- -,Ti,L)
7: end for

8: Estimation:

9:  Augumented data: {(x;, 7, vi) ",

10:  Model: p(y, r|x)

11:  Estimator: p(y, r|z) = p(y|r, z)p(r|x)
12: Inference:

13:  Test input 2’/

14:  Draw v’ := (r],..., 77 ) ~ p(r}z))

15 Compute {p(y'|v',2') : v/ € V}

16: Output: Classification

17:  y* = argmax, ¢y, p(y'[r’, ')

label is £. Considering all potential labels, we can
uncover the collection of reasoning r in Eq. (6).

By applying the above algorithm to the
demonstrations, we obtain an augmented data
{(xs, mi,yi) } 7y with 7 := (r;1,...,71). Note
that r; represents a set of reasoning paths, with
each reasoning path r; ¢ corresponding to a specific
label £. The joint distribution of label and latent
variable p(y, r|x) is expressed as

p(y, r|z) = p(ylr, x)p(r|z). (14)

Based on the augmented demonstrations, LLMs
learn the label prediction mechanism p(y|r, x) as
well as the joint distribution of latent variables
p(r|z). For inference, our model takes a test in-
put ' € X and then draws a collection of latent
variables 7’ from p(r|z’). Then, we obtain the pre-
diction probability of each label by p(y/|r’, z’) for
every y' € ). Finally, the classification rule is
given by

6X2-ICL (.CC/)

= argmax p(y'|r’,2').  (15)

Yy ey
Algorithm 1 describes this estimation and inference
procedure.

The three methods above represent distinct theo-
retical principles in their treatment of latent struc-
tures. ICL operates primarily through pattern recog-
nition within observed samples, while X-ICL ex-
tends this framework by incorporating reasoning
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mechanisms for observed labels. Our approach di-
verges from these frameworks by adopting a more
comprehensive treatment: it systematically uncov-
ers latent reasoning structures for all possible la-
bels, irrespective of whether they are explicitly re-
alized in the observed data.

4 Experiments

In this section, we evaluate the OOD robustness of
X2-ICL, primarily through comparison with ICL
and X-ICL across diverse NLU datasets.

4.1 Experimental Setup

Tasks. We employed two NLU tasks: natural
language inference (NLI) and paraphrase identifi-
cation. NLI is the task of classifying the semantic
relationship between a hypothesis and a premise
into one of three categories: entailment, neutral, or
contradiction. Paraphrase identification is the task
of determining whether a given pair of sentences
has the same meaning, classifying them as either
yes or no. Examples for each label are shown in
Figures 4 and 5 in Appendix F.

Datasets. We used OOD evaluation datasets for
NLI and paraphrase identification. To ensure the
correctness of the labels, we selected datasets that
were either manually curated and thoroughly ver-
ified or generated based on well-defined rules. In
particular, for NLI, we employed HANS (McCoy
et al., 2019), NAN (Truong et al., 2022), PISP
(Liu et al., 2020a,b), ST (Naik et al., 2018), and
ANLIg; g3 (Nie et al., 2020a), and for paraphrase
identification, we used PAWS (Zhang et al., 2019).
We used SNLI training data (Bowman et al., 2015)
as demonstrations for evaluation on the NLI test
sets, ANLIg; training data for the ANLI test sets,
and QQP training data (Iyer et al., 2017) for PAWS,
following X-ICL (He et al., 2024).* Although ICL
does not involve updating the parameters of LL.Ms,
it enables LLMs to learn patterns from demonstra-
tions provided in the context. The evaluation data

*Additional reason for using ANLI trainig data is that
ANLI premises are generally much longer than those in other
NLI datasets. This clear difference could interfere with evalu-
ating the robustness that ANLI is intended to measure, namely,
robustness to subtle changes that challenge models but are less
noticeable to humans. To accurately assess the distribution
shift targeted by ANLI, we avoid using demonstrations from
other NLI datasets. Note that the test sets of ANLI are con-
sidered OOD even with respect to ANLI training data, due to
differences in the rounds of dataset creation and in the annota-
tors, which are known sources of distribution shifts (Nie et al.,
2020a; Gururangan et al., 2018; Geva et al., 2019).

above are designed to reflect adversarial distribu-
tion shifts relative to the training data, making them
suitable benchmarks for evaluating the OOD ro-
bustness of ICL. All the datasets are in English and
are publicly available for model evaluation. See
Appendix B for more details of the datasets.

Evaluation. We followed the evaluation proto-
col of X-ICL (He et al., 2024). The number of
in-context demonstrations was set to eight, which
is commonly referred to as the 8-shot ICL setting.
We used four different random seeds to select both
demonstrations and test samples, sampling up to
500 test examples from each test set (Jang et al.,
2024). The reported scores correspond to the accu-
racy averaged over the four random seeds.

Models. We used three cutting-edge LLMs:
GPT-40 (gpt-40-2024-08-06), Gemini-1.5-Pro
(gemini-1.5-pro-002), and Gemini-2.0-Flash
(gemini-2.0-flash-001). To assess the broader
applicability of our approach, we additionally em-
ployed more computationally efficient open-source
models: Phi-4-14B° (Abdin et al., 2024) and
DeepSeek-R1-8B® (Guo et al., 2025). Appendix C
provides details on decoding configurations.

Explanations. To generate explanations for in-
corporation into demonstrations, we employed the
few-shot meta-prompts introduced by X-ICL (He
et al., 2024). The exact meta-prompts used in our
experiments are provided in Figures 4 and 5 in
Appendix F. These meta-prompts include only a
single explanation per label, which minimizes the
manual effort required to create explanation ex-
amples in advance. In all experimental settings,
we used GPT-4o to generate the explanations in-
corporated into the demonstrations. Examples of
X2-ICL’s prompts are presented in Figures 2 and 3
in Appendix F.

4.2 Main Results

Table 1 shows that X-ICL outperforms ICL on
00D datasets, and X2-ICL further enhances OOD
performance beyond X-ICL overall. The improve-
ment is more pronounced when employing the
higher-performing LLMs. This suggests that X?-
ICL relies on strong reasoning capabilities to be
effective. Unlike X-ICL, which requires only a
single reasoning path, X2-ICL explores multiple

5https://huggingface.co/unsloth/phi—4
6https://huggingface.co/deepseek—ai/
DeepSeek-R1-Distill-Llama-8B
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Natural Language Inference Paraphrase

HANS NAN PISP ST ANLIEg; ANLIRg; ANLIR;3 PAWS
GPT-40
ICL 9095100 88.05405 75.9710s1 77904200 78.251564 70.671260 61.054003 61.581052 83.651045 65.151110
X-ICL 90.004085 86.3541.11 78294193 81404170 81.504275 75.584092 63.874073 65.074023 82.754319 63.8043.42
X2ICL 90.251050 88851104 78781037 83.761060 82351094 77401045 67.61:1159 67.701163 78851353 70.85135s
Gemini-1.5-Pro
ICL 89.801]_07 86.8511,37 75.391]_47 80.661(]‘97 84.3010_96 74-0411.84 64.4812_30 64.08;&2_20 83.0012_69 65.201287
X-ICL 85.704175 87.804155 77231128 78234138 83.351196 73.564150 64.3340096 65.5910095 82.251965 64.6012581
XZ—ICL 82.7041.96 88.4010,94 76.55+1.03 80.3242.05 85.60i1436 75.4811_01 66.77i2.02 67.11i1,31 80.65+2.68 69.80i4_46
Gemini-2.0-Flash
ICL 87151143 73.054037 74.324097 72914387 80.451189 69.234094 61.744123 59.544193 81.054324 58.104367
X-ICL 84.65i1_23 78.25i3_09 75~97i0.32 75-27i1.86 80.75+10.64 75'29i2.58 63.7211_1] 65.79i1_34 82.85i2_37 56.2517.46
Phi-4-14B
ICL 85454082 80.954239 T4.224050 T1.6342920 T4.30x178 70294161 60294029 61.254112 81104211 69.4544.98
X-ICL 90.001199 84.054190 78494121 76.084189 78154143 73.654044 60.294103 62.371189 80.604306 68.204582
X2ICL 80.451094 84451106 T7.714143 78371193 80151170 75381140 63341146 63421123 70.754437 75901361
DeepSeek-R1-8B
ICL 59'55i1.53 74.65i3,54 64.7313_2(} 62.74i3_5g 66.00i1_93 55.87i1,70 49.09i2_gg 49.87i1_35 74.25i2_]g 48.55i2_30
X-ICL 63.204118 78454198 69.384164 67.254135 67404107 60.874258 50.5313098 50591164 76.601141 46.601372
X2ICL 661012035 81.65:577 70.45:111 68731196 681041155 63.5612095 52131530 49.674146 T74.154072 41.954280

Table 1: Main results. The scores are the mean and standard deviation of accuracy computed across four different

sets of demonstrations. The highest mean score for each model is highlighted in bold. and

share the

same data distribution as the demonstrations, whereas the other datasets are OOD.

reasoning paths. Consequently, a higher reasoning
capability is essential for its effectiveness.

In contrast, X-ICL and X2-ICL exhibit degraded
performance on SNLI and QQP, which share the
same underlying distribution as the demonstrations.
Due to the identical underlying distribution, simply
following the patterns present in the demonstra-
tions results in strong performance. However, the
augmented explanations are drawn from LLMs and
may not follow the exact distribution of the original
input—label pairs. This deviation could lead to the
degradation of the explanation-based methods in
performance on the in-distribution data. This trade-
off between in-distribution and OOD performance
remains a challenge to be addressed in future work.
However, given the consistent effectiveness of our
approach across a diverse range of OOD datasets,
we believe that our method makes a significant
contribution to enhancing the robustness of ICL.

4.3 Comparison with Retrieval-Based ICL

While our method explores the reasoning space
to achieve robust predictions, one might wonder
whether exploring the demonstration space could
achieve similar results. In ICL, selecting demon-
strations that are semantically similar to a test input
has been shown to perform well (Liu et al., 2022).
Subsequent research has extended the retrieval-
based approach to enhance the diversity of selected
demonstrations (Levy et al., 2023; Ye et al., 2023;

Gupta et al., 2023). To assess the effectiveness of
exploring the demonstration space in OOD settings,
we conducted a comparison with diversity-aware
retrieval-based ICL.

We selected Set-BSR (Gupta et al., 2023) for
comparison. Set-BSR uses BERTScore (Zhang
et al., 2020) to measure semantic similarity and
retrieves a diverse set of demonstrations that col-
lectively cover various aspects of similarity to the
test inputs. We employed one model each from
the closed-source and open-source groups. In Ta-
ble 2, we observed that Set-BSR improves perfor-
mance in some cases, but overall, its performance
improvements on OOD datasets are notably smaller
than those achieved by the explanation-based ICL
methods. This aligns with the original findings
in the X-ICL paper (He et al., 2024), which also
reported stronger OOD robustness for explanation-
based ICL compared to retrieval-based ICL. These
results suggest that diversity in the reasoning space
contributes significantly more to OOD robustness
than diversity in the demonstration space.’

Additionally, we emphasize that explanation-
based ICL and retrieval-based ICL are designed
for different scenarios. Retrieval-based ICL typi-

"These two types of diversity are not necessarily equiv-
alent. For instance, even if the surface forms or topics of
two premise—hypothesis pairs differ greatly, the underlying
reasoning can still be identical, e.g., “the hypothesis contains
information that is not explicitly mentioned in the premise, so
the label is neutral.”
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Natural Language Inference

Paraphrase

HANS NAN PISP ST ANLIg; ANLIg; ANLIg;3; PAWS

GPT-40

_Set-BSR_ 90.601053 85404205 77624066 79991002 T7.9541.08 74424080 58.094018 01.181046 85204140 72254011
X-ICL 90.00+0.85 86.35+1.11 78294123 81404170 81.504975 75.584092 63.87+4073 65.074093 82.754319 63.80+342
X2-ICL 90254050 88.85:104 78781037 83761060 82.351224 77404045 67.611189 67.701163 78.854353 70.851388
Phi-4-14B

_SetBSR__ 87.65:161 83854220 T76.941150 71.50s153 76.301128 76.5410.00 56401000 58-42:000  78.004223 T75.074176
X-ICL 90.001199 84.054190 78494121 76.081189 78154143 73.654044 60291103 62.371180 80.601306 68.201582
X2-ICL 80.4549904 84451106 77711143 78371123 80151170 75384140 63341146 63421193 70.751437 75.90.361

Table 2: Comparison between retrieval-based ICL and explanation-based ICL. The top side of the dotted line cor-
responds to retrieval-based ICL, and the bottom side to explanation-based ICL. The notation follows that of Table 1.

cally requires access to large numbers of labeled
examples to select effective demonstrations, while
explanation-based ICL needs far fewer labeled
examples and explanation annotations.® Thus,
retrieval-based ICL is suitable when there is plenty
of labeled data, whereas explanation-based ICL is
effective when only minimal annotation is feasible.

4.4 Ablation Study

In this ablation study, we investigate the key factors
contributing to the improved OOD performance of
X2-ICL. Specifically, we used GPT-40 to evalu-
ate performance on the ANLI test sets, which are
the most challenging among the OOD datasets in
our main experiments. This level of difficulty is
well-suited for detailed evaluation of the robust-
ness of high-performing LLMs, as less challenging
datasets may not reveal subtle differences.

(i) Systematic Exploration of Reasoning. Self-
consistency (SC; Wang et al., 2023c), which
stochastically samples multiple outputs from mod-
els, shares similarities with X?-ICL in its ability to
explore multiple reasoning paths. However, the key
distinction lies in the structured nature of X2-ICL’s
exploration: X?-ICL systematically considers rea-
soning paths for all possible labels, whereas SC
is constrained by the reasoning paths present be-
tween the given inputs and observed labels. To
assess the impact of this systematic exploration,
we compare SC with X2-ICL. For a fair compari-
son, we align the number of reasoning paths in SC
with the number of labels (three in NLI) and set
the sampling temperature to 0.7, following Wang
et al. (2023c). As shown in Table 3 (i), X>-ICL
consistently outperforms SC across all the ANLI

8For Set-BSR, we followed the setup described by Gupta
et al. (2023) and used up to 44,000 demonstrations. For X-ICL
and X*-ICL, we used only eight demonstrations, in addition to

a single explanation-annotated demonstration for each label,
resulting in a total of 8 + 3 demonstrations in the case of NLI.

ANLI; ANLI, ANLIR;3;

X-ICL 75.58+0.92 63.8740.73 65.074223
Ablation

(i) X-ICL + SC 75.961080 65.6214133 65.531238
(ii) X-ICL + Instruction 74.524138 64.334155 65.3943.16
(iii-a) ICL + CoT 74904437 65.554167 65.9940.84
(iii-b) ICL + Explore CoT 74.4243921 65.554307 65.6642.60
X2ICL 77405045 67.61:189 67.7041 63

Table 3: Ablation study examining the contribution of
systematic reasoning exploration. The results for GPT-
40 are reported. The notation follows that of Table 1.

test sets, indicating that the structured exploration
is crucial in improving OOD robustness.

(i) Instruction for Exploration. X?-ICL incor-
porates an instruction designed to guide reasoning
exploration:

Instruction: Explore the reasoning be-
hind all the labels. Then, select the label
that has the most valid reasoning.

See Figures 2 and 3 in Appendix F for examples.
This instruction serves to clarify the purpose of
providing multiple reasoning paths, and addition-
ally, implicitly conveys that the entire label space
is covered within these reasoning paths. A poten-
tial concern is that this instruction might offer an
unfair advantage over X-ICL, as previous research
reported that presenting information about the la-
bel space enhanced ICL performance (Min et al.,
2022). To isolate the effect of this implicit label-
space information from our overall method, we
conducted a comparison with X-ICL augmented
with a comparable instruction:

Instruction: Explain the reasoning and
then select the correct label from entail-
ment, neutral, or contradiction.

As shown in Table 3 (ii), adding this instruction
to X-ICL does not lead to significant performance
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improvements. The results indicate that the perfor-
mance gains in X2-ICL arise from the reasoning
exploration encouraged by the instruction, rather
than from the implicit label-space information.

(iii) Explanations within Demonstrations. We
evaluated the necessity of including explanations
within the demonstrations. This analysis is not
only for X2-ICL but also for X-ICL. LLMs possess
strong reasoning capabilities, allowing them to en-
gage in reasoning processes even without explicit
demonstrations of how to do so within the given
context (Kojima et al., 2022). To assess the benefit
of X-ICL and X2-ICL over this zero-shot reason-
ing, we appended the CoT prompt to the end of the
input, without providing any explanations within
the demonstrations (Kojima et al., 2022). Addition-
ally, we included a sentence to ensure adherence to
the specified output format. The full CoT prompt
is as follows:

Let’s think step by step. Ensure that your
response ends with Label: followed by
your final answer.

The results in Table 3 (iii-a) indicate that the per-
formance of this zero-shot CoT is comparable to
that of X-ICL, suggesting that presenting a single
reasoning path per demonstration does not provide
substantial additional information to the cutting-
edge LLM. However, X2-ICL still outperforms
this baseline, demonstrating that explicitly guid-
ing LLMs to explore multiple reasoning paths in a
systematic manner remains beneficial for enhanc-
ing the OOD robustness.

Next, we investigated whether reasoning paths
can be systematically explored without providing
demonstrations of such reasoning. To this end, we
modified the above CoT prompt as follows:

Let’s think step by step, exploring the
reasons why each label could be correct.
Ensure that your response ends with La-
bel: and your final answer.

The results in Table 3 (iii-b) show no significant
performance difference compared to (iii-a). Upon
inspection, we found that the model often failed
to provide label-conditioned reasoning and instead
produced generic step-by-step explanations. This
shows that even advanced LLMs like GPT-40 strug-
gle to generate comprehensive reasoning without
demonstrations. Explanations in demonstrations
are essential to guide LLMs in performing struc-
tured, comprehensive reasoning.

The results in (i)—(iii) show that the robustness
of X2-ICL arises from the systematic exploration
of explanations learned from demonstrations.

4.5 Qualitative Analysis

We analyzed both the successful and failure cases
of X2-ICL to gain a deeper understanding of its
behavior. Specifically, we examined the outputs
generated by GPT-40 on the ANLIE; test set. Due
to space limitations, the outputs analyzed in this
section are provided in Appendix G.

Successful Cases. In summary, X>-ICL tends to
guide the model to carefully examine the details of
the input, thereby facilitating reasoning grounded
in confidently inferable information. In contrast,
X-ICL often draws conclusions from the absence
of explicit information in the input. For instance, as
illustrated in Figure 6, X2-ICL deduced that a per-
son whose name is associated with an equation is
likely influential, even though this is not explicitly
stated in the premise. Similarly, in Figure 7, X2-
ICL correctly inferred the end date of an American
football player’s career by performing a calculation
based on details provided in the input, despite the
end date not being explicitly mentioned. In both
examples, X-ICL incorrectly assigned the neutral
label based on the absence of explicit mention of
the above information. In Addition, X2-ICL was
also effective in preventing the model from mak-
ing hasty inferences by highlighting the absence of
decisive information within the given context, as
seen in Figures 8 and 9.

Among the 42 test instances where the answers
of X-ICL and X?-ICL differed, there were 24 cases
where X-ICL predicted neutral, but X>-ICL pre-
dicted entailment or contradiction. In contrast, only
in 14 instances, X-ICL predicted a label other than
neutral, but X?-ICL predicted neutral. This sug-
gests that X?-ICL has a greater tendency to analyze
the input more closely and draw on inferable infor-
mation when making decisions.

Failure Cases. While generally beneficial, such
in-depth consideration of details does not always
lead to correct answers. For example, as seen in
Figure 10, X2-ICL incorrectly inferred a driver’s
race participation history based on his current ca-
reer. In some cases, the reasoning appears plausible
but does not match the gold label. In Figure 11, X?-
ICL concluded that the language of a film was not
English because it was awarded in the Academy
Award for Best Foreign Language Film category.
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While this reasoning seems reasonable, it contra-
dicts the gold label. Additionally, X>-ICL some-
times relies on encyclopedic knowledge beyond the
given premise, which is not intended for this task,
leading to incorrect predictions. Figure 12 shows
an example where X>-ICL made inappropriate use
of encyclopedic knowledge about a film director.
In 7 out of 100 test instances, X-ICL made cor-
rect predictions while X2-ICL failed. Of these,
three involved X2-ICL using encyclopedic knowl-
edge and two involved inferred information. In con-
trast, the remaining two were answered based on
the absence of information, as shown in Figure 13.

The in-depth reasoning that incorporates more
details is a key characteristic of X2-ICL. Overall,
as the experimental results demonstrate, this rea-
soning strategy enhances OOD robustness.

5 Related Work

OOD Robustness in ICL. Prior to X-ICL (He
et al., 2024), several approaches were explored that
did not incorporate explanations. Sun et al. (2024)
introduced a method using random labels and min-
imal task descriptions to mitigate spurious correla-
tions between labels and tasks. In Appendix E, we
show that explanation-based approaches substan-
tially outperform this approach. Jang et al. (2024)
calibrated model output probabilities to reduce re-
liance on semantic priors within demonstrations.
However, this calibration requires access to out-
put probabilities, which critically limits its appli-
cability to cutting-edge LLMs, which are often
closed-source. Zhou et al. (2024) proposed bal-
ancing the concepts within demonstrations, but this
balancing requires prior identification of potentially
harmful concepts, which is an impractical require-
ment. This requirement has been acknowledged in
the literature on OOD robustness as a significant
practical limitation (Clark et al., 2019; Liu et al.,
2021; Creager et al., 2021; Yang et al., 2023; Honda
et al., 2024). Li et al. (2023) applied a prompt opti-
mization method in OOD settings. However, their
approach presupposes that the target distribution
has already been identified and that a batch of un-
labeled examples from that same distribution is
available. Moreover, the optimization process in-
volves repeated sampling from LLMs, which can
be computationally expensive.

Unlike the above approaches, X-ICL and X2-ICL
achieve strong OOD performance without requir-
ing knowledge of the underlying distribution or

optimization, working effectively for both open-
source and closed-source models.

ICL with Explanations. CoT reasoning has been
shown to significantly improve ICL in both few-
shot (Wei et al., 2022) and zero-shot settings (Ko-
jima et al., 2022). Self-consistency (SC; Wang
et al., 2023c) extends this approach by sampling
multiple reasoning paths and aggregating their out-
comes to improve overall performance. Our X?-
ICL also explores multiple reasoning paths; how-
ever, it differs from SC in that it systematically tra-
verses these paths rather than relying on stochastic
sampling. In Section 4.4 (i), we have demonstrated
that this structured exploration leads to improved
OOD generalization compared to SC.

OOD Robustness prior to ICL. OOD robust-
ness has been one of the major challenges in
machine learning, with extensive research con-
ducted within the fine-tuning paradigm before the
rise of ICL. Principal existing approaches include
reweighting (Clark et al., 2019; He et al., 2019;
Karimi Mahabadi et al., 2020), distributionally ro-
bust optimization (Sagawa et al., 2020), and in-
variant risk minimization (Arjovsky et al., 2019).
The approach most similar to X-ICL is the one that
leverages human-annotated rationales (Chen et al.,
2022; Stacey et al., 2022; Kavumba et al., 2023;
Ludan et al., 2023). Analogous to X>-ICL, Honda
et al. (2024) modeled various latent features and
utilized them for prediction. Although these fine-
tuning methods share conceptual similarities with
approaches for improving ICL robustness, their re-
liance on extensive training data and parameter up-
dates makes them unsuitable for direct use in ICL.

6 Conclusion

In this study, we introduced X?-ICL, a novel frame-
work designed to improve the robustness of ICL on
0OOD data. Our method extends X-ICL by incorpo-
rating a reasoning mechanism that systematically
explores explanations for all possible labels, en-
abling a more comprehensive exploration of the
reasoning space. Through extensive experiments,
we have demonstrated that X>-ICL exhibits strong
robustness compared to both standard ICL and X-
ICL, particularly in handling OOD scenarios. We
believe that our findings, which emphasize the im-
portance of explicit and comprehensive exploration
of reasoning, represent a significant step toward
developing robust ICL methods.
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Limitations

X2-ICL relies on a fixed label space to systemati-
cally explore the reasoning underlying the decision-
making process. Thus, it is not directly applicable
to open-ended tasks and may be inefficient when
handling tasks with an excessively large label set.

As observed in Section 4.2, X2-ICL exhibits
lower performance on in-distribution datasets while
demonstrating strong robustness to OOD datasets.
Addressing this performance trade-off remains an
open challenge. For example, investigating the
adaptive use of X>-ICL depending on the inputs
to mitigate the trade-off would be an interesting
direction for future work. Overall, we emphasize
that this study represents a significant step toward
improving OOD robustness in ICL.

One possible reason for the trade-off is the in-
herent label ambiguity in standard NLI datasets
(Pavlick and Kwiatkowski, 2019; Nie et al., 2020b;
Jiang and Marnefte, 2022). The practice of single-
label assignment in these datasets, without consid-
eration of the ambiguity, may amplify distributional
differences between datasets. Future work includes
investigating additional-label or multi-label pre-
diction approaches (Jiang and Marneffe, 2022) on
ambiguity-aware datasets such as ChaosNLI (Nie
et al., 2020b), which may help disentangle the im-
pact of label ambiguity from the trade-off.

X2-ICL requires models with advanced reason-
ing capabilities to function effectively, as discussed
in Section 4.2. This necessity arises from the fact
that our approach involves generating and evalu-
ating multiple reasoning paths that are consistent
with the given input. While this reliance on high-
level reasoning presents a limitation, we believe
that the rapid advancements in LLMs will progres-
sively alleviate this issue over time.

Due to the comprehensive reasoning during in-
ference, X?-ICL incurs higher costs than ICL and
X-ICL. Appendix D shows the comparison of the
costs. This is another limitation of our approach
and reducing the costs will be our future work.
However, we emphasize that the primary focus and
contribution of this study lies in proposing the effec-
tive ICL method for addressing OOD data, rather
than improving computational efficiency.

Ethical Considerations

LLMs are known to exhibit biases toward certain
social groups (Santurkar et al., 2023), which can
inadvertently affect their outputs. However, we

do not anticipate that our proposed method will
reinforce such biases. X2-ICL facilitates the ex-
ploration of diverse reasoning paths, which may
contribute to mitigating inherent biases.
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Algorithm 2 ICL

Algorithm 3 X-ICL

1: Input: D,

2: Estimation:

3 Data: D,

4: Model: p(y|x)

5:  Estimator: p(y|z)

6: Inference:

7. Test input: x’

8:  Compute {p(y/|2') : v € Y}
9: Output: Classification

10:  y* = argmax, ¢y p(y'[z’)

A Algorithms

We present the algorithms for ICL and X-ICL in
Algorithms 2 and 3, respectively.

B Dataset Details

HANS is characterized by a shift in the correla-
tion between the labels and the word overlap of
the premise and the hypothesis. In HANS, pre-
dictions based solely on word overlap can achieve
only chance-level accuracy. NAN is constructed
by combining multiple linguistic rules related to
negation, which gives rise to rarely observed pat-
terns in the standard NLI datasets. PISP identifies
specific patterns occurring in the hypotheses of
each label in NLI datasets and constructs a dataset
consisting of examples that do not adhere to the ob-
served pattern—label co-occurrence. ST synthesizes
adversarial examples targeting multiple patterns
that correlate with labels, including word overlap,
negation, sentence length, etc. ANLI consists of
three distinct splits, R1, R2, and R3, each generated
through a different round of adversarial data collec-
tion conducted by human annotators. In our study,
we specifically used the hard subsets,’ in which the
assigned labels were verified by a third human an-
notator to ensure reliability.! PAWS is a dataset in
which the correlation between the labels and word
overlap is adversarially shifted from QQP.

C Decoding Configurations

We used Azure OpenAl API to run GPT-40 and
Gemini API for the Gemini models. The Azure
content filters were set to the least restrictive setting.
For the open-source models, we used Hugging Face

https://github.com/xlhex/acl2024_xicl/tree/
main/data/testset

10https ://github.com/facebookresearch/anli/
blob/main/mds/verifier_labels.md

1: Input: D,, and S,

2: fori=1,...,ndo

3:  Generate a latent variable r, for x;:
Ty, ~ ﬁ(ryi’yi7 ;)

4: end for

5. Estimation:

6:  Augumented data: {(x;,ry,, yi)} 7y

7. Model: p(y, ry|z)

8:  Estimator: p(y, ry|z) = p(y|ry, z)p(ry|z)

9: Inference:

10:  Test input: 2’

11:  Draw 7y ~ p(rylz’)

12: Compute {p(y'|ry,2") : ¥ € V}

13: Output: Classification

14 y* = argmax, ¢y p(y'|ry, ')

Transformers library (Wolf et al., 2020)."" The
models were loaded with the default configurations
and run on a single NVIDIA A100 GPU with 40GB
of memory.

To maximize reproducibility, we set the decod-
ing temperature to zero for the closed-source mod-
els: GPT-40, Gemini-1.5-Pro, and Gemini-2.0-
Flash. Note that deterministic decoding methods
are not available for these models. For the open-
source models, Phi-4 and DeepSeek-R1-8B, we
employed greedy decoding.

During preliminary experiments, we observed
that the open-source models exhibited weaknesses
in adhering to the expected output format, often
generating responses that were difficult to parse. To
mitigate this issue, we incorporated the following
system prompt to explicitly enforce adherence to
the required output format:

Answer the question by following the pro-
vided examples. Ensure that your re-
sponse ends with Label: and your final
answer.

D Comparison of Costs

We present the average costs per instance, includ-
ing demonstrations prepended to each instance,
based on experiments conducted with GPT-40 on
the SNLI dataset using the same seed. Here, an
“instance” refers to a single data point; in NLI
tasks, this is a pair consisting of a premise and
a hypothesis. We used OpenAl tiktoken with the

Thttps://github.com/huggingface/transformers
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Number of Tokens Wall-Clock Time Expense

Input Output Seconds USD
ICL 366.3 33 0.38 0.0009
X-ICL 539.3 36.5 0.79 0.0017
X2ICL 1,240.3 120.3 1.83 0.0043

Table 4: Average costs per instance. Wall-clock time is
measured in seconds, and expense in US dollars.

0200k_base encoding to count the tokens.!?> The
expenses are calculated based on the number of
tokens and the GPT-40 (2024-08-06 Global) pric-
ing for the Azure OpenAl API as of May 2025.
Table 4 shows the results. We observed that X>-
ICL incurs higher computational costs than ICL
and X-ICL due to its more comprehensive reason-
ing process. This is a limitation of our method,
and reducing the costs remains future work. How-
ever, we emphasize that cost efficiency is not the
primary focus of our work. Our main objective is
to improve OOD robustness, and apart from the
computational costs, X>-ICL does not require any
additional resources compared to X-ICL.

E Comparison with Other
Non-Explanation-Based Methods

Sun et al. (2024) proposed simple methods to en-
hance the robustness of ICL. Their first finding is
that increasing the number of demonstrations im-
proves robustness. Additionally, they introduced a
technique in which the original labels are replaced
with random symbols, accompanied by a minimal
description that maps these symbols to their cor-
responding labels. This approach aims to miti-
gate spurious correlations between labels and tar-
get tasks that LLMs may learn. Unlike other prior
approaches, these methods offer a notable advan-
tage in terms of ease of implementation: they only
need to increase the number of demonstrations or
replace the original labels with random symbols,
without requiring any other modifications.

We evaluated the effectiveness of these methods
in comparison to explanation-based approaches:
X-ICL and X?-ICL. For the implementation of
the first method, we concatenated all four sets of
demonstrations utilized in the main experiment,
resulting in a single run of 32-shot ICL. For the
second method, referred to as mixed prompts, we
replaced the original labels with random symbols
and provided a minimal task description, following

Zhttps://github.com/openai/tiktoken

ANLIR; ANLIR, ANLIR;3;
ICL (8-sh0t) 70-6712.60 61.05i2_23 61.58i2_32
Sun et al. (2024)
ICL (32-shot) 70.00 60.06 63.16
ICL + mixed prompts  70.1047.15 57.934232 57.8319.97
X-ICL (8-shot) 75.584092 63.871073 65.0749.93
X2-ICL (8-shot) 7740948 67.61L189 67.70L163

Table 5: Comparison between explanation-based meth-
ods and those that do not incorporate explanations. The
results for GPT-40 are reported. The notation follows
that of Table 1.

the format of Sun et al. (2024). The task description
we employed is as follows:

Given a premise and a hypothesis, if the
premise entails the hypothesis, the an-
swer is A4, if the hypothesis contradicts
the premise, the answer is B6; and if
the premise and hypothesis are unrelated,
the answer is 7X.

The results are reported in Table 5. In our exper-
iments using GPT-4o0 on the ANLI test sets, we
did not observe any improvement over standard
ICL when applying these methods. This suggests
that the benefits of these techniques may not con-
sistently generalize across different datasets and
model architectures. In contrast, explanation-based
approaches have demonstrated effectiveness in a
broader range of settings (see also Table 1), high-
lighting their robustness.

F Prompt Examples

Figures 2 and 3 present examples of the X2-ICL
prompt. Figures 4 and 5 show the exact meta-
prompts we used to generate explanations that were
incorporated into the demonstrations.

G Output Examples

Figures 6-13 illustrate the output examples of X?-
ICL. See Section 4.5 for a detailed discussion and
analysis of these examples.
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X2-ICL prompt for NLI

Premise: The Florida Scholastic Press Association (FSPA) is a not-for-profit organization founded
in 1946. It is the scholastic press association for the state of Florida and its members consist of
more than 300 student publications, online media teams and broadcast programs from the state.
The main mission of the organization is to educate, train and support scholastic journalists and
their advisers.

Hypothesis: The FSPA has over 300 members

Instruction: Explore the reasoning behind all the labels. Then, select the label that has the most
valid reasoning.

Possible Reasoning for entailment: The premise states that FSPA’s members consist of more than
300 student publications, online media teams, and broadcast programs, which entails that FSPA
has over 300 members.

Possible Reasoning for neutral: The premise states that the FSPA’s members consist of more than
300 student publications, online media teams, and broadcast programs, but it does not specify the
exact number of members, so the hypothesis that the FSPA has over 300 members is not definitively
supported or contradicted.

Possible Reasoning for contradiction: The premise states that the FSPA’s members consist of
more than 300 student publications, online media teams, and broadcast programs, not individual
members, so the hypothesis incorrectly interprets the premise.

Label: entailment

###

Premise: We Have Always Lived in the Castle is an upcoming American mystery thriller film
directed by Stacie Passon and written by Passon and Mark Kruger, based on the 1962 novel of
the same name by Shirley Jackson. The film stars Taissa Farmiga, Alexandra Daddario, Crispin
Glover, and Sebastian Stan.

Hypothesis: We Have Always Lived in the Castle came out in 2018.

Instruction: Explore the reasoning behind all the labels. Then, select the label that has the most
valid reasoning.

Possible Reasoning for entailment: The premise states that "We Have Always Lived in the Castle"
is an upcoming film, which implies it was released after the premise was written, supporting the
hypothesis that it came out in 2018.

Possible Reasoning for neutral: The premise states that the film is upcoming, but it does not
provide information about its release year, so it is unclear if it came out in 2018.

Possible Reasoning for contradiction: The premise states that the film is upcoming, which contra-
dicts the hypothesis that it was released in 2018.

Label: contradiction

###

###

Premise: {Test Premise}

Hypothesis: {Test Hypothesis}

Instruction: Explore the reasoning behind all the labels. Then, select the label that has the most
valid reasoning.

Figure 2: An example of X?-ICL prompt for NLI.
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X2-ICL prompt for paraphrase identification

Question 1: How can I be like Sheldon Cooper?

Question 2: How do I become like Sheldon Cooper?

Question: Do both questions ask the same thing?

Instruction: Explore the reasoning behind all the labels. Then, select the label that has the most
valid reasoning.

Possible Reasoning for no: Although both questions seek advice about becoming like Sheldon
Cooper, "can I be" asks about the possibility, while "how do I become" asks about the specific
steps or process, making them technically different questions.

Possible Reasoning for yes: Both questions ask about ways to become/emulate the character
Sheldon Cooper, using different but synonymous phrasing ("be like" vs. "become like").

Label: yes

###

Question 1: Why can’t some people think for themselves?

Question 2: Why don’t people think for themselves?

Question: Do both questions ask the same thing?

Instruction: Explore the reasoning behind all the labels. Then, select the label that has the most
valid reasoning.

Possible Reasoning for no: While similar, the first question asks about "some people” who are
unable to think for themselves, while the second question asks about people in general who choose
not to think for themselves. The scope and implication of inability versus choice are different.
Possible Reasoning for yes: Both questions ask about why people don’t/can’t engage in independent
thinking, with slightly different wording but the same core meaning.

Label: no

##H#

###

Question 1: {Test Question 1}

Question 2: {Test Question 2}

Question: Do both questions ask the same thing?

Instruction: Explore the reasoning behind all the labels. Then, select the label that has the most
valid reasoning.

Figure 3: An example of X2-ICL prompt for paraphrase identification.
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Meta-prompt for NLI

Assume that you’re an expert working on natural language inference tasks. Given a premise, a
hypothesis, and the corresponding label, please write a concise and precise reason to explain why
the label is assigned to the example by following the provided examples:

Premise: A boy peers out of an open window.

Hypothesis: The boy looks out the window.

Label: entailment

Reason: The boy peers out of a window, so the boy looks out the window.
#iHt

Premise: A kid doing a trick on a skateboard.

Hypothesis: The kid eating lunch inside the cafeteria.

Label: contradiction

Reason: The kid cannot be doing a trick and eating lunch at the same time
#Hi#

Premise: A man jumps off of his skateboard on the top of a cement ramp.
Hypothesis: a man jumps off a skateboard at the top of a ramp.

Label: neutral

Reason: A man can jump off a skateboard without being at the top of a ramp.
#iHt

Premise: {Demonstration Premise}

Hypothesis: {Demonstration Hypothesis}

Label: {Demonstration Label}

Figure 4: Meta-prompt for generating explanations to be included in NLI demonstrations.

Meta-prompt for paraphrase identification

Assume that you’re an expert working on paraphrase identification tasks. Given questions 1 and 2
and the corresponding label, please write a concise and precise reason to explain why the label is
assigned to the example by following the provided examples:

Question 1: Does life get harder as you get older?

Question 2: Does life really get harder as you get older?
Question: Do both questions ask the same thing?

Label: yes

Reason: Both questions ask whether life does get harder as you get older.
##H#

Question 1: What is the National nanotechnology initiative?
Question 2: What is the lead time for SSN4EGS411 board?
Question: Do both questions ask the same thing?

Label: no

Reason: completely different questions

###

Question 1: {Demonstration Question 1}

Question 2: {Demonstration Question 2}

Question: Do both questions ask the same thing?

Label: {Demonstration Label}

Figure 5: Meta-prompt for generating explanations to be included in paraphrase-identification demonstrations.
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Successful case of X2-ICL

Premise: In astrophysics, the Chandrasekhar equation is a dimensionless form of the Poisson equation for the density
distribution of a spherically symmetric isothermal gas sphere subjected to its own gravitaional force, named after the
Indian American astrophysicist Subrahmanyan Chandrasekhar. The equation reads

Hypothesis: Subrahmanyan Chandrasekhar was a very influential scientist.

Label: entailment

Output of X-ICL

Reason: The premise mentions that the Chandrasekhar equation is named after Subrahmanyan Chandrasekhar,
suggesting his influence in the field of astrophysics. However, it does not provide enough information to definitively
conclude the extent of his influence.

Label: neutral

Output of X2-ICL

Possible Reasoning for entailment: The premise mentions that the Chandrasekhar equation is named after Subrahmanyan
Chandrasekhar, which suggests he was influential enough to have an equation named after him.

Possible Reasoning for neutral: The premise provides information about the Chandrasekhar equation but does not
explicitly state the level of influence Subrahmanyan Chandrasekhar had in the scientific community.

Possible Reasoning for contradiction: The premise does not provide any information that contradicts the hypothesis
about Subrahmanyan Chandrasekhar’s influence.

Label: entailment

Figure 6: An example in which X2-ICL provides the correct answer, whereas X-ICL fails. X?-ICL enabled the
model to carefully examine the details of the input and to reason based on confidently inferred information.

Successful case of X2-ICL

Premise: David Carter (born November 27, 1953 in Vincennes, Indiana) is a former American football offensive guard
and center who played 9 seasons in the National Football League for the Houston Oilers and New Orleans Saints. He
played college football at Western Kentucky University.

Hypothesis: David Carter played professional football in the NFL until he was 52 years old.

Label: contradiction

Output of X-ICL

Reason: The premise does not provide information about the specific years David Carter played in the NFL, only that he
played for 9 seasons. Without knowing the years he played, we cannot determine if he played until he was 52 years old.
Label: neutral

Output of X2-ICL

Possible Reasoning for entailment: The premise provides information about David Carter’s birthdate and his NFL career,
but it does not specify the years he played, so it cannot confirm or deny the hypothesis.

Possible Reasoning for neutral: The premise states that David Carter played 9 seasons in the NFL, but it does not
provide the specific years of his career, leaving his age at retirement uncertain.

Possible Reasoning for contradiction: Given that David Carter was born in 1953, if he played until he was 52 years old,
he would have been playing in 2005. This is unlikely given the typical career length of NFL players and the fact that he
played 9 seasons, suggesting he did not play until he was 52.

Label: contradiction

Figure 7: An example in which X?-ICL provides the correct answer, whereas X-ICL fails. X?-ICL enabled the
model to carefully examine the details of the input and to reason based on confidently inferred information.
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Successful case of X2-ICL

Premise: Thank You Happy Birthday is the second studio album by American rock band Cage the Elephant. It was
released on January 11, 2011 to positive critical reception. The album was produced by Jay Joyce, who worked in the
same capacity on the band’s eponymous debut album.

Hypothesis: Cage the Elephant had positive reviews thanks to the work of Jay Joyce who produced it.

Label: neutral

Output of X-ICL

Reason: The premise states that "Thank You Happy Birthday" received positive critical reception and was produced by
Jay Joyce. This supports the hypothesis that the positive reviews were due, at least in part, to Jay Joyce’s production
work.

Label: entailment

Output of X2-ICL

Possible Reasoning for entailment: The premise states that "Thank You Happy Birthday" received positive critical
reception and was produced by Jay Joyce, suggesting that his production work contributed to the positive reviews.
Possible Reasoning for neutral: The premise states that the album received positive reviews and was produced by Jay
Joyce, but it does not explicitly link the positive reviews directly to his work, leaving room for other factors to have
contributed to the reception.

Possible Reasoning for contradiction: The premise does not provide any information that contradicts the hypothesis, as
it acknowledges both the positive reviews and Jay Joyce’s role as producer.

Label: neutral

Figure 8: An example in which X?-ICL provides the correct answer, whereas X-ICL fails. X?-ICL prevented the
model from making hasty inferences by drawing attention to the lack of decisive information in the given context.

Successful case of X2-ICL

Premise: The Best of David Bowie 1974/1979 is a compilation album by David Bowie released in 1998 (see 1998 in
music). It follows "The Best of David Bowie 1969/1974" (1997) and includes material released between 1974—1979.
This album was also included as the second disc of the compilation "The Platinum Collection" (2005/2006).
Hypothesis: David Bowie didn’t only release an album in 1998 but also in 1979.

Label: neutral

Output of X-ICL

Reason: The premise mentions that "The Best of David Bowie 1974/1979" is a compilation album released in 1998,
which includes material from 1974 to 1979. This implies that David Bowie released music during the years 1974 to
1979, including 1979, in addition to the compilation album released in 1998.

Label: entailment

Output of X>-ICL

Possible Reasoning for entailment: The premise mentions that "The Best of David Bowie 1974/1979" is a compilation
album released in 1998, which includes material from 1974 to 1979. This implies that David Bowie released music
during those years, including 1979.

Possible Reasoning for neutral: The premise confirms the release of a compilation album in 1998 and includes material
from 1974 to 1979, but it does not explicitly state that an album was released in 1979.

Possible Reasoning for contradiction: The premise does not explicitly state that David Bowie released an album in 1979,
only that the compilation includes material from that year, so it does not directly support the hypothesis.

Label: neutral

Figure 9: An example in which X?-ICL provides the correct answer, whereas X-ICL fails. X?>-ICL prevented the
model from making hasty inferences by drawing attention to the lack of decisive information in the given context.
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Failure case of X2-ICL

Premise: Garrett Smith]ey (born April 27, 1992) is an American professional stock car racing driver. He currently
competes full-time in the NASCAR Xfinity Series, driving the No. 0 Chevrolet Camaro for JD Motorsports and the No.
40 Toyota Camry for MBM Motorsports. Smithley has also competed in the Camping World Truck Series and ARCA
Racing Series.

Hypothesis: Garrett Smithley used to compete in the NASCAR Xfinity Series.

Label: contradiction

Output of X-ICL

Reason: The premise states that Garrett Smithley currently competes full-time in the NASCAR Xfinity Series, indicating
that he is still active in the series, not that he used to compete in it.

Label: contradiction

Output of X2-ICL

Possible Reasoning for entailment: The premise states that Garrett Smithley currently competes full-time in the
NASCAR Xfinity Series, which implies that he used to compete in it as well.

Possible Reasoning for neutral: The premise provides information about Garrett Smithley’s current participation in the
NASCAR Xfinity Series, but it does not explicitly state his past involvement, leaving room for interpretation.
Possible Reasoning for contradiction: The premise states that Garrett Smithley currently competes in the NASCAR
Xfinity Series, which does not contradict the hypothesis that he used to compete in it.

Label: entailment

Figure 10: An example in which X-ICL provides the correct answer, whereas X2-ICL fails. X?-ICL caused the
model to reason using information that was weakly inferable yet incorrect.

Failure case of X2-ICL

Premise: Gyula Trebitsch (3 November 1914 - 12 December 2005) was a German film producer born in Budapest,
Hungary. He was nominated in 1956 for the Academy Award for Best Foreign Language Film along with Walter Koppel
for their film "The Captain of Kopenick".

Hypothesis: Gyula Trebitsch produced films in english.

Label: neutral

Output of X-ICL

Reason: The premise does not provide information about the language of the films produced by Gyula Trebitsch. It only
mentions that he was nominated for an Academy Award for a film, but does not specify the language of that film or any
other films he produced.

Label: neutral

Output of X2-ICL

Possible Reasoning for entailment: The premise mentions that Gyula Trebitsch was nominated for an Academy Award
for Best Foreign Language Film, which implies that he produced films in a language other than English, not in English.
Possible Reasoning for neutral: The premise provides information about Gyula Trebitsch’s nomination for a foreign
language film, but it does not specify whether he produced films in English or not, leaving the possibility open.
Possible Reasoning for contradiction: The premise indicates that Gyula Trebitsch was nominated for a Best Foreign
Language Film, suggesting that his work was not in English, which contradicts the hypothesis.

Label: contradiction

Figure 11: An example in which X-ICL provides the correct answer, whereas X2-ICL fails. X?-ICL caused the
model to reason using information that was inferable yet incorrect with respect to the gold label assigned.
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Failure case of X2-ICL

Premise: Seven Seas to Calais (Italian: Il dominatore dei sette mari) is a 1962 Italian adventure film by Eastmancolor
in CinemaScope, directed by Rudolph Maté (his final film) and Primo Zeglio. It stars Rod Taylor, Keith Michell and
Edy Vessel. The film depicts the career of Sir Francis Drake.

Hypothesis: Rudolph Maté began directing films in 1960.

Label: neutral

Output of X-ICL

Reason: The premise states that "Seven Seas to Calais" was directed by Rudolph Maté in 1962, but it does not provide
information about when he began directing films. Therefore, the hypothesis cannot be confirmed or denied based on the
given information.

Label: neutral

Output of X2-ICL

Possible Reasoning for entailment: The premise states that "Seven Seas to Calais" was directed by Rudolph Maté and
released in 1962, which could imply that he began directing films around 1960.

Possible Reasoning for neutral: The premise provides information about the film "Seven Seas to Calais" and its directors
but does not provide any information about when Rudolph Maté began his directing career.

Possible Reasoning for contradiction: The premise does not provide any information about when Rudolph Maté began
directing films, so it cannot be concluded that he started in 1960. Additionally, Rudolph Maté had a long career in film
before 1960, which contradicts the hypothesis.

Label: contradiction

Figure 12: An example in which X-ICL provides the correct answer, whereas X2-ICL fails. X?-ICL caused the
model to rely on encyclopedic knowledge beyond the given context, which is not appropriate for the NLI task.

Failure case of X2-ICL

Premise: Oksa is a village in Jedrzejéw County, Swigtokrzyskie Voivodeship, in south-central Poland. It is the seat of
the gmina (administrative district) called Gmina Oksa. It lies approximately 18 km north-west of Jedrzejéw and 41 km
south-west of the regional capital Kielce. The village has an approximate population of §90.

Hypothesis: The population of Oksa is large.

Label: contradiction

Output of X-ICL

Reason: The premise states that the population of Oksa is approximately 890, which is not considered large for a village.
The term "large" is subjective, but typically a population of 890 would be considered small or average for a village.
Label: contradiction

Output of X2-ICL

Possible Reasoning for entailment: The premise states that Oksa has an approximate population of 890, which could be
considered large for a village.

Possible Reasoning for neutral: The premise provides the population of Oksa, but whether 890 is considered large is
subjective and depends on the context or comparison to other villages.

Possible Reasoning for contradiction: The premise states that Oksa has an approximate population of 890, which is
generally not considered large, especially when compared to cities or larger towns.

Label: neutral

Figure 13: An example in which X-ICL provides the correct answer, whereas X2-ICL fails. In contrast to the other
examples, X?-ICL failed to utilize the inferable information in this case, which led the model to respond based on
the absence of explicit information in the given context.
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