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Abstract

Data augmentation is an essential technique
in natural language processing (NLP) for en-
riching training datasets by generating diverse
samples. This process is crucial for improv-
ing the robustness and generalization capa-
bilities of NLP models. However, a signifi-
cant challenge remains: Insufficient Attention
to Sample Distribution Diversity. Most exist-
ing methods focus on increasing the sample
numbers while neglecting the sample distribu-
tion diversity, which can lead to model over-
fitting. In response, we explore data augmen-
tation’s impact on dataset diversity and pro-
pose a Diversity-oriented data Augmentation
framework (DoAug). Specifically, we utilize a
diversity-oriented fine-tuning approach to train
a large language model (LLM) as a diverse
paraphraser, which is capable of augmenting
textual datasets by generating diversified para-
phrases. Then, we apply the LLM paraphraser
to a selected coreset of highly informative sam-
ples and integrate the paraphrases with the orig-
inal data to create a more diverse augmented
dataset. Finally, we conduct extensive experi-
ments on 12 real-world textual datasets. The re-
sults show that our fine-tuned LLM augmenter
improves diversity while preserving label con-
sistency, thereby enhancing the robustness and
performance of downstream tasks. Specifically,
it achieves an average performance gain of
10.52%, surpassing the runner-up baseline with
more than three percentage points.

1 Introduction

Al methods have demonstrated immense capabil-
ities, often surpassing human abilities and tradi-
tional techniques across various natural language
processing (NLP) tasks. This success largely
hinges on the availability of high-quality datasets,
which enable AI models to uncover intrinsic pat-
terns and drive their effectiveness in real-world
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Figure 1: Conceptual comparison of DoAug (right) gen-
erating coherent and diverse samples against baselines
(left) generating noisy or repetitive samples.

applications (Xu et al., 2025; Zhang et al., 2025).
However, training on inferior datasets can signif-
icantly degrade model performance, particularly
when applied to test data or real-world scenar-
ios (Wang et al., 2024b). As Al technology ad-
vances, especially with large language models
(LLMs), the demand for high-quality datasets has
become more pronounced (Wang et al., 2025). To
effectively train NLP models, a high-quality dataset
should be (1) Large: a sufficient number of samples
is crucial to reflect the diversity and complexity of
human language. Large datasets help prevent over-
fitting, ensuring the trained Al model generalizes
well to unseen data. With more data points, the
model can learn various patterns and relationships,
which enhances its robustness and reliability; (2)
Coherent: the mapping between data and labels
must be accurate and consistent. Coherent datasets
ensure that each data point is correctly labeled,
providing the model with reliable information for
learning. Incoherent datasets, with mislabeled or
inconsistent data, can confuse the model and de-
grade its performance. Consistency in labeling also
aids in the reproducibility of task results and the
interpretability of the model’s predictions; (3) Di-
verse: a diverse dataset ensures NLP models learn
a broad spectrum of linguistic patterns, enhancing
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robustness across real-world conditions. This in-
cludes variations such as dialects, tones, formality,
or domain-specific terms. Exposure to such diver-
sity helps models generalize better, avoiding over-
reliance on narrow language subsets. Additionally,
it improves adaptability to unexpected inputs while
reducing biases tied to certain language styles.
Data augmentation is an efficient technique for
increasing the number of training samples by modi-
fying existing dataset samples (Wang et al., 2024b).
It allows for the rapid generation of large-scale
datasets without the need for additional data collec-
tion and has been successfully applied in various
domains, including textual data. Data augmenta-
tion for textual data often changes the wording or
reshapes the structure of a sentence. Many early
and simple methods achieve this by randomly per-
turbing the textual samples at the word level (Wei
and Zou, 2019; Karimi et al., 2021). While certain
operations prove effective, some are prone to in-
troducing noise that compromises label integrity
(e.g. deleting a “not”) or generating redundant sam-
ples, ultimately failing to improve dataset quality
or promote diversity (Figure 1 left). Recent ad-
vances in LLMs have demonstrated unprecedented
power in text understanding and generation (Rad-
ford et al., 2018; Chen et al., 2024). The capacity of
these state-of-the-art (SOTA) generative language
models establishes a new and promising paradigm
of textual data augmentation (Anaby-Tavor et al.,
2020). Generative models (Brown et al., 2020;
Ning et al., 2024; Dubey et al., 2024) enable large-
scale acquisition of textual data while preserving
the coherence of augmented datasets by generating
texts with similar meanings to the original sen-
tences (Dai et al., 2025). However, most existing
generative methods focus primarily on enlarging
dataset size, with limited consideration of how the
augmentation process affects diversity. Adequate
attention to maintaining and enhancing dataset di-
versity is vital for developing Al-ready and high-
quality datasets, making it a crucial challenge in
designing textual data augmentation methods.
Along this line, we propose a Diversity-oriented
data Augmentation approach (DoAug) using an
LLM to paraphrase sentences (Figure 1 right). The
LLM is first fine-tuned on a paraphrase dataset
and taught to rewrite sentences. By instructing the
LLM to function as a paraphraser, we can use it to
alter sentence expressions while preserving their
essential meaning. In this way, we ensure the affin-
ity between the original and augmented samples,

minimizing the influence of data augmentation on
dataset coherence. To enhance the dataset diversity
through data augmentation, we further proposed
a diversity-oriented fine-tuning method. We con-
struct a preference dataset that chooses the more
diverse paraphrases while rejecting repetitive ones.
Then the LLM paraphraser is fine-tuned on the pref-
erence dataset with the DPO algorithm (Rafailov
et al., 2024) to encourage greater generation diver-
sity. We also adopt a coreset selection method to
focus on only the most important samples from the
dataset to reduce the computational overhead and
costs of running LLMs. Finally, we conduct exten-
sive experiments on 12 textual benchmark datasets
to verify the effectiveness of DoAug. Experimental
results show that our proposed method can remark-
ably enhance the diversity of the augmented dataset
on 6 measurements while maintaining high affinity
compared with the original dataset. We also inves-
tigate the implications of this increased diversity
on model performance in downstream tasks and
observe significant improvements in model perfor-
mance when trained on the augmented datasets.

In summary, the contributions are as follows:

(1) We propose a data augmentation framework,
DoAug, that incorporates and explicitly encourages
diversity, an important yet often neglected factor in
high-quality datasets;

(2) The framework trains and employs an LLM
as a paraphraser to generate synthetic data with
high affinity, ensuring the coherence of the aug-
mented datasets;

(3) We introduce a diversity-oriented fine-tuning
method that trains the LLM augmenter on a prefer-
ence dataset with the DPO algorithm to boost the
generation diversity of the LLM;

(4) Extensive experiments conducted on 12
datasets demonstrate that DoAug significantly ben-
efits learning performance by increasing dataset
diversity while maintaining coherence.

2 Related Work

2.1 Textual Data Augmentation

Textual data augmentation revolves around perturb-
ing the wording and syntax of existing sentences
to create more modified samples. Some early and
simple methods propose to randomly replace, re-
move, insert, and swap characters or words at cer-
tain ratios in a sentence (Belinkov and Bisk, 2018;
Wei and Zou, 2019). Some more sophisticated
methods modify sentences by using alternative syn-
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tax (Min et al., 2020). Language models can in
turn act as effective tools for textual data augmenta-
tion. For example, Back-translation (Sennrich et al.,
2016) first translates sentences from the source
language (e.g. English) to an intermediary (e.g.
Chinese) and then translates the intermediary sen-
tence back to the source language. Substitute Word
using BERT (Kumar et al., 2020) masks certain
words in the original sentences and uses a BERT
model to predict masked words. They utilize the
subtle differences made by the translator or the un-
masking process and perturb the wording or syntax
while keeping the meanings untouched. The re-
cent emergence of LLM has given birth to a series
of new approaches (Anaby-Tavor et al., 2020; Cai
et al., 2023; Ding et al., 2024; Wang et al., 2024a).
AugGPT (Dai et al., 2025), for example, prompts
the state-of-the-art ChatGPT model to rewrite sen-
tences in the dataset and preserves dataset coher-
ence after data augmentation. Self-LLMDA (Li
et al., 2024) automatically generates and selects
the most suitable instruction to prompt the LLM to
generate augmented samples. However, these afore-
mentioned methods neglect the impact on dataset
diversity, failing to ensure the diversity trait of pro-
ducing high-quality datasets. The effect of LLM
augmentation diversity is discussed in (Cegin et al.,
2023, 2024), where three types of prompt-based
diversity incentives are proposed.

2.2 Dataset Diversity Evaluation

The evaluation of dataset diversity is increasingly
popular as the size of available training data stun-
ningly explodes, which makes it vital to maintain a
minimized redundancy in the dataset to avoid repet-
itive training, saving the cost and time consumption
and avoiding overfitting. Though its definition is
not yet unified, many metrics are used across re-
search. (Tevet and Berant, 2021) systematically
studies the evaluation of text data diversity, which
includes token-level metrics, embedding-level met-
rics, and human evaluations. (Lai et al., 2020)
proposes three dataset diversity metrics in the em-
bedding space and investigates how these metrics
change in different text datasets. (Yu et al., 2022)
proposes another three diversity metrics and dis-
cusses how improving dataset diversity helps en-
hance learning generalization, even when the to-
tal size of the dataset is reduced. (Gontijo-Lopes
et al., 2020) jointly investigates the role of data
diversity and affinity in data augmentation, demon-
strating that model performance benefits from im-

provements in both measures. Diversity has been
considered in the design of several data augmenta-
tion methods (Malandrakis et al., 2019; Liu et al.,
2021), however, it has not yet been integrated with
coherence-ensured and LLM-based data augmen-
tation methods such as AugGPT (Dai et al., 2025).

3 Methodology

3.1 Problem Formulation

Given a parameterized data augmenter fy, the data
augmentation process is expressed as fy : S =
{X,t} = S = {X,t}, where S is the original
dataset composed of the feature vectors X and tar-
get labels t, and S is the augmented dataset (Wang
et al., 2024b). For a diversity metric D, the di-
versity values of the original and the augmented
datasets are D(S) and D(S), respectively, and the
diversity gain of that augmentation is defined as
AD(S;0) = D(S) — D(S).

DoAug aims to optimize the parameter 6* for
the data augmenter to maximize the diversity gain
after augmentation:

0" = argmax EAD(S;6) (1)
o

When training models on the original and aug-
mented datasets, their respective performances are
evaluated by a performance metric P, resulting
P(S) for the original dataset and P(S) for the aug-
mented dataset. The performance gain is defined as
AP(S;0) = P(S) — P(S). Moreover, by optimiz-
ing and employing the augmenter with maximum
diversity gain, DoAug expects to achieve maximum

performance gain under fixed conditions:
AP(S;0%) = max AP(S;0) )

3.2 Framework Overview

DoAug trains and employs an LLM capable of gen-
erating diverse paraphrases for data augmentation
to enlarge the size of textual datasets, maintain
coherence, and enhance diversity!. As Figure 2
shows, the framework is organized as follows:

e An LLM is first trained on a paraphrase dataset
through supervised instruction fine-tuning, en-
abling it to function as a paraphraser that rewrites
sentences while preserving the original semantics;
e The LLM paraphraser is then trained on a con-
structed preference dataset with the DPO (Direct

LCode is available at: https://github.com/CNICDS/Do
Aug
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Figure 2: An overall framework of DoAug.

Preference Optimization) algorithm that encour-
ages diverse generation samples;

e For a given textual dataset, a coreset of samples
is selected based on their importance, serving as
the source sentences for paraphrase augmentation;
e Generated paraphrases are ranked and sampled
according to their diversity, with the most diverse
paraphrases integrated into the augmented dataset
with original coreset samples.

3.3 Diverse Paraphraser Fine-tuning

The proposed data augmentation method is con-
structed upon a general-purpose LLM. Pre-trained
on a vast amount of corpus, LLMs now boast
human-level understanding and generation abili-
ties (Ouyang et al., 2022; Dubey et al., 2024). We
leverage these abilities of an LLM and use it as a
tool for our data augmentation process. The LLM
is fine-tuned as a paraphraser that can rewrite sen-
tences with alternative expressions while maintain-
ing the original semantics. The LLM paraphraser
is further fine-tuned to produce more diverse gener-
ation results and cover more linguistic alternatives.
On the one hand, the change in sentence expres-
sions can introduce diversity to the dataset. On the
other hand, since the LLM is capable of capturing
the semantics of the sentence and is prompted only
to paraphrase the sentence, the coherence of the
augmented data-label mapping is preserved.

3.3.1 LLM Paraphraser Training with PEFT

To fully leverage the understanding and generation
abilities of the LLM, we use supervised fine-tuning
(SFT) to train it to follow instructions to paraphrase

existing sentences. Since the SFT phase of LLM
training is heavily computation-consuming, we
use the Parameter-Efficient Fine-Tuning (PEFT)
technique to reduce the size of trainable parame-
ters updated in the back-propagation pass to save
the computation cost. Specifically, we adopt the
Low-Rank Adaptation (LoRA) approach (Hu et al.,
2022). Given a pre-trained LLM with weights
Wy € R¥* LoRA represents its update AW with
BA, where B € RdXT,A € R™* and the rank
r < min(d, k). During training, Wy is frozen
and excluded from the gradient update, while A
and B are updated instead. After training, Wy and
AW = BA are multiplied with the same input,
and their outputs are summed, as in:
h=Wyr + AWz = Wyx + BAx 3)
In the SFT phase, we sample a subset Dgpr from
ChatGPT Paraphrases dataset? to train the LLM.

3.3.2 LLM Generation Diversity
Enhancement with DPO

To align LLLM generations to human preferences,
recent LLMs adopt RLHF in their training process,
which involves the PPO algorithm and a reward
model (Ouyang et al., 2022; Zhang et al., 2024b,a).
However, fitting a reward model brings extra com-
putation costs, and the gap between its prediction
and actual human preference also poses threats
to the effect of PPO. As an alternative, the DPO
algorithm directly optimizes the LLMs’ genera-

Zhttps://huggingface.co/datasets/humarin/chatgpt-
paraphrases
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tion policy without training an additional reward
model (Rafailov et al., 2024).

Preference Dataset Construction. To construct
a dataset Dppp for DPO training, we sample an-
other subset from the original paraphrase dataset.
Each original sentence corresponds to 5 para-
phrases, and we embed the original sentence x and
paraphrased sentences [y1, ..., y5] and calculate the
Euclidean distances in the embedding space &:
diSt(yiy l‘) = (eyi - €$)27 (4)
where e, = £(z). The paraphrase with maximum
distances is considered the most diverse among
possible generation results and used as the “chosen”
(preferred) output. In contrast, the most similar
is taken as the least varied generation and used as
the “rejected” (dispreferred) one. This preference
construction process is formulated in Eq. 5:

Y = arg max dist(y;, x)
Yi

v ®)
Y = arg min dZSt(Qi, x)?
Yi

where v, is the preferred paraphrase out of the pair
(y’w > Yl ) .

Training Objective. The goal of DPO training
is to maximize the probability of generating the
preferred output and minimize the probability of
generating the dispreferred output. Unlike the PPO
algorithm which requires a reward model and a
reinforcement learning phase, DPO derives its ob-
jective by solving the optimal solution of PPO’s
optimization problem, as shown in Eq. 6:

cDPO = _E(x,yw,yl)NDDpo |:]'Og U(
~Blog W) )} . ©®

Tret(Y1|7)

7o (Y| T)
Tret (Yo |T)

Blog

where 7y denotes the generation probability of the
current LLM, s denotes that of the SFT model,
and hyper-parameter 3 controls the deviation from
the SFT model.

3.3.3 Diversity-oriented Sampling

For each input sentence, we use beam search to
generate K sequences from the LLM’s output log-
its. We then rank these sequences based on their
distances from the original sentences according to
Eq. 4. Only the most distant sentences are retained
to reduce redundancy and prevent overfitting.

Algorithm 1 Diversity-oriented and Coreset-
focused Data Augmentation

Require: An LLM fy, a paraphrase dataset Dsgr,
a preference dataset Dppg, and a target textual
dataset S

1: Train the original LLM fy on the paraphrase
dataset Dsgr with SFT
2: Fine-tune the LLM on the preference dataset

Dppo by optimizing the loss function in Eq. 6

Initialize empty S’

for all (x,t) € S do

Calculate importance score s for x
S'.append((z,t, s))

end for

Rank samples in S’ according to the score s

Split &’ with ratio raugment ! Tprune tO

Saugment, Sretains afld Sprune

10: Initialize empty S

11: for all (z,t,s) € Saugment do

12: y = fo(x)

13:  S.append((z,t))

14: S.append((y, t))

15: end for

16: S = S U Sretain

17: return Augmented dataset S

L X DN R

* Tretain

3.4 Selective Coreset Data Augmentation

Given the time consumption and computation cost
of LLM-based data augmentation methods, it is
non-trivial to recognize the most important sam-
ples and constrain the target for data augmenta-
tion to these samples. First, we train the down-
stream task model on the dataset and collect
training dynamics and post-training post-training
metrics. Then we calculate the EL2N (Paul
et al., 2021), entropy (Coleman et al., 2020), vari-
ance (Swayamdipta et al., 2020), and AUM (Pleiss
et al., 2020) score to evaluate sample importance.
We use score monotonic selection and coverage-
centric selection (CCS) (Zheng et al., 2023) to de-
rive the coresets. DoAug performs a hierarchical
coreset selection to prune some low-importance
samples, retain the middle-importance samples,
and augment the high-importance samples. Only
samples of high importance are used as the seeds
for data augmentation. The original sentences in
the high-importance coreset and their paraphrases
are combined with the middle-importance samples,
composting the final results of our data augmenta-
tion process, as presented in Algorithm 1.
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4 Experiments

4.1 Experiment Settings
4.1.1 Evaluation Criterion

We evaluate diversity and affinity for data distribu-
tion while measuring performance on downstream
tasks for effectiveness. For all these measurements,
the higher score indicates better results.

Diversity. To comprehensively evaluate DoAug’s
effect on dataset diversity, we adopt several mea-
surements to assess the augmented dataset’s diver-
sity from both latent and lexical aspects:

o Distance and Dispersion assess datasets’ latent
diversity at the sample level by calculating pair-
wise Euclidean distance and Cosine similarity on
the embedding space.

e [socontour Radius and Homogeneity assess
datasets’ latent diversity at the dataset level by con-
sidering the coverage and uniformity of all sample
embeddings.

e Vocabulary Size and Unique 3-grams assess
datasets’ lexical diversity by counting how many
different words are used throughout the datasets.
Affinity. The affinity score reflects the coherence
of an augmented dataset and is embodied by em-
bedding deviation.

Performance on downstream task. Following the
practice in existing research on textual data aug-
mentation, we train a BERT},se model (Kenton and
Toutanova, 2019) with a classification head on the
original and augmented datasets to evaluate the ef-
fect of our proposed data augmentation approach.
We report the prediction accuracy scores on each
dataset to measure downstream task performance.

4.1.2 Datasets

We conduct extensive experiments on 12 NLP
datasets to verify the effectiveness of DoAug. Our
selection of datasets covers a wide range of text
classification tasks, including entailment annota-
tion (ANLI, MNLI, and RTE), sentiment analy-
sis (MPQA, SST-2, and Yelp), chemical-protein
relationship (ChemProt), acceptability judgment
(CoLA), semantically equivalence (MRPC), sen-
tence role (RCT), subjectivity analysis (SUBJ),
and Disease judgment (Symptoms) (Pang and Lee,
2004; Wiebe et al., 2005; Zhang et al., 2015;
Kringelum et al., 2016; Dernoncourt and Lee, 2017;
Wang et al., 2019; Nie et al., 2020; Dai et al., 2025).
More details of these datasets are specified in Ap-
pendix B. Following the settings in (Yoo et al.,
2021), we sample a subset (1.2K samples) from the

full dataset to unify the evaluation settings, enable
a fair comparison between methods, and simulate
a low-resource condition where data augmentation
is of significant necessity.

4.1.3 Baseline Methods

We compare DoAug with twelve representative
data augmentation methods. (1) OCR and (2) Key-
board perform common OCR or typing errors at the
character level (Li et al., 2024). (3) EDA randomly
inserts, deletes, replaces, or swaps words in the sen-
tences (Wei and Zou, 2019). (4) AEDA randomly
inserts punctuations in the sentences (Karimi et al.,
2021). (5) Back-translation (BT) involves trans-
lating the source sentences to an intermediary lan-
guage (Sennrich et al., 2016). (6) Unmask ran-
domly replaces words with [MASK] and predicts the
masked words with the BERT model (Kumar et al.,
2020). (7) AugGPT directly prompts ChatGPT (re-
placed with Llama3.1-8B-Instruct to save cost) for
paraphrases without further fine-tuning (Dai et al.,
2025). (8) Grammar and (9) Spelling are two ex-
emplar methods selected by Self-LLMDA, which
prompt the LLM to simulate common grammatical
variation or spelling errors made by humans (Li
et al., 2024). (10) Chain, (11) Hint, and (12) Taboo
generate paraphrases with three different diversity
incentives (Cegin et al., 2024). Augmentation ex-
amples of these methods are presented and dis-
cussed in Appendix E Table 6.

4.1.4 Key Implementation Information

We use Llama-3.2-1B-Instruct with BF16 quanti-
zation as the LLLM paraphraser. The LLM’s train-
ing dataset Dspr and Dppo contain 100,000 sen-
tence pairs and 50,000 preference pairs, respec-
tively. In the coreset selection step, the coreset
ratio Taugment © Tretain : Tprune 18 1 @ 1 1 1. We
explain how we derive this ratio in Appendix 1.2.
For each original sentence, we generate K = 5
paraphrases and sample the most diversified output.
A more detailed implementation specification is
given in Appendix C.

4.2 Overall Results

To verify the effectiveness of DoAug, we evaluate
downstream task accuracy alongside the diversity
and affinity of the augmented dataset. We report
the rankings of performance, diversity, and affinity
averaged on 12 datasets achieved by DoAug and
12 baseline methods in Figure 3. From these re-
sults, we have the following observations: (1)
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ANLI

ChemProt

CoLA

MNLI

MPQA

MRPC

RCT

RTE

SST-2

SUBJ

Symptoms

Yelp

Avg. Gain

Original
OCR
Keyboard
EDA
AEDA
BT
Unmask
AugGPT
Grammar
Spelling
Chain
Hint
Taboo

35.751 68
34.431 50
34.99] 53
34.915 59
35.311.04
34.39( 78
36.041 19
36.43; o4
35.391 55
35.981 35
35.251 82
36.191 24
35.831 75

58.334.67
63.845 14
65.785 28
64.245 45
64.875 14
67.722. 83
69.361 85
65.733 80
68.645 47
68.692 06
68.752 66
68.671.06
69.66, 79

74.561 11
73.121 82
72.691 19
73.070.95
72.291 09
70.425 03
74.117 19
75.17; 45
72.161 45
72.091 66
72.320 86
72.251 47
72.901 21

42.815 33
53.945 10
52.884 44
55.903 21
57.230. 06
56.403 19
54.605 77
53.772 61
56.531 30
56.761 04
56.231 64
56.691 47
57.26( o5

89.170.47
88.830 48
88.980 43
89.120 6o
89.150. 27
89.73( 38
88.870.45
89.670.34
89.460 42
88.960 52
89.100. 41
89.130. 67
89.34¢ 20

76.503.09
75.494 .48
77.992 74
79.449 11
79.414 41
78.552.62
80.15; 57
75.255 12
78.901 .83
79.129 77
75.882 85
78.752.07
76.742 .30

71.622 49
79.66, oo
79.420 75
77171 08
78.480. 34
76.361.09
79.010.87
78.900.70
77.350.68
78.950.66
79.310.54
78.440. 41
78.48¢.41

53.619.45
56.063 92
57.584 23
55.963 g5
54.515. 40
53.523. 67
55.853 97
54.875 51
54.403 58
57.403. 09
54.985 40
55.785 08
58.015 41

86.971.00
86.910.74
86.120 66
87.481. 07
86.031 43
85.891 42
87.081.00
87.63¢ g0
86.621 56
86.42( g9
86.790 g2
86.800 74
86.741 43

95.75¢ 23
95.250 25
95.250 37
95.630 o7
95.24¢ 31
95.160 39
95.22( 21
95.44¢ 31
94.980 o5
95.200 42
95.14¢ 36
95.000.31
95.120.34

74.069 g6
86.125 72
87.247 09
89.117 45
89.660 88
89.430 50
89.920 55
79.253 33
89.98) 43
89.480 92
89.24¢ 55
89.587 35
89.400. 64

51.486.81
55.461.04
55.44¢ g2
55.151.34
54.520. 31
55.560 85
55.100.69
55.470. 64
55.270. 82
54.76( 99
55.500.66
55.880 32
56.309 .71

4.73%
5.40%
6.68%
6.75%
6.26%
6.59%
5.64%
5.88%
6.49%
5.77%
6.43%
6.76%

DoAug 38.465 51 70.221 76 75.620.51 59.761 02 89.780. 29

80.975 45

80.100.63 56.055 75 88.640.80 95.80¢ 19 90.74; g5 56.570. 49 10.52%

Table 1: Prediction accuracy of models trained on augmented datasets. The best results are highlighted with the
bold font, and runner-ups are underlined. We report the mean performance and standard deviation and the results

are averaged on ten random seeds.

Distance Dispersion Radius Homogeneity Vocabulary 3-grams Average

Original ~ 0.00 000 078 0.74 0.00 000 025
OCR 0.01 005  0.62 0.83 0.05 011 028
Keyboard 0.0 005 055 0.83 0.08 0.17 028
EDA 0.27 044 0.0 0.86 0.19 046 037
AEDA 0.02 009 0.7 0.95 0.00 0.14 023
BT 0.38 042 070 0.54 0.36 059 050
Unmask 009 0.11 0.69 0.83 0.05 025 033
AugGPT 023 019 092 0.47 0.24 031 039
Grammar ~ 0.64 062 100 0.00 0.13 054 049
Spelling ~ 0.14 017 047 0.83 0.49 037 041
Chain 0.27 019 098 0.95 0.48 067 059
Hint 0.56 051 098 0.86 045 068  0.67
Taboo 0.26 0.18 094 1.00 0.35 059 055
DoAug  1.00 100 087 0.98 1.00 100 098

Table 2: 6 diversity metrics averaged on 12 datasets and
the average score, normalized to [0, 1].

DoAug achieves the highest performance on
downstream tasks compared to other SOTA data
augmentation methods, as indicated by the color
bar in Figure 3. This demonstrates the high qual-
ity and superior adaptability of the datasets gen-
erated by our proposed method in real-world ap-
plications. (2) DoAug achieves the highest di-
versity score and outperforms all other baseline
methods. This implies that DoAug effectively im-
proves dataset diversity. (3) DoAug achieves a
considerably high position on the affinity rank-
ings, indicating that the sample semantics are pre-
served to the greatest extent possible. In sum,
DoAug achieves the top position in the combined
dataset diversity and affinity rankings. Addition-
ally, it achieves the best downstream task perfor-
mance, indicated by the lightest yellow.

4.3 Performance, Diversity, and Affinity

4.3.1 Performance Gains

The full results for BERT classification perfor-
mance on original and augmented datasets are pre-
sented in Table 1. The results show that DoAug sur-
passes all baseline methods on average. Specifi-
cally, it outperforms the baseline methods on 11

DoAug
Unmask
2
Taboo 3
Spell —_
4 U
1 AugGPT 5 g
c
5 BT <
£ 61 <
< 7%
& AEDA Chain g
> 81 c
=2 Hint ©
: o £
= Grammar o
< 10 S
EDA &
Keyboard 11
121
ocl
12 10 8 6 4 2

Averaged Diversity Rankings (-)

Figure 3: Diversity, affinity, and performance achieved
by DoAug and baseline methods. Results are averaged
on 12 datasets and the diversity rankings are further
averaged on 6 metrics in this diagram. A smaller number
for the rankings indicates better results.

out of 12 datasets except on RTE. DoAug achieves
performance gain of 10.52% on average, surpass-
ing the runner-up method with an advantage of 3.76
percentage points.

4.3.2 Diversity Gain

We demonstrate the diversity gains in terms of all
6 diversity metrics achieved by DoAug and base-
line methods in Figure 2. For each metric, the
scores are normalized to [0, 1], and we also include
the original scores in Appendix F. DoAug ranks
the top on the chart with an average score of 0.98.
Specifically, it achieves the best for the Distance,
Dispersion, Vocabulary Size, and Unique 3-grams
metrics. It is also competitive in terms of Isocon-
tour Radius and Homogeneity. The three baselines
with diversity incentives, namely Chain, Hint, and
Taboo, also achieve reasonably good diversity gain,
in line with the results of (Cegin et al., 2024).
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Figure 4: Affinity scores of DoAug and 10 baseline
methods. The scores are averaged on 12 datasets.

4.3.3 Affinity and Paraphrase Validity

We present the affinity of DoAug and baseline
methods in Figure 4, where DoAug outperforms
other methods except Unmask, whose affinity score
is 1.95. The Unmask method generates augmen-
tation by replacing randomly selected words with
“[MASK]” and predicts the masked words with the
BERT model. Since the augmented samples are
recovered from the BERT embeddings of the cor-
rupted original samples and we use the BERT em-
beddings to calculate affinity, it is reasonable to
yield extremely high affinity scores. Following
(Cegin et al., 2023, 2024), we also investigate para-
phrase validity at the sample level. We perform a
human evaluation on 200 samples per dataset to
check if the paraphrases are semantically similar to
the original samples and adhere to the original la-
bels. Results show 95% paraphrases are valid. We
also prompt the DeepSeek-V3 model, a very strong
and knowledgeable LLM that is good at understand-
ing users’ intent and evaluating the task scenario
for an LLM-based evaluation. Results show that
97% paraphrases are valid, suggesting that DoAug
introduces negligible noises to the dataset.

4.4 Ablation Studies

To verify the effectiveness of our proposed method,
we conduct ablation studies as shown in Table 3,
where w/o Coreset refers to applying augmentation
on a random subset of the dataset without deriv-
ing a coreset of importance samples, w/o Selective
refers to augmenting samples in both Siepin and
Saugment instead of only augmenting the latter, w/o
Aug refers to using the coreset directly for training
without data augmentation, w/o DPO refers to us-
ing the LLM paraphraser from the SFT stage for
data augmentation, w/o DS refers to removing the
diversity-based sampling module, and w/o DPOIDS

ANLI Ch.Pr. CoLA MNLI MPQA MRPC RCT RTE SST-2 SUBJ Sympt. Yelp

wlo Coreset 3532 64.24 71.94 54.51 89.32 73.10 77.2353.52 87.42 95.19 87.58 55.87
wlo Selective 35.94 66.40 7335 52.14 89.14 7546 77.2355.69 87.90 9549 89.95 56.27
wio Aug  37.82 64.86 72.82 43.89 89.43 78.65 76.7455.69 86.75 95.70 86.06 53.74
wio DPOIDS 37.64 70.18 75.52 59.04 89.72 79.90 78.4254.87 87.99 9547 90.08 56.50
wloDPO  37.32 69.49 74.80 58.75 89.34 80.67 78.4355.37 88.15 95.37 90.66 56.52
wio DS 36.85 60.62 7549 59.32 89.53 80.18 78.5653.70 88.14 95.51 90.65 5636

DoAug 38.46 70.22 75.62 59.76 89.78 80.97 80.10 56.05 88.64 95.80 90.74 56.57

Table 3: Ablation study on model performance gains.
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0.224
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Figure 5: Ablation study on diversity gains

removes both steps. From these results, we find out
that all components in the method framework make
remarkable contributions to the final performance
gains. We also notice that focusing augmentation
on the selected coreset is the most important factor
of performance (with the lowest average scores and
no runner-up results). As Figure 5 shows, we also
study the effect of diversity-oriented fine-tuning
and diversity-based sampling on the dataset diver-
sity, demonstrating that all proposed components
are effective. Concretely, we can observe that diver-
sity sampling has more influence on sample-level
latent diversity, while DPO training has more influ-
ence on lexical diversity. Further, we investigate
whether the DPO training can be replaced by cost-
saving approaches, such as sampling from a higher
temperature and using prompts with diversity in-
centives. Results in Figure 6 indicate that replacing
DPO training with sampling from a higher temper-
ature or using prompts with diversity incentives
achieves inferior results, failing to compete with
the DPO version, suggesting model fine-tuning is
necessary for diversity gain and performance im-
provement. Full results are in Appendix H.

4.5 LLM Architectures Adaptability

To exhibit the generalizability of our proposed
methodology, we replace the LLM augmenter and
downstream task model with other LLM architec-
tures respectively. The results show that DoAug is
agnostic to LLM architectures.
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Figure 6: Replacement study on DPO training.

GPT-2 (137M) T5-large (738M)

CoLA MNLI RCT CoLA MNLI RCT
Original 67.64 50.03 76.53 7894 50.06 78.98
OCR 65.51 5442 77.70 7779 56.35 81.77
Keyboard 6523 5451 77.37 77.06 56.40 81.65
EDA 66.60 54.13 76.89 78.59 51.58 80.79
ADEA 67.40 56.03 77.73 78.62 5793 82.07
BT 6343 53.89 77.10 7622 5470  80.80
Unmask 66.87 5575 78.01 77.84 61.88 81.41
AugGPT 66.08 54.80 78.28 7779 60.18  79.18
Grammar 6620 55.75 76.96 76.52 57.80 81.03
Spelling 66.24 5553 178.16 7157 6293 81.99
Chain 65.85 54.83 78.04 7798 59.88 81.50
Hint 66.41 5575 77.52 78.06 61.13 81.38
Taboo 6427 56.13  77.72 7136  61.55 81.30
w/o Aug 67.85 5279 79.47 79.74  53.18 81.63
w/o Coreset 6524 50.89 76.98 7792 5185 81.01
w/o Selective  66.05 5023 78.76 79.00 5322 80.85
w/o DPOIDS  66.74 5551 79.71 79.64  61.06 82.09

w/o DPO 67.05 5497 179.72 79.51  61.79 81.83
w/o Sampling

DoAug

Table 4: Training the GPT-2 and T5-large models on
CoLA, MNLI, and RCT dataset.

For the LLM augmenter, we replace the
Llama-3.2-1B-Instruct model with the similar-
sized Qwen2.5-1.5B-Instruct model (Team, 2024).
As shown in Figure 7, datasets augmented by the
Qwen model significantly outperform the original
datasets in diversity and achieve comparable ac-
curacy with those of the Llama model. Detailed
results are given in Appendix L.

For the downstream task model, we replace
BERT, an encoder-only model with the GPT-based
and T5-based classification models. GPT is a
decoder-only LLLM and is especially adept at gen-
erating texts from a prompt. Based on an encoder-
decoder transformer architecture, TS is trained to
perform all NLP tasks in a unified text-to-text
format and is favorable in broad cases. Specifi-
cally, we use GPT-2 (Radford et al., 2019) and T5-
large (Raffel et al., 2020) as the backbone of classi-
fication models, train these models on the MNLI,
CoLA, and RCT datasets, and collect their perfor-
mances. Experimental results in Table 4 show that
DoAug benefits both decoder-only models such as
GPT and encoder-decoder models such as TS.

Figure 7: Performance and diversity comparison be-
tween Llama and Qwen.

5 Conclusion

Diversity is an important factor in developing Al-
ready and high-quality datasets but is often ignored
in data augmentation methods. We propose an
innovative Diversity-oriented data Augmentation
framework (DoAug) that fine-tunes an LLM para-
phraser to enlarge and introduce diversity to tex-
tual datasets. The LLM paraphraser is fine-tuned
to rewrite existing seed sentences in the original
datasets, generating high-affinity samples and en-
suring coherence of the dataset. We further con-
struct a preference dataset and then fine-tune the
LLM paraphraser with the DPO algorithm to en-
courage diversified generation. In this way, we
maximize the diversity of the augmented dataset
in our method. In extensive experiments, our pro-
posed method exhibits a remarkable capability to
boost dataset diversity, and the diversity gain signif-
icantly benefits the model’s learning performance
of downstream tasks.
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7 Limitations

This study has several limitations that should be
acknowledged and addressed in future work.
Diversity Exploration: The evaluation of diversity
lacks agreement on universally accepted metrics.
In this study, we employed a subset of diversity-
related evaluation methods, but other metrics, such
as human-centered diversity evaluation, were not
utilized. This limitation suggests that our assess-
ment of diversity may not fully capture all aspects
of the concept.
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Augmentation Validation: Evaluating the correct-
ness of generated data remains a challenging task.
While both human evaluation and model-assisted
evaluation are viable approaches, each comes with
its own limitations. In this study, we employed
both a task-aware LLM and humans for evalua-
tion. However, there is no perfect human or LLM
and this approach has inherent constraints, such
as potential biases in the LLMs’ training corpus
or humans’ knowledge and their inability to fully
capture nuanced correctness in certain contexts.

Generation Factors: The quality and characteris-
tics of generated samples are influenced by multi-
ple factors, including the generation temperature,
the choice of prompts, and the specific LLMs used.
In this study, for each above-mentioned factor, we
only explored two different settings, and we did not
exhaustively explore all possible configurations.
This restriction may have impacted the diversity
and quality of the generated samples.

Evaluation Benchmarks: Our evaluation was pri-
marily focused on sentence classification tasks and
included two QA-based reasoning tasks, and we did
not extend our analysis to more general tasks, such
as mathematical reasoning, instruction-following,
creative writing, or chain-of-thought (CoT) reason-
ing. Additionally, the datasets used in this study
concentrated on English corpora, and we only con-
sidered one multilingual dataset, which could offer
insights into cross-lingual or language-specific per-
formance. Furthermore, we did not explore multi-
modality scenarios, which could provide a broader
perspective on the applicability of our framework.

Potential Risks of Using LLM: Leveraging LLMs
for data augmentation might suffer from demo-
graphic bias and factual inaccuracies. First, LLMs
may amplify demographic biases from their train-
ing data. Second, generation hallucinations may
produce plausible but factually incorrect content.
When task models train on such flawed data, their
reliability and accuracy degrade, especially in high-
stakes domains like healthcare or finance. Mitigat-
ing these risks requires rigorous validation, bias-
detection frameworks, and human oversight to en-
sure the generated datasets uphold fairness and
factual integrity.

These limitations highlight potential areas for
future work, especially the adoption of more com-
prehensive diversity metrics and evaluation across
diverse data modalities.
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A [Evaluation Criterion

e Distance assesses the average dis-
tance between samples as follows:
Distance(S) = \?ll Z%xjes v/ (ez; — ex;)?,
where e, = £(x) is the embedding of sample =
in the embedding space £, and a larger distance
indicates greater diversity.

e Dispersion (Yu et al., 2022) is similar to co-
sine similarity but adjusted to make larger disper-
sion indicate greater diversity: Dispersion(S) =

€x; €z
B Laiases L~ oo MenT

o [socontour Radius (Lai et al., 2020) is the ge-
ometric mean of the radii, reflecting the spread of
embeddings along each axis. Assuming sample em-
beddings follow a multivariate Gaussian distribu-
tion, the dataset can be taken as an ellipsoid-shaped
H  (ej—p)?

o2

cluster, formulated as: =1 = ¢2, where

ft; is the embeddings’ mean along the j-th axis,
and O'J2- is the variance of the j-th axis. Geometri-
cally, the standard deviation o, is the radius r; of
the ellipsoid along the j-th axis. Thus, we have:
Radius(S) = (TTL, o)/ 2.

e Homogeneity (Lai et al., 2020) is a metric
that reflects the uniformity of a cluster distribu-
tion, suggesting that distinct samples in a diverse
dataset should ideally cover the embedding space
uniformly. It begins by constructing a Markov
chain model on the dataset embeddings. The
edge weight between sample 7 and j is defined
as weight(i,j) = (y/(ei —¢;) - (ei — ej))logH,
and the transition probability from i to j is p(i —

. oht(i g
j) = %. The entropy of the Markov

chain is calculated by entropy(S) = — ;s vi-
p(i — j)logp(i — j), where v; is the stationary

distribution, assumed to be uniform. Homogeneity
entropy(S)

log (|5]-1)”
where log (|S| — 1) is the entropy upper bound nor-

malizes homogeneity into [0, 1] (Lai et al., 2020).

is then defined as, Homogeneity(S) =

e Vocabulary Size evaluates dataset diversity at
the lexical level, complementing four embedding-
level diversity metrics. Given the token set of the
textual dataset 7, we count the number of unique
tokens present: Vocabulary(S) = |T.

e Unique 3-grams is also a lexical level met-
ric. By processing the textual dataset as a set of
3-grams G3, we calculate its Unique 3-gram via:
3-gram(S) = |Gs|.

The Distance, Dispersion, Isocontour Radius,
and Homogeneity scores are calculated class-wise

and then averaged over all classes, while vocabu-
lary size and Unique 3-grams are directly derived
from the entire dataset. Invalid (wrong) words are
excluded when calculating lexical diversity.

e Affinity is defined as the reciprocal
of the average deviation of class centers
from the original dataset: Affinity(S,S) =

-1
(\?1| ZC»L‘EC V (lacl - /’Lci)2> , where C = ¢; is
the set of all classes, i, and p., are the augmented
and original embedding centers respectively.

B Dataset Specification

The details of the 12 NLP datasets used in our ex-
periments, including the domain, application task,
input scheme, and class number, are summarized
in Table 5. ANLI (Nie et al., 2020), MNLI (Wang
et al., 2019), and RTE (Wang et al., 2019) are three
datasets that require models to recognize the textual
entailment of two sentences, which requires decent
reasoning ability of models. ChemProt (Kringelum
et al., 2016), RCT (Dernoncourt and Lee, 2017),
and Symptoms (Dai et al., 2025) are three medi-
cal datasets that involve domain knowledge of the
models. ChemProt describes the relationship be-
tween chemical-protein Paris, RCT requires the
model to analyze what role a sentence plays in the
abstract of a medical research paper, and the Symp-
toms dataset is about judging the disease from pa-
tient complaints. MPQA (Wiebe et al., 2005), SST-
2 (Wang et al., 2019), and Yelp (Zhang et al., 2015)
and sentiment datasets, where MPQA and SST-2
label the sentences as “negative” or “positive”, and
Yelp assigns numerical ratings from 1 to 5 to the
reviews. CoLA (Wang et al., 2019) evaluates the
acceptability of a sentence, MRPC (Wang et al.,
2019) evaluates if a pair of sentences are equiva-
lent, and SUBJ (Pang and Lee, 2004) evaluates if
a sentence is subjective or objective. Symptoms
dataset is available at Kaggle®. GLUE benchmark
datasets (CoLA, MNLI, MRPC, RTE, and SST-2)*,
ANLI, ChemProt>, RCT®, MPQA’, SUBJ®, and
Yelp® are also available at Hugging Face.

3https://www.kaggle.com/datasets/paultimothymooney/
medical-speech-transcription-and-intent
*https://huggingface.co/datasets/nyu-mll/glue
“https://huggingface.co/datasets/facebook/anli
Shttps://huggingface.co/datasets/AdaptLLM/ChemProt
®https://huggingface.co/datasets/AdaptLLM/RCT
"https://huggingface.co/datasets/rahulsikder223/SentEval-
MPQA
8https://huggingface.co/datasets/SetFit/subj
*https://huggingface.co/datasets/Yelp/yelp_review_full
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Domain Application task Input #Classes
ANLI (Nie et al., 2020) General Entailment annotation Sentence pair 3
ChemProt (Kringelum et al., 2016) Medical = Chemical-protein relationship ~ Single sentence 13
CoLA (Wang et al., 2019) General Acceptability judgment Single sentence 2
MNLI (Wang et al., 2019) General Entailment annotation Sentence pair 3
MPQA (Wiebe et al., 2005) General Sentiment analysis Single sentence 2
MRPC (Wang et al., 2019) General Semantically equivalence Sentence pair 2
RCT (Dernoncourt and Lee, 2017)  Medical Role of sentence Single sentence 5
RTE (Wang et al., 2019) General Entailment annotation Sentence pair 2
SST-2 (Wang et al., 2019) General Sentiment analysis Single sentence 2
SUBJ (Pang and Lee, 2004) General Subjective v.s. objective Single sentence 2
Symptoms (Dai et al., 2025) Medical Disease judgment Single 25
Yelp (Zhang et al., 2015) General Review rating Single 5

Table 5: A summary of 12 textual datasets.

Symptoms SST-2

Original My joints ache whenever it is cold I have always appreciated a smartly written mo-
tion picture

OCR My joint5 aeche when€ver it is cold I hawo alwa9$ appraciateol o smartly wri7tcn
mo7ion pic+ure

Keyboard My joibts axhe wjrnever it js cild I have alwats apprecuated a smartly writren mo-
tion picthre

EDA My joints ache whenever it is common cold I have always liked a smartly written motion
picture

AEDA My joints : ache whenever , it is ? cold I have . always appreciated ; a smartly written .
motion picture

BT My joint hurts when it’s cold I always admire smart writing action pictures

Unmask My joints ache. it is cold I have always appreciated a smartly written mo-
tion picture

AugGPT I experience joint pain during cold weather I’ve always been fond of motion pictures that
showcase clever writing

Grammar  Whenever it is cold, my joints ache A motion picture that has been always appreci-
ated by me is smartly written

Spell My joints ake whenever it is colld I 'have allwas apreciated a smartly written motion
picture

Chain I have trouble with my joints in cold weather I am a fan of movies that are skillfully made and
have a captivating storyline

Hint Cold weather often makes my joints feel stiff I have a fondness for motion pictures that are
well-written, well-crafted, and have a long-
standing appreciation for them

Taboo Whenever it gets chilly, my joints feel quite sore I have a fondness for motion pictures that are
well-crafted

DoAug I have trouble moving my joints in cold weather, I have a fondness for films that are well-crafted

causing discomfort

and have a sophisticated style

Table 6: Augmentation examples on the Symptoms and SST-2 datasets.
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C Implementation Details

We use Llama-3.2-1B-Instruct with BF16 quanti-
zation as the LLM paraphraser. Llama-3.2 is one
of the latest products of the Llama family. The
Llama-3.2-1B model outperforms the Llama-3.2-
3B and Llama-3.1-8B models on the rewriting task
while requiring minimal memory and inference
time'?. The prompt for paraphrasing is “You will
be given a sentence. Please paraphrase the sen-
tence.” We fine-tune the Llama model with the Lla-
maFactory framework (Zheng et al., 2024). When
training the model, we use LoRA to reduce com-
putation costs. We train a LoRA adapter for the
SFT stage, merge the SFT adapter, train a LoORA
adapter for the DPO stage, and finally merge the
DPO adapter for use. In the SFT stage, the learning
rate is 107, In the DPO stage, 3 in the loss func-
tion is set to 0.1 and the learning rate is 5-6. The
LLM is trained for 3 epochs with the AdamW opti-
mizer, a cosine scheduler, and a warm-up ratio of
0.1 in each stage. The rank r for LoRA fine-tuning
is 8. Dgpr contains 100,000 sentence pairs (20,000
original sentences and 5 paraphrases for each of
them). In the SFT stage, the model is trained to pro-
duce one paraphrase for one input. Dppg contains
50,000 preference pairs. We use the embedding
vector of the [CLS] token in the last layer of the
BERT},s. model as the embedding space £ for both
preference dataset construction and dataset diver-
sity evaluation. In the coreset selection step, the
coreset ratio Taugment : Tretain © Tprune 18 1 1 1 ¢ 1.
For each original sentence, we generate K = 5
paraphrases and sample the most diversified output.
For downstream task evaluation, we train the BERT
model for 3 epochs. The model is updated with the
AdamW optimizer. The learning rate is 5~° with a
linear scheduler and no warm-up. Experiments are
repeated with ten random seeds. The LLM para-
phraser and downstream task models are trained on
two A100-40G GPUs with transformers 4.45.2,
pytorch2.5.1, and CUDA 12.4. Training with SFT
and DPO takes 32 and 36 minutes, respectively, and
the LLM augmenter can paraphrase roughly one
sentence per second.

D Baseline Methods Implementation

The error ratios for OCR and Keyboard are set to
0.15. The ratios for EDA’s four operations are set
to 0.1. AEDA’s punctuation ratio is 0.3 as used

Ohttps://huggingface.co/meta-llama/Llama-3.2-1B-
Instruct

in the original method. For BT, we use the en-
zh and zh-en versions of the opus-mt model by
Helsinki-NLP (Tiedemann and Thottingal, 2020)
as the translator. The masking ratio for Unmask
is set to 0.15 and we sample the top-1 predic-
tions of the BERT},s. model. Considering the
cost of calling ChatGPT APIs, when implement-
ing AugGPT, Grammar, Spelling, Chain, Hint,
and Taboo, we use the open-source Llama-3.1-
8B-Instruct model (Dubey et al., 2024) as a re-
placement. Since it achieves competitive perfor-
mance compared with the GPT 3.5 Turbo model
(e.g. 69.4 v.s. 70.7 on MMLU 5-shot and 80.4
v.s. 69.9 on IFEval) (Dubey et al., 2024), replacing
GPT with Llama hardly compromises the effec-
tiveness of the baseline methods. For the original
dataset and all baselines, we also set the coreset
ratio Taugment : Tretain : Tprune t0 1 1 1 : 1 but do not
rank the samples before selecting; for the original
dataset, we do not augment Sygmene- In this way,
the number of samples from the original dataset
is the same for all methods, ensuring fairness in
terms of the samples’ coverage and distribution.
The number of final samples is in accordance with
DoAug for all baselines, further ensuring the fair-
ness of model training and evaluation. We use the
same random seeds for all baselines as for ours.

E Augmentation Examples

We include some augmentation examples of
DoAug and baseline methods in Table 6. We
can observe that DoAug introduces more details
(have trouble moving) and some novel vocabularies
(fondness, sophisticated).

F Diversity Evaluation

We present the original diversity scores of all meth-
ods in Table 7.

Distance Dispersion Radius Homogeneity =~ Vocabulary — 3-grams

Original 8.9440 0.1902 0.5354 0.8931 4734 23954
OCR 8.9514 0.1915 0.5340 0.8992 4793 25195
Keyboard ~ 8.9474 0.1915 0.5334 0.8993 4829 25844
EDA 9.1324 0.2024 0.5287 0.9015 4974 29200
ADEA 8.9546 0.1926 0.5302 0.9073 4735 25596
BT 9.2111 0.2018 0.5347 0.8798 5193 30634
Unmask 9.0042 0.1932 0.5346 0.8994 4797 26774
AugGPT  9.1025 0.1956 0.5366 0.8757 5035 27420
Grammar  9.3905 0.2073 0.5373 0.8441 4895 30108
Spelling 9.0390 0.1949 0.5327 0.8996 5352 28154
Chain 9.1346 0.1955 0.5371 0.9076 5341 31543
Hint 9.3326 0.2043 0.5371 0.9016 5296 31649
Taboo 9.1241 0.1952 0.5368 0.9107 5172 30634
DoAug 9.6430 0.2180 0.5362 0.9095 5993 35308

Table 7: 6 diversity metrics averaged on 12 datasets.
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G Measurements for Preference Dataset
Construction and Diversity Sampling

In our final experimental settings, we use Euclidean
distance to construct the preference dataset and
sample the more diversified generations. An al-
ternative to Euclidean distance is Cosine similar-
ity. Before we settled on Euclidean distance, we
examined and compared both Euclidean distance
and Cosine similarity. We conduct the examina-
tion on a subset of 1000 samples from the original
paraphrase dataset. We notice that when selecting
the most diverse samples as “‘chosen samples”, in
97.1% of the cases the two metrics yield the same
samples. When selecting the most repetitive sam-
ples as “rejected samples”, in 97.8% of the cases,
the two metrics yield the same samples. For the
total 5000 paraphrases (each sample contains 5
paraphrases), we also investigate the Pearson cor-
relation between their Euclidean distance and dis-
similarity (that is, 1 - Cosine similarity) compared
with the original sentence, and find that the Pearson
correlation is 0.96, indicating they are highly corre-
lated. The relationship between Euclidean distance
and dissimilarity for each paraphrase is shown in
Figure 8a. Further, we observe that the sample
distance is distributed more smoothly, suggesting
samples of different diversity are more distinguish-
able, as shown in Figure 8b. Besides, Euclidean
distance is more straightforward (higher distance
is higher diversity) and easier to understand. Given
the above arguments, we finally use Euclidean dis-
tance in our coding but expect the performance to
be consistent if switching to Cosine similarity.

16 - 1000
—— Dispersion
Distance

=
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8
—

Distance
Frequency
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IS
5
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Dispersion Diversity

(a) Correlation (b) Distribution

Figure 8: For (8a), we sample 500 points when plotting
the diagram. For (8b), all scores are normalized to [0, 1].

H Full Results of Replacing DPO training

Detailed results of diversity in terms of 6 metrics
are given in Figure 9.
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Figure 9: Replacement study on DPO training.

I Parameter Sensitivity Study

Given the heavy time and computation cost of train-
ing LLMs, we follow most settings from existing
research or default configurations from the library.
Still, we conduct sensitivity studies on some key
parameters unique to our method.

I.1 Number of Generated Sentences

First, we study the effect of K, the number of total
sentences generated by the LLM paraphraser when
paraphrasing an original sentence. As Figure 10a
shows, the best performances are achieved when K
is between 5 to 8. Intuitively, too small K limits the
possibility and diversity of generated sentences and
therefore affects the dataset diversity and task per-
formance; on the other hand, too large K is likely
to allow the LLLM paraphraser go too far from the
original semantics, breaking label preservability.

1.2 Coreset Ratio

We study the effect of the coreset ratio for data prun-
ing and data augmentation to determine the best
ratios. As presented in Figure 10b and Figure 10c,
both data pruning and data augmentation favor a
moderate ratio. The best performance occurs when
the pruning ratio is 1/3 and the augmentation ratio
is 1/2. In this way, 1/3 of the total samples are
pruned, and 2/3 of the total samples are preserved.
Then from the preserved 2/3, we use 1/2 of the re-
maining as seed samples for augmentation, which
is (2/3) x (1/2) = 1/3 of the total samples. As
a result, the final ratio ryugment
1/3:1/3:1/3=1:1:1.

* Tretain ¢ Tprune =
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Figure 10: Parameter sensitivity study on generated sentence count, coreset ratio for data pruning and augmentation
on MNLI dataset. Data pruning ratio is embodied by 7prune / (7prune + Tretain + Taugment)> and data augmentation is

embodied by Taugment / (Tretain + raugment)~

J Coreset Selection Methods

The choice of coreset methods is another factor
that influences the final performance. So, we also
investigate how the performance changes when aug-
mentation is applied to different coresets, as pre-
sented in Figure 11. The result shows that differ-
ent datasets favor different coreset methods, how-
ever, we notice that “variance” and “CCS w/ AUM”
benefit most datasets (9 out of 12), and in most
cases, the suboptimal choices of coresets still out-
perform data augmentation without targeting core-
sets, and augmentation performance does not sig-
nificantly degenerate on most suboptimal coresets.
This result demonstrates our coreset-focused selec-
tive data augmentation method can benefit from
appropriate coresets but is robust against subop-
timal coresets, and the “variance” and “CCS w/
AUM?” can be used as the default coreset method.
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Figure 11: Sensitivity study on the choice of coreset
method.

K Alleviating the Low-resource Problem

In our main experiments, we artificially create low-
resource conditions by sampling a subset from the

original dataset. In Table 8, we compare the results
of DoAug against model performance on large sub-
sets, which are two times the size of that used in
our main experiments. The comparison shows that
DoAug can alleviate the low-resource problem and
even performs better than larger subsets in some
cases.

Ch.Pr. CoLA MNLI RCT SST-2 SUBJ Sympt. YELP

800 Original Samples  58.33 74.56 42.81 71.62 86.97 95.73 74.06
1.2 K Original Samples 71.12 77.61 61.63 78.96 88.56 95.77 92.45

51.48
56.48

DoAug 70.22 75.62 59.76 80.10 88.64 95.80 90.74 56.57

Table 8: Results on low-resource datasets (800), larger
original subsets (1.2 K), and DoAug (800 Original +
400 Augmented Samples).

L Full Results of LLM Architecture
Exploration

Detailed results of performance on all 12 datasets
and diversity in terms of 5 metrics are given in
Figure 13 and Figure 12.
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Figure 12: Diversity comparison between Llama and
Qwen
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guages and is designed especially for multilingual
sentiment analysis tasks. As shown in Figure 14,
DoAug also benefits multilingual datasets and rea-
soning tasks.
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Figure 14: Performance improvement on two multi-
choice-formed reasoning datasets and a multilingual
text classification dataset.

M Applicability on More Datasets

To expand the evaluation scope and verify the broad
application of DoAug, we additionally test the
method on three datasets: CSQA, CODAH, and
Multilingual, beyond the 12 English classification
datasets in our main experiments. CSQA (Com-
monSenseQA) (Talmor et al., 2019) and CODAH
(COmmonsense Dataset Adversarially-authored by
Humans) (Chen et al., 2019) are two reasoning
datasets. They are both in the form of multiple-
choice questions. Multilingual (Muennighoff et al.,
2023; Barbieri et al., 2022; Enevoldsen et al., 2025)
is a multilingual sentiment analysis dataset col-
lected from Twitter. We filter the dataset to keep
English, Spanish, German, French, Italian, and Por-
tuguese samples, and remove Arabic samples be-
cause our augmenter is a Llama model and does
not support Arabic. For the Multilingual dataset,
we also include Code-Mixed, a data augmentation
technique that switches some words to other lan-
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