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Abstract

Multimodal retrieval has emerged as a promis-
ing yet challenging research direction in re-
cent years. Most existing studies in multi-
modal retrieval focus on capturing informa-
tion in multimodal data that is similar to their
paired texts, but often ignores the comple-
mentary information contained in multimodal
data. In this study, we propose CIEA, a novel
multimodal retrieval approach that employs
Complementary Information Extraction and
Alignment, which transforms both text and im-
ages in documents into a unified latent space
and features a complementary information ex-
tractor designed to identify and preserve dif-
ferences in the image representations. We op-
timize CIEA using two complementary con-
trastive losses to ensure semantic integrity and
effectively capture the complementary infor-
mation contained in images. Extensive experi-
ments demonstrate the effectiveness of CIEA,
which achieves significant improvements over
both divide-and-conquer models and universal
dense retrieval models. We provide an abla-
tion study, further discussions, and case stud-
ies to highlight the advancements achieved by
CIEA. To promote further research in the com-
munity, we have released the source code at
https://github.com/zengdlong/CIEA.

1 Introduction

Retrieval-Augmented Generation (RAG) (Lewis
et al., 2020b; Gao et al., 2023; Yi et al., 2024) has
recently attracted widespread attention for its role
in enhancing large language models (LLMs) (Tou-
vron et al., 2023; Bai et al., 2023; Chung et al.,
2024; Brown et al., 2020) by providing up-to-date
information and alleviating hallucination issues.
Most existing studies focus on retrieving textual
information (Cheng et al., 2023; Shi et al., 2024;
Wang et al., 2024a; Zhu et al., 2025), leveraging
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Q: Is the Rainbow Bridge always lit at night with the same colors?

Gloden image documents: v

Caption: Rainbow bridge, Odaiba,
Tokyo - Sony A7R (11812224916)

Caption: Tokyo Bay and Rainbow
Bridge from Odaiba

Confused image documents: x

Caption: Bridge,Tokyo Bay from
Odaiba Rainbow Bridge (Tokyo) and
Northern Tokyo Bay

Caption: Rainbow Bridge 3 Statue of
Liberty of Odaiba &amp; Rainbow
Bridge,

Figure 1: An example of multimodal retrieval. The
images contain critical information that can assist in
query responses, which might not be present in the text.

text corpora to provide factual support for model re-
sponses. As the scale of multimodal data continues
to grow, effectively supporting multimodal retrieval
to provide knowledge beyond text has emerged as
a promising yet challenging research area (Zhao
et al., 2023; Kuang et al., 2025).

To promote the progress of multimodal retrieval,
researchers have employed captioning models to
convert multimodal data into text (Wu et al., 2023;
Baldrati et al., 2023; Mahmoud et al., 2024), en-
abling the application of existing retrieval tech-
niques developed for text corpora. However, these
approaches can be heavily influenced by the ef-
fectiveness of the captioning models, which might
result in the loss of crucial information during the
conversion process (Che et al., 2023; Li et al.,
2024b). Recent studies propose representation-
based approaches, wherein textual and multimodal
information are mapped into a unified embedding
space for knowledge retrieval, after a separate
encoding process (Radford et al., 2021; Zhang
et al., 2021) or a project-based joint encoding pro-
cess (Zhou et al., 2024; Li et al., 2024a).
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In this study, we focus on a novel representation-
based approach that aims to transfer multimodal
data into the latent vector space of language mod-
els. We identify a critical limitation of existing
representation-based methods (Wang et al., 2024b;
Zhou et al., 2024): they tend to focus on capturing
the information in multimodal data that is similar
to their textual counterparts (such as captions or
associated text) while neglecting the complemen-
tary information in multimodal data. For exam-
ple, as shown in Figure 1, a textual description
paired with an image might reference the Rain-
bow Bridge. While the image can indeed provide
similar visual details of Rainbow Bridge, supple-
mentary information such as the nightscape and the
color of the bridge can be also important. For the
representation-based approach, extracting and pre-
serving such complementary information in multi-
modal data can enhance the quality of the responses
to queries that cannot be fully resolved using tex-
tual information alone.

Inspired and motivated by the above insights, we
propose a novel multimodal retrieval approach that
involves Complementary Information Extraction
and Alignment, denoted as CIEA. Specifically, we
adopt a language model to transform text into a la-
tent space, while employing the CLIP model (Rad-
ford et al., 2021; Li et al., 2023) and a projector
to map image information into the same unified
latent space. Then, we design a complementary
information extractor, which identifies the differ-
ences in representations between the images and
the text in the documents. Based on these differ-
ences, we update the representations of the images
to integrate complementary information. Further-
more, we introduce a novel optimization method
tailored for CIEA by constructing two complemen-
tary contrastive loss functions: one that ensures
the semantics integrity of the learned representa-
tions, and another that enhances the extraction of
complementary information from the images.

Extensive experiments are conducted to demon-
strate the effectiveness of CIEA in multimodal re-
trieval. The experimental results show that the pro-
posed method achieves noticeable improvements
compared to both divide-and-conquer models and
universal dense retrieval models. An ablation study
is carried out to highlight the contributions of the
different components of CIEA. Besides, we provide
further discussions on the effect of the language
model and include some case studies for a better
understanding of CIEA.

2 Related Work

Conventional retrieval models (Lewis et al., 2020b;
Yu et al., 2023) encode queries and documents into
vectors via language models (Chen et al., 2024),
trained with contrastive learning and retrieved us-
ing KNN (Su et al., 2022). Multimodal retrieval,
compared to text-only retrieval, incorporates multi-
ple modalities of information, necessitating effec-
tive utilization strategies for information from dif-
ferent modalities (Yuan et al., 2021). One approach
involves using caption models to convert informa-
tion from other modalities into text, effectively con-
verting multimodal retrieval tasks into text-only re-
trieval tasks (Baldrati et al., 2023). However, such
an approach may lead to information loss (Che
et al., 2023; Li et al., 2024b).

Another approach is to employ representation
models, where visual and textual encoders en-
code information separately before fusion (Rad-
ford et al., 2021). Early studies adopt a divide-
and-conquer strategy, encoding each modality sep-
arately and concatenating vectors to fuse informa-
tion, which potentially causes modality competi-
tion. To tackle this, UniVL-DR (Liu et al., 2023b)
proposes a universal multimodal retrieval frame-
work by encoding queries and documents into a uni-
fied embedding space for retrieval, routing, and fu-
sion. Some existing studies (Wang et al., 2022a,b)
involve training large models to unify text and visu-
als. However, differing representations complicate
the acquisition of sufficient data for effective se-
mantic understanding (Lu et al., 2023).

Recent studies (Zhou et al., 2024; Wang et al.,
2024b; Li et al., 2024a, 2023) propose a project-
based framework, which leverages models like
CLIP (Radford et al., 2021) to convert visual in-
puts into feature sequences and introduce projec-
tor layers to align these sequences with language
model embeddings. Such a framework facilitates
the comparison of visual and textual content at
the embedding level and converts visual informa-
tion into language model “tokens”, capitalizing on
knowledge infused during the training of language
models. For example, MARVEL (Zhou et al., 2024)
utilizes the project-based framework for capturing
multimodal information within the output space of
the language model; MCL (Li et al., 2024a) adds
a retrieval token for enhancing the model’s perfor-
mance in representation learning.

Although remarkable progress has been made,
visual information remains a novel and underex-

22093



A. Project Based Module

4 N
CLIP Projector |- -|- =
//

—

)
Caption: Madison square
garden Madison Square Emb
Garden in New York.

~—

B. Representations Of Documents

£)

QQ-Qa

im

C. Optimization

6960 ——

qcomp
Query omp: In <mask>. what movie was
advertised on a poster outside in October a9 .. @@
2003?
Caption: Madi den Madi i
aption: Madison square garden Madison
—  Square Garden in New York. @ﬂ @@
Query: In Madison Square Garden in New q
York. what movie was advertised on a - (]

poster outside in October 2003?

—-»@—» 86..00

Concat

Figure 2: The overall architecture of CIEA. The upper part illustrates how queries and multimodal documents are
transformed into a unified latent space, while the lower part details the optimization process of CIEA.

plored component for language models, which mo-
tivates us to provide effective solutions for process-
ing visual information to attain a comprehensive
representation for enhancing multimodal retrieval.

3 Methodology

3.1 Preliminary

In this study, we focus on multimodal retrieval,
which aims to find one or more relevant docu-
ments from a knowledge base in response to a
given text query q. A knowledge base consist-
ing of a total of NV documents can be denoted as
D = {dy,ds,...,dy}. Each document might con-
tain text and images, i.e., d;, = {t, i }, Where
t,m and %,, represent the text and images in the
document, respectively.

The main objective of multimodal retrieval is to
align the representations of the query with the cor-
responding multimodal documents, ensuring that
similar items are closely matched in a unified latent
space. To achieve this, a multimodal encoder is
employed to encode both the query and the doc-
uments, transforming them into dense representa-
tions, which can be given as:

q = Encoder(q),
d,,, = Encoder(d,,), Vd,, € D. (D

After that, the similarities between the query and
documents are measured via cosine similarity:

cos(q,dy,) = | q-dm 2)

lalllldmll”

In the following subsections, we provide a de-
tailed introduction of the proposed Complementary
Information Extraction Alignment, denoted as
CIEA. The overall architecture of CIEA is illus-
trated in Figure 2. Specifically, we first encode the
queries and multimodal documents via a language
model and a CLIP model, as shown in Section 3.2.
Then, in Section 3.3, we design a complementary
information extractor to capture the complementary
information contained in the images. The optimiza-
tion designed for the proposed CIEA is introduced
in Section 3.4.

3.2 Representations of Queries and
Multimodal Documents

Firstly, as shown in part A of Figure 2, we trans-
form both the queries and the multimodal docu-
ments into their dense representations. Inspired
by previous studies (Zhou et al., 2024; Li et al.,
2024a, 2023), we utilize a transformer-based lan-
guage model as the backbone of the encoder to
encode both text and images. A transformer-based
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language model typically consists of an embed-
ding layer followed by several transformer blocks.
We denote the embedding layer as Emb(+) and the
transformer blocks as Trans(-).

The text query ¢ can be transformed into dense
representations via language models, which can be
given as:

q = Trans(Emb(q)), 3)

where q € R'*4,_ [, denotes the number of tokens
in the query, and d denotes the dimension of the
dense representations.

For a document containing both text and images,
i.e., dp, = {tm,im}, the text t,, and image iy, are
processed separately before being fused. Specifi-
cally, we begin by feeding the text within the docu-
ment to the embedding layer:

ty, = Emb(t,), “)

where t,, = [t%),tg), e ,tg,lf)] € R¥*4 and [,
denotes the number of token in the text.

The images in the documents can be typically
represented as RGB multi-channel matrices. We
adopt a frozen CLIP (Radford et al., 2021) visual
encoder to transform these matrices into a set of
semantic vectors. Such a process involves dividing
an image into multiple patches, with each patch
representing a different region of the image, which
can be formally given as:

im = CLIPVisual ('Lm)a (5)

where i,, € Rli*dain . denotes the number of
patches, and d.j;p denotes the hidden dimension of
CLIP visual encoder.

Note that the hidden dimension of these image
representations might be different from that of text
representations, i.e., dciip # d. Therefore we adopt
a linear layer as the projector for further alignment:

ip = Proj<im)? (6)

~—@1) ~® —~ )

where iy, = [im »dm »-evsim | € REXD,

3.3 Complementary Information Extractor

The proposed CIEA aims to capture the comple-
mentary information contained in images, i.e., the
information not encompassed by the text in a docu-
ment. To achieve this, we design a complementary
information extractor that captures the differences
between images and textual content. Specifically,
we calculate the patch-level distances between text

and image representations, identifying the maxi-
mum value to serve as a difference measurement,
which is similar to those adopted in BLIP-2 (Li
et al., 2023). Formally, the difference between the
j-th patch of image and the text within document
m, denoted as 7y, ;, can be calculated as:

(i
Tm,j = —max cos(iyp,
c€[ly]

~

R TC) MG

The obtained differences are normalized into a
range of [0, 1] for effectively weighing the image
patches, as given by:

1+rpy;
Wm,j =~ L ®)

We adopt an attention layer for re-weighting the
patches of the image based on the calculated w,, =
Wm,,j VJ € [1;]. The attention scores of embeddings
are multiplied by the corresponding weights for
normalization, which can be given as:

Qn = inWo, Ki = imWk, Vi, =i, Wy,

Vd

where W, W, Wy are learnable matrices and
“.” here stands for the broadcasting method.

After that, as shown in part B of Figure 2, the
embeddings of image and text are concatenated
together and fed into transformer blocks for mul-
timodal knowledge fusion. The obtained dense
representation of the document d,,, can be given as:

i, = softmax( WV, 9

d,, = Trans([egar © im ® €end @ tm]),  (10)

where @ denotes the concatenate operation, and
€start and egpg denote the embeddings of special
tokens <start> and <end>, respectively, for distin-
guishing the text and image embeddings explicitly.
Finally, for a given query, we rank the documents
based on the similarities between their representa-
tions (refer to Eq.(10)) and the query representation
(refer to Eq.(3)) to obtain the relevant documents.

3.4 Optimization

The trainable parameters of CIEA framework in-
clude the projector (as defined in Eq. (6)), the added
attention weights W, W, Wy, for re-weighting
(as defined in Eq. (9)), and the transformer layers
of the language models (as defined in Eq. (10)). In
this section, we introduce how to optimize these
trainable parameters in CIEA.
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mrr@10 ndeg@10 mrr@20 ndecg@20 rec@20 rec@100
BM25 22.11 22.92 22.80 25.41 46.27 62.82
CLIP-DPR 37.35 37.56 37.93 40.77 69.38 85.53
BM25 & CLIP-DPR 42.27 41.58 42.79 44.69 73.34 87.50
BM?25 & CLIP (oracle) 61.05 58.18 61.37 60.45 80.82 90.83
VinVL-DPR 38.14 3543 38.74 37.79 53.89 69.42
CLIP-DPR 48.83 46.32 49.34 49.11 69.84 86.43
UniVL-DR 62.40 59.32 62.96 61.22 80.37 89.42
T5-ANCE 64.13 62.03 64.40 64.02 83.81 92.07
MARVEL 65.43 63.07 65.67 65.00 84.32 92.27
CIEA (ours) 66.16 63.89 66.41 65.85 85.43 92.75

Table 1: Comparisons on the WebQA-Multi dataset. The best results are marked with bold.

Firstly, we identify the text segments from the
queries in the training set that correspond to the
text in the ground truth documents. For example, as
shown in Figure 2, we mask out “Madison Square
Garden in New York” that appears in the caption.
We match the token IDs generated by the tokenizer
of the language model for the query and the text in
document for such identification.

After that, we replace these identified text seg-
ments with special tokens <mask> while preserv-
ing the remaining parts of the query. We denote
the processed query as gcomp, Whose representa-
tions can be obtained in a similar manner to the
computation defined in Eq. (3):

Qeomp = Trans(Emb(geomp))- (11)

We also construct negative samples for the
queries to apply a contrastive loss for optimization.
The documents annotated as relevant to the query
are denoted as D, while N negative documents
are sampled from the knowledge base and denoted
as D™ = {d;,d,,...,dy}. The contrastive loss
can be defined as:

ecos(q,d+)/7'

log ecos(a,dt) /T ZD* ecos(q,d=) /T’
12)
where 7 denotes the temperature, cos(-) denotes
the cosine similarity function, q denotes the rep-
resentation of the query, d™ and d~ denote the
representations of positive documents and negative
documents, respectively.
Meanwhile, to enhance the extraction of com-
plementary information from images within the
documents, we construct another contrastive loss

Lo=-—

function based on qcomp and the representations of
images, which can be given as:

+
ecos(CIcomp 7dimg)/T

L =—1lo
comp & eCOS(QConlp:d+

(13)
where dimg = Trans(iAk) denotes the representa-
tions of the images in the documents. The intuition
behind the above loss function is that we promote
the representations of images to align with the in-
formation contained in the query that is not present
in the text within documents.

Finally, the training objective of the proposed
CIEA can be given as:
L= £c+)\‘£comp7 (14)
where ) is a hyperparameter that balances the con-
tributions of the two contrastive losses.

4 Experiments

4.1 Settings

Datasets We conduct extensive experiments on
the WebQA (Chang et al., 2022) and EDIS (Liu
et al., 2023a) dataset to compare the proposed
method against baselines. WebQA is an open-
domain multimodal question answering dataset in
which each query is associated with one or more
relevant documents. There are 787,697 documents
containing only textual information, while 389,750
documents contain both text and images. For clar-
ity, we refer to this dataset as WebQA-Multi in this
study. Besides, to better show the effectiveness of
multimodal retrieval, we extract all documents con-
taining images and construct the WebQA-Image
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WebQa-Image

EDIS

mrr@10 ndeg@10 mrr@20 ndcg@20 mrr@10 ndeg@10 mrr@20 ndcg@20

CLIP-DPR 59.78 61.05 60.2 63.28 62.52 39.19 62.90 44.24
UniVL-DR 65.95 67.33 66.24 69.01 62.89 39.50 63.29 44.54
T5-ANCE 64.38 65.65 64.73 67.52 63.95 39.74 64.30 43.76
MARVEL-DPR 62.51 63.48 62.90 65.54 63.60 37.76 63.98 41.89
MARVEL 66.43 67.60 66.76 69.40 67.00 42.19 67.28 46.63
CIEA (ours) 67.40 68.77 67.74 70.51 68.11 42.57 68.42 47.19
Table 2: Comparisons on the WebQa-Image and EDIS. The best results are marked with bold.
dataset. EDIS retrieves images via textual queries, then merging the retrieval results. We em-

with 26,000 training, 3,200 development, and 3,200
test samples from 1M image corpus (each paired
with a text caption). More statistics of datasets can
be found in Appendix A.

Metrics To evaluate the effectiveness of the pro-
posed method and baselines in multimodal re-
trieval, we adopt six widely-used metrics, including
MRR @10, MRR @20, NDCG@10, NDCG @20,
REC@20, and REC@100. The MRR (Bajaj et al.,
2016) and NDCG (Taylor et al., 2008) metrics are
calculated using the official code!.

Implementation Details In the experiments, we
employ T5-ANCE (Yu et al., 2023) as the founda-
tional language model and CLIP as the visual under-
standing module to implement the proposed CIEA
model to enhance the image understanding capa-
bilities. The document representation capabilities
of T5-ANCE are enhanced by using ANCE (Xiong
et al., 2021) to sample negative documents based
on T5 (Raffel et al., 2020). We truncate the text
input length to 128 tokens. During training, we
adopt the AdamW (Loshchilov and Hutter, 2019)
optimizer with a maximum of 40 epochs, a batch
size of 64, a learning rate of Se-6, and set the tem-
perature hyperparameter 7 to 0.01. The hyperpa-
rameter A is set to 0.0011 for WebQA-Multi, 0.019
for WebQA-Image, and 0.001 for EDIS, respec-
tively. More implementation details can be found
in Appendix B.

4.2 Baselines

We compare CIEA with two different types of base-
lines: divide-and-conquer models and universal
dense retrieval models.

Divide-and-conquer models suggest retriev-
ing image and text documents separately and

"https://github.com/microsoft MSMARCO-Passage-
Ranking/blob/master/ms_marco_eval.py

ploy various single-modal retrievers to instantiate
the divide-and-conquer models, including VinVL-
DPR (Zhang et al., 2021), CLIP-DPR (Radford
et al., 2021), and BM25 (Robertson et al., 2009).
The results of multi-modality retrieval are com-
bined based on their uni-modal rank reciprocals
or oracle modality routing. The latter approach
demonstrates the maximum potential performance
of our divide-and-conquer models in retrieval tasks.

Regarding universal dense retrieval models,
we adopt the following recent studies as base-
lines: (i) Pre-trained multimodal alignment mod-
els VinVL-DPR (Zhang et al., 2021) and CLIP-
DPR (Radford et al., 2021), which are trained us-
ing the DPR framework; (ii)) UniVL-DR (Liu et al.,
2023b), which employs modality-balanced hard
negatives to train text and image encoders, and uses
image language adaptation techniques to bridge
the modality gap between images and text; (iii)
MARVEL (Zhou et al., 2024), a project-based ap-
proach that encodes image documents with CLIP
and projects them into the embedding layer of a
language model for fusion.

Comparisons The experimental results on We-
bQA and EDIS are shown in Table 1 and 2, respec-
tively. From these results we can observe that, the
proposed CIEA achieves noticeable improvements
across various metrics compared to both divide-
and-conquer models and universal dense retrieval
models. CIEA achieves outperformance on both
WebQA and EDIS, demonstrating its effectiveness
in capturing crucial information from both text and
images for enhancing multimodal retrieval. As
shown in Tables 1, compared to universal dense re-
trieval models that employ projectors for language
model grounding (e.g., MARVEL, which shows
improvement over text-only methods with a 1.3
MRR @10 improvement over T5-ANCE), CIEA
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Language model setting mrr@10 ndcg@10 mrr@20 ndcg@20 rec@20 rec@100
Text only 64.13 62.03 64.40 64.02 83.81 92.07
T5-ANCE Project-based  65.43 63.07 65.67 65.00 84.32 92.27
CIEA 66.16 63.89 66.41 65.85 85.43 92.75
Text only 61.39 58.20 61.69 60.32 79.59 89.10
BERT Project-based  63.03 60.20 63.31 62.37 81.80 90.78
CIEA 63.63 60.46 63.90 62.49 81.51 90.57
Text only 60.14 56.82 60.49 59.14 78.41 89.25
BART Project-based  62.67 59.70 62.98 62.04 81.77 90.77
CIEA 63.73 60.43 64.04 62.72 81.96 90.98
Text only 54.68 51.49 55.07 53.77 7291 84.86
GPT2 Project-based ~ 58.59 55.00 58.92 57.15 75.84 86.79
CIEA 59.25 55.35 59.59 57.62 76.47 86.92
Text only 63.58 60.44 63.86 62.45 81.24 89.98
GPT2-LARGE Project-based  64.33 61.98 64.60 62.04 83.97 92.11
CIEA 65.38 63.00 65.62 64.96 84.96 92.68

Table 3: Experiments results when using different language models. The 7ext only setting denotes we only use the
document’s captions for training without incorporating image information, while the Project-based setting is the
most common projection method without visual alignment.

mrr@10 ndcg@10 rec@20 rec@100
CIEA 66.03 63.70 85.14 92.63
w/o image query 65.66 63.44 84.74 92.54
w/o attention 65.90 63.39 84.95 92.60
Base 65.30 63.19 84.49 92.40

Table 4: Ablation study on WebQa-multi. Here, "w/o"
stands for "without," and "Base" refers to the setting
where both modules are removed.

achieves a further 0.74 MRR@ 10 improvement,
with analogous enhancements replicated in Table
2. These CIEA-driven advancements underscore
the critical benefits of complementary information
alignment - a framework that enables superior vi-
sual information modeling and enhances the repre-
sentational power of project-based models.

Ablation Study We conduct an ablation study to
demonstrate the contributions of the image query
and the attention layer. Specifically, we remove the
attention layer designed for re-weighting (refer to
Eq. (9)) and the utilization of image query (refer
to Eq. (13)), respectively. We also perform base
setting by removing these two components.

The experimental results are shown in Table 4.
Although the removal of the image query does not
lead to a decrease in rec @ 100, other metrics exhibit
varying degrees of decline, particularly rec@20,
which drops from 85.14 to 84.74. On the other
hand, the removal of the attention mechanism re-

sults in larger significant decreases in ndcg@10
metrics, highlighting the importance of comple-
mentary information extraction. Further, we also
compare the baseline configuration with the simul-
taneous removal of both modules. The results indi-
cate that removing a single module yields improve-
ments in various metrics compared to the baseline,
demonstrating that both the image query and the
attention layer contribute to enhancing retrieval ac-
curacy in multimodal retrieval. More results can be
found in Appendix C.

4.3 Further Discussions

The Effects of Language Models in CIEA To
provide further discussions regarding the effects of
language models used in the proposed CIEA, we
conduct experiments with different language mod-
els as the backbone, including T5-ANCE (Yu et al.,
2023), BART (Lewis et al., 2020a), BERT (Devlin
et al., 2019), GPT-2, and GPT-2-LARGE (Radford
et al., 2019). These language models cover three
mainstream architectures, i.e., encoder-decoder,
encoder-only, and decoder-only. More implemen-
tation details can be found in Appendix D.

The experimental results in Table 3 demon-
strate the significant impacts of the backbone lan-
guage model on multimodal retrieval effective-
ness. For text-only retrieval, language models with
larger parameter sizes, such as GPT-2 LARGE
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Weights MRR@10 NDCG@10 REC@20 REC@100
Dissimilar  66.03+0.012 63.70 = 0.030 85.14+0.052 92.63+0.008
Similar 65.60+0.038  63.35+0.005 85.00+0.012 92.61+0.003

Table 5: Experimental results with different weights on WebQA-Multi.

and T5-ANCE, achieve better overall performance.
Both project-based models and CIEA benefit from
powerful backbones, showing performance gains
through image-derived information. Notably, CIEA
maintains competitive results across different back-
bones compared to project-based approaches, con-
firming its robustness.

Attention Weight Selection The application of
maximum cosine similarity for computing patch-
level similarities is designed to extract image re-
gions exhibiting lower correspondence with textual
descriptions. To determine the optimal extraction
approach, we perform empirical experiments that
retained original cosine values rather than their
complements. As demonstrated in Table 5, explicit
dissimilarity computation has proven more effec-
tive for capturing fine-grained patch-level image-
text mappings.

Computational Efficiency Although the pro-
posed dual losses might increase training com-
plexity, the computation of the losses is relatively
independent and would not lead to a multiplica-
tive increase in overall complexity. The proposed
method achieves similar computational efficiency
compared to MARVEL, which is also the project-
based method. For example, with the sample de-
vices, the training on the WebQA-Multid dataset
with 4,966 samples with MARVEL needs around
6.1 minutes while that of CIEA is around 6.5 min-
utes.

Case Study We conduct case studies on the We-
bQA dataset for better understanding. We apply
cosine similarity to identify the words from the lan-
guage model’s vocabulary that are closest to the
embeddings projected from images, showing what
information is extracted from images. We com-
pare the proposed CIEA and the strongest baseline
MARVEL. The results are illustrated in Figure 3,
which indicate that MARVEL focuses on image
information that is close to the text, while CIEA
captures more supplemental information from im-
ages. For example, CIEA captures some terms,
such as green, leaf, and clock, that are semantically
related to the image but are not mentioned in the

caption. The term clock in the second case and
Sflowers in the third case are relevant to the query,
which can assist the model in efficiently locating
and retrieving relevant content. These results fur-
ther confirm the advances of CIEA for multimodal
retrieval. Discussions regarding the failure cases
are provided in Appendix E, which further illus-
trate the model’s behavior in challenging scenarios
and inspire future improvements.

5 Conclusion

In this paper, we propose CIEA to enhance the ef-
fectiveness of multimodal retrieval. The main idea
of CIEA is to enhance the capturing of complemen-
tary information in multimodal data. Specifically,
CIEA utilizes language models and CLIP to trans-
form multimodal documents into a unified latent
space. For complementary information extraction,
we calculate the patch-level distances between text
and images, which are then used to re-weight the
image representations. Regarding the optimization
of CIEA, besides applying a contrastive loss for
learning the semantics of text, we also encourage
the alignment of image representations with the
complementary information in queries. We con-
duct a series of experiments to demonstrate the ad-
vantages of CIEA compared to two different types
of multimodal retrieval approaches. Further discus-
sions on the effect of language models show the
robustness of CIEA, and several case studies are
included for better understanding.

Limitations

Multimodal retrieval is currently in a phase of rapid
development. In this paper, our exploration is lim-
ited to queries that contain only text, with a focus
on extracting information from images. Expand-
ing the proposed approach to include more types
of multimodal data, such as audio and video, is a
promising direction for future research. Besides,
although we conduct experiments with various lan-
guage models, we are constrained by computa-
tional resources and have not yet explored larger-
sized models.
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‘algae’, 'indigenous’, 'rum’]

Caption: Rainbow bridge, Odaiba, Tokyo - Sony A7R (11812224916)

Query: Are the flowers of the American Wintergreen or the Stinking willie bigger?
MARVEL nearest token: ['wort', 'seeds’, 'pseudo’, 'bacteria’, 'behalf', 'berries', 'bacter’, 'bacterial’,

1 CIEA nearest token: ['wort', 'green’, 'seeds’, 'it', 'Seed', 'pseudo’, 'behalf', 'Leaf’, 'buds’, 'flower’,

‘cum’, 'berries']

Caption: Durgin Park 2009 Photograph of the entrance to Durgin Park, one of the oldest

{| restaurants in Boston, located near Faneuil Hall.

2| Query: What color is the clock located directly outside of Durgin Park in Boston?

MARVEL nearest token: ['brewery’, 'the', 'Lake’, 'bou’, 'stau’, 'restaurant’, 'restaur’, 'bakery’,
'urmatoarele’, 'residents’, 'store’, 'dairy’, 'Er6ffnung', 'Historical', 'situated']

CIEA nearest token: ['brewery’, 'bou’, 'stau’, 'restaurant’, 'clock’, 'bakery', 'Uhr', 'locaux’, 'operates’,
'locuri', 'yolk', 'store', 'outlets’, 'see’, 'museum’]

§ Switzerland

rum']

'Blue’, 'concerns', 'omato

Caption: Saxifraga bryoides (habitus) Mossy Saxifrage near the Aletsch Glacier,

Query: How many flowers grow on each flower stem of the mossy saxifrage?
8 MARVEL nearest token: ['bacteria’, 'the', 'behalf', 'berries', 'bacter’, 'omato’, 'cum’, 'indigenous’,

: CIEA nearest token: ['cum’, 'flowers', 'Flowers', 'alb’, 'behalf', 'berries’, 'timp’, 'individuals', 'young',
, 'buds’, 'um', 'acum’, 'rum']

Caption: Portrait de la marquise d'Orvilliers, Jacques-Louis David, 1790 Portrait

of one of two sisters of the Genevan banker Jacques Rilliet

Query: Did the woman in the Elisabeth Vigée-Lebrun Self-Portrait and the woman in Portrait de la
marquise d'Orvilliers both wear a black dress with a red ribbon?

MARVEL nearest token: ['dominant’, 'the', 'behalf’, 'often’, 'Mary', 'acum’, 'Deborah’, 'ographer’,
‘altar', 'mother’, 'Francis', 'actress’', 'Sfant']

CIEA nearest token: ['connaissance', 'dress', 'behalf', 'expressive', '$75', 'Dorothy', 'Deborah’,
'ographer’, 'mother’, 'altar’, 'Francis', 'acum’, 'actress', 'Sfant']

Figure 3: Case studies. The nearest token represents the embeddings in the vocabulary that are closest to the visual
embeddings, with duplicates removed. The words in red represent terms related to the image that are not found in

MARVEL within CIEA.
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A Datasets
Modality Documents Queries
y Train Dev Test
Image 389,750 16,400 2,554 2,511
Text 787,697 15,366 2,446 2,455
Total 1,177,447 31,766 5,000 4,966

Table 6: Statistics of the adopted WebQA.

WebQA is an open-domain question answering
dataset, where each query is associated with one
or more multimodal documents to assist in gener-
ating responses. WebQA can be divided into three
partitions: train, dev, and test, with data statistics
as shown in Table 6. The retrieval corpus contains
389,750 image documents with visual information
and captions, as well as 787,697 plain text doc-
uments. Our partitioned WebQA-Image focuses
solely on image documents for testing the effective-
ness of CIEA in multimodal modeling. In contrast,
WebQA-Multi retrieves from a total of 1,177,447
documents to assess whether the model can main-
tain an accurate representation of text information.

WebQA is used by many baselines, such as
MARVEL (Zhou et al., 2024). ClueWeb22-MM
is also utilized in MARVEL. We have applied for
this dataset from Carnegie Mellon University; un-
fortunately, our request was denied due to export
control restrictions. Therefore, we also use EDIS
to evaluate our methods. EDIS (Liu et al., 2023a)
is a comprehensive dataset consisting of 1 million
image-text pairs sourced from Google. The dataset
includes a training set of 26,000 pairs, accompa-
nied by validation and test sets, each containing
3,200 pairs. With a high entity count of 4.03, EDIS
reflects a diverse range of semantic content, mak-
ing it a valuable resource for research in image-text
retrieval tasks.

B Implementation Details

In our experiment, we use TS-ANCE (Yu et al.,
2023) as the base language model and utilize CLIP
as the visual understanding module to implement
our CIEA model, enhancing the image understand-
ing capability of T5S-ANCE. For easier comparison,
we initialize our projector using the pre-trained
projector from MARVEL. The visual encoder is
initialized using the clip-vit-base-patch32 check-

point from OpenAI°. We truncate the text input
length to 128 tokens.

During the training process, we use the
AdamW (Loshchilov and Hutter, 2019) optimizer,
set the maximum training epochs to 40, with a
batch size of 64, a learning rate of Se-6, and the tem-
perature hyperparameter 7 set to 0.01. We follow
the setup of UniVL-DR (Loshchilov and Hutter,
2019) by training with the ANCE sampling method.
Starting from the CIEA-DPR model, fine-tuned
with negative examples from within the batch, we
continue to train CIEA-DPR to achieve a balanced
modality with difficult negative examples. For neg-
ative sampling in evaluation, we shuffle the training
set and select other samples within the same batch
as negative examples in DPR, while in the ANCE
approach, we utilize the top 100 samples with the
highest similarity retrieval by CIEA-DPR as hard
negatives. All models are evaluated every 500 steps,
with early stopping set at 5 steps. For the parameter
A, we perform a grid search and select the parame-
ter that yielded the lowest loss on the validation set,
setting it to 0.0011 for WebQA-Multi, 0.019 for
WebQA-Image, and 0.001 for EDIS. The results
of various baselines for the WebQA-Multi dataset
are provided in the MARVEL’s paper(Zhou et al.,
2024), while the experimental results for other base-
lines are reproduced using the open-source code
from the original papers. All experiments are con-
ducted on a single NVIDIA A100.

C Statistical significance

To avoid potential concerns that the results are jus-
tified, we repeat the experiments with different
random seeds and report the average values and
standard deviation values in Table 8. The results
demonstrate the proposed CIEA achieves signif-
icant and consistent improvements compared to
MARVEL. Besides, different modules make pos-
itive contributions to the overall performance of
ICEA.

D The Effects of Language Models

The project-based approach relies on language
models as the backbone, making the performance
of the language model one of the key factors influ-
encing retrieval effectiveness. To validate whether
our method can function effectively with differ-
ent language models as the backbone, we con-

Zhttps://huggingface.co/sentence-transformers/clip-ViT-
B-32
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Language model setting mrr@10 ndcg@10 mrr@20 ndcg@20 rec@20 rec@100
Text only 52.67 45.69 53.08 48.48 67.70 82.07
T5-ANCE Project-based 56.91 54.26 57.31 56.88 77.20 89.26
CIEA 57.49 54.80 57.86 57.24 77.21 89.41
Text only 39.50 36.23 40.06 38.69 55.37 72.72
BERT Project-based 52.65 49.41 53.21 51.97 71.16 85.40
CIEA 53.40 49.96 53.83 62.56 71.95 85.72
Text only 24.52 21.79 25.04 23.98 36.91 54.66
BART Project-based 50.46 47.72 50.94 50.04 69.40 83.69
CIEA 50.97 48.06 51.43 50.72 70.44 84.81
Text only 20.38 18.62 20.86 20.19 29.97 44.33
GPT2 Project-based 45.94 42.45 46.46 45.08 63.16 78.34
CIEA 45.82 42.60 46.51 45.13 63.46 78.91
Text only 37.25 34.52 37.67 37.11 54.37 73.08
GPT2-LARGE Project-based 51.44 48.98 51.89 51.64 72.06 86.61
CIEA 54.28 51.81 54.68 54.39 74.94 88.52
Table 7: Results of different language models on DPR training framework.
Model MRR@10 NDCG@10 REC@100 method aligns better with image information.
CIEA 66.03£0.012 63.70+0.030 92.63+0.008
ims + + + . .
woutenion 639020098 633020003 92600001 Failure Case Analysis
MARVEL 65.30+0.017 63.19+0.005 92.40+0.012

Table 8: Standard Deviation Values on WebQa-multi.

duct experiments using T5S-ANCE (Yu et al., 2023),
BART (Lewis et al., 2020a), BERT (Devlin et al.,
2019), GPT-2, and GPT-2-LARGE (Radford et al.,
2019), encompassing encoder-decoder, encoder-
only, and decoder-only architectures. For the
encoder-decoder model, we follow MARVEL'’s ap-
proach(Zhou et al., 2024) and encode the multi-
modal document input into the encoder, while in-
putting a ‘\s” character into the decoder segment to
use its final hidden layer representation as the doc-
ument representation. For the encoder-only model,
we use the representation of the first character, and
for the decoder-only model, we use the final hidden
layer representation of the last token, as each to-
ken only computes attention with preceding tokens.
Due to the large number of parameters in GPT-2
LARGE, we set its batch size to 16 to avoid mem-
ory issues, while setting the batch size to 64 for the
others. Besides the results trained with the ANCE
negative sampling method presented in Table 3, we
also include the results trained using the in-batch
negative sampling method of DPR in Table 7. It is
evident that while ANCE consistently outperforms
DPR, CIEA surpasses both simple project-based
and text-only methods under both negative sam-
pling approaches, demonstrating that the proposed

We provide a failure case analysis in Table 9 for a
better understanding of the proposed method and
for promoting further research. Each case presents
the ground-truth image-caption pair alongside the
top three retrieved candidates from CIEA, with all
instances classified as retrieval failures due to the
absence of ground-truth matches among the top
results. The first two cases illustrate the model’s
partial success in capturing color attributes (e.g.,
“orange” and “green”), while it might struggle to
establish precise color-object mappings (e.g., “ceil-
ing” and “tiles”), especially within multi-object
environments. The third case reveals more funda-
mental limitations regarding action interpretation,
as the retrieved results exhibit minimal relevance to
the target action “relax”. These failures highlight
persistent challenges in visual-semantic alignment,
particularly in the contextual binding of object at-
tributes and the dynamic interpretation of action
representations.
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Question: Which restaurant on Orchard Road in Singapore has a tiered orange ceiling?

Golden Retrieval (Top 3)

!

‘Orchard Road 12,

Coffee Club, Orchard

Orchard Road, Xmas,

Road (8171776629) Xmas, Dec 0§ Orchard Dec 06 Orchard Road.
Coffee Club at Road, Christmas Christmas Licht-u
Wheelock Place, Light-up 2006, > Hshrtp

. . 2006, Singapore.
Singapore. Singapore.

Orchard Road 15,
Xmas, Dec 06 Orchard
Road, Christmas
Light-up 2006,
Singapore.

Question: Which Buddha statue has green tiles in front of it?

Golden Retrieval (Top 3)

Buddha statue no 1
Buddha statue at
Hussain sagar

Buddha eden (34)

Buddha 1251876

Building the Buddha —
panoramio

Question: Where can people relax in the grass next to the Eifel Tower?

Golden Retrieval (Top 3)

A 1

Berlin , Mitte ,

Eiffel Tower, Paris 17 FW Eiffel Alexanderplatz ,
September 2010. itelturm. fernsehturm -
panoramio.

Eiffelturm.

Table 9: Failure Case Analysis.
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