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Abstract

We introduce TESS 2, a general instruction-
following diffusion language model that out-
performs contemporary instruction-tuned dif-
fusion models, as well as matches and some-
times exceeds strong autoregressive (AR) mod-
els. We train TESS 2 by first adapting an AR
model via continued pretraining with the usual
cross-entropy as diffusion loss, and then per-
forming further instruction tuning. We find
that adaptation training as well as the choice
of the base model is crucial for training good
instruction-following diffusion models. Fur-
thermore, we propose reward guidance, a novel
and modular inference-time guidance proce-
dure to align model outputs without needing to
train the underlying model. Finally, we show
that TESS 2 further improves with increased
inference-time compute, highlighting the utility
of diffusion LMs in having fine-grained control-
lability over the amount of compute used at in-
ference time. Code and models are available at
https://github.com/hamishivi/tess-2.

1 Introduction

Existing language models are predominantly
trained using an autoregressive (AR) paradigm.
Prior works have suggested that AR models may
have a number of limitations, especially in plan-
ning and self-correction (Lin et al., 2021; Bach-
mann and Nagarajan, 2024; Huang et al., 2024).
While recent work has made large strides in improv-
ing AR model reasoning, this hinges on increasing
test-time compute using specialized reinforcement
learning-based training procedures (Kumar et al.,
2024; Laskin et al., 2022) and costly long genera-
tions (DeepSeek-Al, 2025; Min et al., 2024).

An alternative paradigm lies in diffusion lan-
guage models, which have shown promise in ad-
dressing some of the limitations of AR models (Ye
et al., 2024; Zhang et al., 2023). Diffusion models
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Figure 1: Overview of inference with TESS 2. We
provide a chat-template formatted query and iteratively
denoise over the simplex space for a number of diffusion
steps (typically 100). Optionally, we also incorporate
reward guidance at each diffusion step by applying the
gradient of the predicted reward to the intermediate
logits, i.e., gradient ascent on reward.

provide plug-and-play controllability at inference
time (Li et al., 2022), are naturally capable of flexi-
ble generation such as infilling, and enable precise
control of inference compute, more so than recent
long chain-of-thought approaches. However, diffu-
sion LMs have remained relatively small scale and
focused on improving intrinsic metrics such as per-
plexity (Lou et al., 2024; Gulrajani and Hashimoto,
2023), rather than examining common downstream
tasks used to evaluate AR LMs. This constrains
their broader impact and practical applicability.

In this work, we aim to close this gap by intro-
ducing TESS 2, a large-scale diffusion language
model. We show that strong diffusion models can
be trained by adapting from existing AR models,
and that these models can be further instruction-
tuned to serve as strong generalist models across
varied downstream settings. We ablate a number
of configurations and present a recipe for adapt-
ing existing AR LMs to diffusion models. Our
final model outperforms contemporary diffusion
LMs and performs close to or exceeds AR base-
lines, showing that continuous diffusion models
can serve as generalist instruction-tuned LMs.
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To the best of our knowledge, we are the first
work to provide a full recipe for training general-
ist instruction-following fully non-autoregressive
continuous diffusion models, with prior work only
examining performance after task-specific finetun-
ing (Karimi Mahabadi et al., 2024; Han et al.,
2024a), using semi-autoregressive setups and only
testing chat settings (Han et al., 2023), or using a
discrete diffusion approach instead of a continuous
one (Gong et al., 2024). We also underscore the
unique advantages of diffusion LMs over AR mod-
els: the scalability of inference-time compute with
increased diffusion steps and the ability to supple-
ment the backward diffusion process with reward
models. We summarize our contributions.

1. We propose a recipe for adapting LLMs into
instruction-following diffusion LMs that sig-
nificantly outperform prior text diffusion
models and perform similarly to or bet-
ter than AR models on QA and general
instruction-following tasks.

2. We ablate components of the recipe and
highlight salient elements, such as the choice
of the base model, where possible.

3. We show that our resulting model can fur-
ther improve with increased test-time com-
pute by employing more diffusion steps.

4. We introduce reward guidance, a novel tech-
nique for steering diffusion LMs to generate
text aligned with user preferences, enhancing
downstream chat performance without any
additional training.

2 Related Work

Diffusion Language Models With the popular-
ization of diffusion models in domains such as
image (Nichol and Dhariwal, 2021), audio (Kong
et al., 2020; Tae et al., 2022; Shen et al., 2023),
video (Ho et al., 2022), and text-to-image gener-
ation (Saharia et al., 2022; Ramesh et al., 2022),
there have been growing attempts to adapt and im-
prove diffusion methods for language generation.
One line of diffusion LMs proposes a diffusion pro-
cess that adds Gaussian noise to word embeddings
(Li et al., 2022; Gulrajani and Hashimoto, 2023).
Another approach uses discrete diffusion based on
categorical jump probabilities and continuous-time
Markov chains (Lou et al., 2024; Richemond et al.,
2022; Gong et al., 2024; Nie et al., 2025), remov-
ing the need for mapping diffused embeddings to
discrete inputs or outputs.

In contrast, simplex diffusion language mod-
els maintain the continuity of the diffusion pro-
cess, instead aiming to learn discrete data by mod-
elling over a continuous simplex. We build off
TESS (Karimi Mahabadi et al., 2024), which dif-
fuses over the probability simplex and itself is a
fully-non-autoregressive version of SSD-LM (Han
et al., 2022). While Han et al. (2024b) explored
scaling SSD-LM for instruction-following, it re-
mained semi-autoregressive and focused on a novel
collaborative decoding strategy without releasing
code, models, or data. In contrast, we show that
fully non-autoregressive generation is possible at
context lengths of up to 2048 tokens while only us-
ing publicly available data and model checkpoints.
We also take a different approach from LLaDA (Nie
et al., 2025), a contemporary work that focuses on
pretraining from scratch at scale, and instead ex-
plore how we can leverage already pretrained AR
models to reformulate them as diffusion LMs.

Adapting Diffusion Models Concurrent and
prior work has also examined instruction-tuning
diffusion models and adapting them from existing
AR models. Han et al. (2024a) builds off SUN-
DAE (Savinov et al., 2022) and shows that AR
models can be successfully converted into diffusion
models for further downstream finetuning. They
focus on training diffusion checkpoints that can
then be finetuned to perform specific tasks, as op-
posed to examining instruction tuning and general
performance as done in this work.

Ye et al. (2023) examines scaling reparameter-
ized discrete diffusion models (Zheng et al., 2024)
by adapting XLLM-R checkpoints (Conneau et al.,
2020), but report that they are unable to adapt more
modern LMs and find their models fall short on
more complex reasoning tasks.

Concurrent to our work, Gong et al. (2024)
proposes Diffulllama, an absorbing discrete dif-
fusion model (Austin et al., 2021) adapted from
Llama (Touvron et al., 2023). However, they fo-
cus on discrete diffusion and pretraining without
exploring instruction tuning. In comparison, we
show that simpler continuous diffusion algorithms
from SSD-LM and TESS can be straightforwardly
translated to adapt diffusion LMs. We additionally
explore instruction tuning adapted diffusion LMs
and evaluate the model on common instruction tun-
ing benchmarks, which better reflect real-life appli-
cations that require the ability to provide long-form
generations that engage with user queries.
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3 TESS2

3.1 Simplex Diffusion Language Models

For the model architecture of TESS 2, we largely
follow TESS (Karimi Mahabadi et al., 2024), a
fully non-autoregressive diffusion model with self-
conditioning. We provide a brief recap.

Simplex-based Representation Let }V denote
the vocabulary space. We map the index of each
token to be generated w € V to a k-logit simplex
to produce s* € {#+k}Vl, whose i-th component

satisfies
k if i=w
s¥h =<7 ’ 1
@) {—k, otherwise, M

with a hyperparameter ¥ € R*. We then produce a
probability simplex over V via p* = softmax(s").
Finally, we compute the weighted sum of word em-
beddings to obtain a continuous embedding vector,
h* = Ep", where E € R™Vl is the word em-
bedding matrix, d denotes the size of the hidden
dimension, and h* € R?,

Timestep Embeddings We use a single linear
layer without bias to produce timestep embeddings.
These embeddings are directly added to the token
embeddings before being fed into the first trans-
former block to inform the model of the current
timestep in the diffusion process.

Forward Diffusion Letw = (wy,...,wr) be
a sentence of L tokens such that w; € V, and
So = (s1,...,8%r) € {+k}*VI be the k-
logit simplex representation of w. Following the
standard Denoising Diffusion Probabilistic Mod-
els (DDPM) formulation (Ho et al., 2020), we add
noise to the k-logit simplex representation during
training according to

St = VaiSo + V1 — areq, (2)

where t € {0,1,--- ,T} is the timestep, T € N is
the total number of diffusion steps, €; ~ N (0, k2I),
and oy follows the cosine noise schedule (Nichol
and Dhariwal, 2021).

Training We train the model by computing the
usual cross-entropy loss between the ground-truth
tokens w and the model prediction given a noisy
logit simplex S; at timestep {.

L
L =Ky 4(80),q(8:/S0) [— Z log pe (wiSt, t)] .

i=1
(3)

This is in contrast to the usual mean squared error
loss used in standard diffusion models, and is found
to be stable in training simplex-based diffusion lan-
guage models (Han et al., 2022; Karimi Mahabadi
et al., 2024).

Sampling During inference, we sample St from
the prior A/(0, £%I) and run the reverse process for
t = T,...,1 on the noisy k-logit simplex. The
reverse process can be approximated via

Si—1 = var15¢(Ss, ) +

Thus, to reverse one step from ¢, we take the model
prediction Sg as the hypothetical ground truth, then
corrupt it by (¢ — 1) timesteps. To construct the
model prediction, we project the logits predicted
by the underlying encoder model via argmax as
a pseudo-inverse of Eq. (1) to match the initial k-
logit representation:

w )k
07—k,

3.2 Adapting AR models to Diffusion

Our approach to adapting AR models to diffusion
consists of three key elements: UL2 masking, label
shifting, and full bidirectional attention.

1—ar 16 4

if i = argmax(s"), 5)

otherwise.

UL2 Masking Inspired by Tay et al. (2023), we
train our model with a mixture of span infilling
and prefix completion training objectives. For
span infilling, we mask out random spans (with
lengths randomly sampled from a pre-specified
range) within the text and train the model to predict
them. For prefix completion, we mask the last n
tokens, where n is randomly chosen, and ask the
model to predict the rest. The latter objective aligns
with how we use the model for downstream tasks,
but we found training with both objectives to work
best for overall performance in pilot experiments.
We provide further details in App. A.

Label Shifting Given some noised input, a
typical diffusion LM predicts the less noised
version of the same token at each position in
the sequence. That is, given a noised simplex
St = (s4,...,s; "), the model predicts S;_1 =
(s, ..., sl”fl). In our approach, we instead train
the model to predict the token at the next index
position to align with the next token prediction ob-
jective used for AR models, i.e., the model predicts
(s, ..., s;”ff“l). This does not affect the validity
of the denoising diffusion setup, but we find that it
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helps the model converge faster. Concurrent to our
work, DiffulLlama (Gong et al., 2024) also reported
positive results with label shifting.

Full Bidirectional Attention Finally, we disable
causal masking and train our model with full bidi-
rectional attention masks, as we found this led to
better performance in pilot experiments. Fortu-
nately, existing optimized model components such
as Flash Attention (Dao et al., 2022; Dao, 2024) are
fully compatible with this change. This enables fast
and efficient diffusion adaptation training. Concur-
rently, Diffulllama (Gong et al., 2024) also reported
using full bidirectional attention.

3.3 Instruction Tuning

Once we have a diffusion-adapted model, we fur-
ther put it through a stage of instruction tuning,
in which we train the model on a smaller set of
carefully curated instruction data. For this stage,
we apply the same label shifting and full bidirec-
tional attention mask as before, but switch from
UL2 to only using a prefix-LM (Liu et al., 2018)
objective for training. Specifically, we format our
dataset to contain only single-turn instances, mask
out the assistant response, and train the model to
predict it. We also explored multi-turn training
but observed marginal gains. We leave improved
multi-turn training for future work.

3.4 Reward-based Classifier Guidance

Finally, we explore reward guidance, a novel
method to improve model outputs without further
training. We extend the guidance method proposed
in Han et al. (2022) to be used with a scalar reward
model. Intuitively, reward guidance works by ad-
justing the in-progress generation at each diffusion
step using gradients from an off-the-shelf reward
model, which is used to estimate the potential re-
ward of the generation. This ultimately allows us
to guide the generation process towards sequences
with higher rewards.

Specifically, at each diffusion step, we take the
output from the model at a given step, Se, and
convert it to continuous token embeddings that we
can then feed into an off-the-shelf reward model
(with a matching tokenizer):

p: = softmax(Sg) 6)
Cy = Ept) (7)

where E is the embedding matrix of the classifier.
We then pass c,, as input into the reward model,

adding any required positional information before
feeding it into the first hidden layer. This results in
a predicted reward R € R for the given timestep.
Since we want to increase this, we perform gradi-
ent ascent on the output reward, computing the
gradient of Se with respect to the reward via back-
propagation and then adding the resulting gradient
to the model prediction by

Se :=Se +1-VyR, (8)

where 7 is the guidance coefficient that controls
how much guidance to apply at each timestep. Note
that this is an inference-time algorithm that is ap-
plied at each timestep during the backward process;
we do not apply any guidance during training.

4 Experiments

4.1 Setup

We evaluate our model in three settings: directly af-
ter diffusion adaptive pretraining, after instruction
tuning, and with reward guidance applied.

Diffusion Adaptation For diffusion adaptation
training, we train the model on Dolma 1.7 (Soldaini
et al., 2024), an open pretraining dataset, for up to
200,000 train steps, or approximately 45 billion
tokens.! We use a constant learning rate of 1 x
1075 with a linear warmup of 5000 train steps,
and a batch size of 112 samples.”> We adapt the
Mistral-7B-v0.1 model (Jiang et al., 2023), based
on model ablations explored in Sec. 4.2. We use a
simplex value of 5 and self-conditioning as done
in Karimi Mahabadi et al. (2024). We provide
additional details in App. A.

Instruction Tuning For instruction tuning, we
use the Tulu 2 SFT mixture (Ivison et al., 2023),
which consists of roughly 326k samples. We fine-
tune for 3 epochs with a learning rate of 1 x 1075
with linear warmup for the first 3% of training steps
and linear cooldown for the rest of training, which
we found worked best in pilot experiments.

Reward Guidance For reward guidance, we
train a standard reward model on human prefer-
ences using Mistral-7B-v0.1 and the data and hyper-
parameters provided by Dong et al. (2023); Xiong
et al. (2023). We provide training details in App. C.

'This is roughly in line with prior work; Han et al. (2023)
trained on 38B tokens from C4.

“While it is common to decay the learning rate, we use a
constant LR for ease of experimentation and restarts.
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Adaptation Evaluation Following Han et al.
(2022, 2023); Richemond et al. (2022), we eval-
uate our adaptation using perplexity, average dis-
tinct n-grams in the output samples (d-1/2/3/4),
unigram (per-token) entropy, and Mauve score (Pil-
lutla et al., 2021). Perplexity is measured using a
held-out model,> following Han et al. (2022, 2023).

Downstream Evaluation In addition to the adap-
tation evaluation, we evaluate our models on a
diverse set of downstream tasks: (1) AlpacaE-
val (Li et al., 2023), which tests general instruction
following capabilities; (2) GSM8k (Cobbe et al.,
2021), which tests simple math word problems;
(3) SQuAD (Rajpurkar et al., 2016) (with context),
which tests general question-answering abilities;
(4) TriviaQA (Joshi et al., 2017), a reading com-
prehension dataset; (5) IFEval (Zhou et al., 2023),
which tests exact instruction-following; and (6) Big
Bench Hard (BBH) (Suzgun et al., 2022), which
tests general reasoning. For GSM8k, we addition-
ally test the performance of our model after finetun-
ing on the GSM8k symbolic data provided by Ye
et al. (2024), following DiffulLLaMA (Gong et al.,
2024). We provide further details in App. D.

4.2 Diffusion Adaptation

Rand. RoBERTa Llama2 Llama3 Mistral
Perp. 54.4 20.2 3619.2 880.4 24.3
d-1 0.55 0.36 0.94 0.97 0.62
d-2 0.82 0.59 0.99 0.99 0.87
d-3 0.91 0.69 0.98 0.98 0.93
d-4 0.94 0.75 0.98 0.98 0.94
Mauve 0.92 0.93 0.01 0.93 0.95
Entropy 5.7 4.8 7.7 7.8 6.3

Table 1: Performance of diffusion adaptation after
35,000 steps of pretraining over varied base models.
In all cases except perplexity, higher is better. Rand.
inidicates initializing from scratch.

While TESS used a RoBERTa model (Liu et al.,
2019) as its backbone, recently there has been a
wave of increasingly larger and more powerful
open-weight pretrained models (Jiang et al., 2023;
Touvron et al., 2023; Llama Team, 2024). How-
ever, unlike ROBERTa, these models are typically
decoder-only causal LMs, which makes it unclear
how well they transfer to the full bidirectional atten-
tion setup used for diffusion LMs. This additional
layer of complexity has been a challenge in adapt-
ing pretrained LLMs to diffusion.

3Specifically, GPT-NeoX 1.3B (Black et al., 2021).

—— Llama 2
104 Mistral v0.1
—— RoOBERTa
— Llama 3
81 —— Random

0 5000 10000 15000 20000 25000 30000 35000
Steps

Figure 2: Train loss during adaptation training when
adapting from different models. We find Mistral
achieves the lowest overall loss during training, even
compared to newer LMs such as Llama 3.

We investigate this by conducting diffusion adap-
tation training on 4 different base models for
35,000 steps (roughly 2B tokens) with Dolma 1.7:
RoBERTa (Liu et al., 2019), Llama 2 (Touvron
et al., 2023), Llama 3.0 (Llama Team, 2024), and
Mistral base v0.1 (Jiang et al., 2023). We addition-
ally try pretraining from scratch using a randomly
initialized Mistral v0.1. We use a sequence length
of 512 due to RoBERTa’s only supporting up to
that length. We evaluate these models on a ran-
dom sample of 512 samples from the C4 validation
set (Raffel et al., 2020), using the metrics described
in Sec. 4.1. We show the results in Table 1. We
enumerate our findings below.

Llama models do not adapt well. Llama models
were unable to generate coherent text with the small
number of pretraining steps. While we find the
models perform better with more pretraining, they
additionally display higher loss values throughout
training compared to Mistral or ROBERTa, as seen
in Figure 2. This also occurs for Llama 3.0, despite
it being a stronger base model than Mistral v0.1
in AR settings. We suggest this is due to the use
of bidirectional attention during training, which
results in a large change in the model’s internal
hidden states.* We additionally experimented with
maintaining the causal attention mask during pilot
experiments and found it still yielded poorer train-
ing curves compared to Mistral, likely due to the
fact that the causal mask removes a core benefit
of diffusion LMs: full bidirectional attention flows
across the entire input and sequence to be gener-

*Concurrent work attempts to slowly convert the causal

mask to a bidirectional one when adapting Llama models, but
find it provides minimal improvements (Gong et al., 2024).
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ated. In contrast, Mistral likely behaves better due
to potentially being pretrained with a prefix-LM ob-
jective with partial bidirectional attention; its abil-
ity to handle sudden changes in its attention mask
has also been noted in prior work (BehnamGhader
et al., 2024), which hypothesized that Mistral may
have been trained with a prefix-LM objective.

Adapting Mistral results in coherent and diverse
generations. Additionally, we find that Mistral
performs better than Llama, achieving much lower
perplexity and generating coherent text. While its
perplexity is higher than RoBERTa, Mistral also
displays significantly better distinct n-grams and
Mauve, indicating diverse, high quality generations.
Furthermore, Mistral is able to natively handle
much longer sequences than RoBERTa, which is
limited to 512-length sequences due to its absolute
positional embeddings. Finally, the Mistral adapta-
tion produces lower loss than training from scratch,
suggesting that the diffusion-adapted model is able
to make use of the knowledge and skills attained
through AR pretraining.

Ctx. Len. 512 2048 2048
Train Steps 35,000 10,000 200,000
Perp. 24.3 12.2 11.3
d-1 0.62 0.58 0.59
d-2 0.87 0.84 0.85
d-3 0.93 0.91 0.91
d-4 0.94 0.93 0.93
Mauve 0.95 0.97 0.92
Entropy 6.31 6.21 6.34

Table 2: Intrinsic pretraining metrics when pretraining
Mistral 7b v0.1 base with varying context lengths and
pretraining steps. We find that using a longer context
length and training for longer improves performance.

Given these results and our limited compute
budget, we chose Mistral as the base for future
experiments. However, we emphasize this does
not imply that Llama is inherently unsuitable for
our approach: the Llama models are far from full
convergence given that we saw a measurable im-
provement in performance at least up to 200,000
steps of diffusion adaptation with our final model,
as shown in Figure 3c. Instead, we believe that
Llama could also benefit from our proposed recipe,
though achieving comparable results may require
additional compute for adaptation training.

As a next step, we further scale the training of

TESS 2 by (1) extending the sequence length to
2048 tokens, and (2) training up to 200,000 training
steps. Results are shown in Table 2. We find that
increasing the context length instantly improves
performance, with the model achieving much lower
perplexity and a higher mauve score while remain-
ing reasonably diverse in terms of generations. Ad-
ditionally, we observe that training for longer fur-
ther reduces perplexity while minimally affecting
diversity. We also find that longer adaptation train-
ing results in improved downstream performance
after instruction tuning (see Sec. 5.2).

4.3 Instruction Tuning

We now explore how well our adapted model per-
forms after instruction tuning. We perform diffu-
sion adaptation on Mistral v0.1 for 200,000 steps
and then further instruction tune on the Tulu 2 SFT
mixture (Ivison et al., 2023), a popular instruction
tuning dataset. We additionally finetune models
on the augmented GSM8k symbolic set from Ye
et al. (2024) and evaluate on GSMSk, following
Gong et al. (2024). Finally, we also explore up-
dating our recipe with newer models and datasets,
using Mistral v0.3 and the Tulu 3 SFT mixture,
following the same adaptation strategy and hyper-
parameters as the Mistral v0.1 and Tulu 2 setup.
We compare TESS 2 with (1) the same Mistral
models AR-finetuned on the Tulu 2/3 data (2 for
v0.1, 3 for v0.3); (2) prior diffusion LMs of similar
size to TESS 2, Difful.lama (Gong et al., 2024)
and Flan-XLM-R-D XXL (Ye et al., 2023). We
also train Mistral v0.1 on the same number of to-
kens as TESS 2 and then finetune on Tulu 2 (w/
cont. pretrain). We provide more details in App. B.
We use 100 diffusion steps at inference time for all
diffusion models. We show the results in Table 3,
denoting TESS 2 v0.1 as our model trained using
the Mistral v0.1 model and Tulu 2 data, and TESS
2 v0.3 as our model train using the Mistral v(.3
model and Tulu 3 data. We list our findings below.

TESS 2 outperforms other diffusion models.
TESS 2 v0.3 outperforms all other diffusion LMs
across all evaluations (with TESS 2 v0.1 often a
close second). This is likely due to the simplicity of
the simplex diffusion setup with cross-entropy, as
well as the careful selection of a stronger and more
compatible base model (Sec. 4.2). This results in
better generations, even for baselines trained on
more tokens: Difful.lama is trained on 65B tokens,
compared to only 45B for TESS 2.
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Model Alp. Eval SQuAD TriviaQA IFEval BBH GSMS8k | GSMS8Kk (ft)
Mistral v0.1 AR 77.1 86.0 50.4 36.8 43.3 52.5 51.2

w/ cont. pretrain 73.6 71.4 20.5 32.0 32.2 40.7 -
Mistral v0.3 AR 63.3 48.9 36.7 62.7 384 54.7 45.6
Difful.lama 0.2 34.9 19.7 14.4 1.9 0.0 63.1x%
Flan-XLM-R-D XXL 0.0 41.0 0.0 12.2 1.2 3.0 12.87
TESS 2 (ours) v0.1 63.1 85.4 493 30.5 8.4 14.5 66.6

w/o diffusion adaptation 0 3.6 2.9 12.9 1.0 1.1 0.2
TESS 2 (ours) v0.3 62.2 84.8 53.8 54.6 10.8 36.5 59.2

Table 3: Performance of various models on downstream tasks after undergoing instruction tuning, including
Diffullama (Gong et al., 2024) and Flan-XLR-R-D (Ye et al., 2023). ‘GSM8k (ft)’ refers to finetuning on the
augmented GSM8k symbolic dataset proposed by Ye et al. (2024) and then evaluating on GSM8k, following Gong
et al. (2024). We bold the best result from a diffusion LM and underline the best overall result. * Number from
Gong et al. (2024). 1 Number from Ye et al. (2024) when finetuning on a different distilled GSM8k dataset.

TESS 2 performs well on general QA tasks but
poorly on reasoning. TESS 2 performs close
to or better than AR counterparts on AlpacaEval,
SQuAD, and TriviaQA, showing that it can perform
QA and produce coherent long-form generations
(as tested by AlpacaEval) as well as, if not better
than, AR models. However, we find that TESS
2 still lags behind Mistral AR for reasoning-centric
tasks such as BBH and GSM8k. While we find that
increasing the amount of inference-time compute
used can reduce this gap (Sec. 5.1), it remains.

We note that Mistral was pretrained on an un-
known data mixture, and continued pretraining
on Dolma seems to hurt Mistral’s mathemati-
cal reasoning abilities. This gap in data quality
was similarly reported in OLMo 2 (OLMo et al.,
2025), which found that OLMo 1 scored 27.7% on
GSMB&8k, while Mistral achieved 40.1%. We spec-
ulate that Mistral’s pretraining data had a higher
mix of quality mathematical datasets than Dolma,
suggesting that training TESS 2 on a better data
mixture may help close this gap.

We further investigate this performance gap by
examining generations from the different diffusion
models and AR models. Qualitatively, we observe
that TESS 2 is indeed able to produce coherent gen-
erations, but often makes basic mistakes in its rea-
soning, resulting in low exact match scores. Other
diffusion models often fail to even produce coher-
ent generations, explaining their overall low perfor-
mance. We show these generations in App. G.

TESS 2 outperforms AR when large amounts
of domain-specific data are available. However,
when finetuning on the GSM8k symbolic dataset,

surprisingly we find that TESS 2 benefits signifi-
cantly, with both TESS 2 variants outperforming
both Mistral AR variants. This suggests that dif-
fusion models can achieve performance similar to
AR models when using more data, and suggests
that further tailoring instruction-tuning mixtures
for diffusion models (e.g., adding more math and
reasoning data) is a promising direction.

4.4 Stepping Up with Reward Guidance

Finally, we explore applying reward guidance to
TESS 2 v0.1. We vary the reward guidance weight
(n in Eq. (8)) when generating responses for Al-
pacaEval, and plot the result in Table 3a.

Reward guidance helps. We find that using re-
ward guidance can further improve AlpacaEval per-
formance, providing a 3-point gain without requir-
ing further training when using a guidance weight
of 0.25. We find that using higher guidance weights
can still provide a small boost, while using signifi-
cantly higher values results in nonsensical genera-
tions (consisting mostly of dashes), as the genera-
tion process becomes dominated by the gradients
from the reward model. These degenerate outputs
still have high reward, but are no longer semanti-
cally meaningful.’ As such, reward guidance pro-
vides a way to further improve and guide model
generations without additional retraining.

Reward guidance is generally applicable across
RMs. Moreover, we find that reward guidance is
generally applicable across different reward mod-

SThis is similar to “reward-hacking" in RLHF, where mod-
els learn how to generate meaningless sequences that nonethe-
less achieve high reward (Bai et al., 2022).
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Figure 3: Analysis Experiments on TESS 2.

els. We applied reward guidance on AlpacaEval
using (1) an RM trained using open-instruct 6
a widely used open-source reward model training
recipe, and (2) weqweasdas/RM-Mistral-7B 7, a
highly-ranked Mistral RM on RewardBench (Lam-
bert et al., 2024a). As seen in Figure 3a, we find
that reward guidance boosts AlpacaEval perfor-
mance by up to 3 points using our trained RM and
4 points with the off-the-shelf model, suggesting
that reward guidance generalizes across RM.

5 Analysis

5.1 Scaling Inference-time Compute

One advantage of diffusion models is that inference-
time compute can be directly configured by varying
the number of backward steps. Figure 3b shows
that more steps generally yield better performance,
with GSM8k performance demonstrating a consis-
tent upward trend up until 1000 steps. Interestingly,
in AlpacaEval, the score decreases significantly af-
ter 500 steps. We find that this is due to increased
model repetitions with higher diffusion steps. This
results in lower perplexity but less diverse text,
which is penalized by the LM judge.

5.2 Adaptation Training Steps and
Downstream Performance

While we showed perplexity improvements from
increased adaptation steps in Sec. 4.2, this may not
necessarily translate to downstream improvements.
To further investigate, we additionally examine
downstream AlpacaEval performance against the
number of training steps. We run diffusion adap-
tation training on Mistral v0.1 using the same hy-

6https://github.com/allenai/open-instruct
7https://huggingface.co/weqweasdas/
RM-Mistral-7B

perparameter settings as TESS 2, except using a
shorter sequence length (1024) to reduce compute
costs, and evaluate checkpoints throughout training
up to 400k steps. We plot our results in Figure 3c.
As seen, we find that performance drastically im-
proves up to 200k adaptation steps, and somewhat
plateaus after. As such, we chose to use 200k steps
of adaptation for our final TESS 2 run.

5.3 Evolution of Diffusion Predictions

We further investigate how diffusion predictions
evolve over diffusion timesteps by plotting the con-
fidence of TESS 2 v0.1 as measured by the top-1
token probability over time. We find that the se-
quence is largely determined about 60% of the way
through the diffusion steps, and interestingly the
later portion of the generation is sometimes gener-
ated first. This suggests that early stopping of the
generation may be a promising method of reduc-
ing inference compute costs, as observed in prior
work (Han et al., 2023). We visualize the predic-
tions in Figure 4 in App. F.

5.4 Sampling Speed

Diffusion models are notoriously slow due to the
number of backward steps required. To quantify
the sampling cost of our model, we ran the model
on AlpacaEval with naive generation via Hugging
Face transformers (Wolf et al., 2020) with a max-
imum output length of 2048, batch size of 8, and
Flash Attention 2 (Dao, 2024) enabled. Surpris-
ingly, we find that it takes approximately 480 sec-
onds per batch for the AR model and 77 seconds
per batch for the diffusion model. This occurs be-
cause the diffusion model uses 100 forward passes
per output even if the output is over 100 tokens in
length, while the AR generation loop has to per-
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form up to 2048 forward passes. We provide a
basic sketch on the asymptotic complexity of diffu-
sion and AR models in App. E. Given these analy-
ses, we speculate that this discrepancy will further
widen in favor of diffusion LMs as we move to
longer sequence regimes, consistent with the find-
ings from Karimi Mahabadi et al. (2024).

6 Conclusion

We present TESS 2, a large-scale generalist
instruction-following diffusion language model
that outperforms state-of-the-art diffusion models
and achieves parity with comparable AR models on
a number of tasks. We propose an effective recipe
for adapting frontier open-weight LMs to diffusion.
Our recipe involves a combination of masking and
infilling pretraining objectives, shifted labels in
training, finding more compatible base models, and
utilizing full bidirectional attention. In addition,
we introduce a novel form of classifier guidance
that leverages a reward model to further enhance
generations at inference time. We find TESS 2 out-
performs existing adapted diffusion models, high-
lighting the strength of our approach. However, we
also find that gaps still remain with AR models in
some settings, leaving room for future research.

Limitations

Sampling Speed Although TESS 2 is faster than
its AR counterpart in basic generation settings,
there are abundant rooms for improvement. In
this work, we uniformly accelerate through reverse
diffusion by using fewer backward steps than we
do during training. However, incorporating recent
work in computer vision for single step sampling in
diffusion-based models (Song et al., 2023), apply-
ing kernel or systems level optimizations (Kwon
et al., 2023), or investigating early stopping mech-
anisms as noted in Sec. 5.3, could be interesting
avenues for further improvement.

Chat Performance Relative to AR Models As
noted in this paper, our best models still lag be-
hind AR models on AlpacaEval and GSM8k when
trained on Tulu 2 SFT data. As such, our model
is a weaker generalist model than its AR counter-
parts. We hope that future improvements in data
quality could help close the gap — while Dolma is
good quality data, we still find that continued pre-
training of Mistral on Dolma results in degraded
performance (Table 3), suggesting that our adapta-
tion data can be improved relative to the original

Mistral pretraining data. Additionally, we expect a
more thorough search and tuning of hyperparame-
ters such as the learning rate (using decay instead
of a constant schedule) to further improve perfor-
mance.

Ethics Statement

In this work, we focused on improving an alter-
nate modelling framework that diverges from pop-
ular language models. While we did not explicitly
investigate this in our work, it is likely that our
models display similar issues to their autoregres-
sive counterparts when it comes to producing toxic
and biased content (Weidinger et al., 2022; Sheng
et al., 2021). However, we hope that the inherent
controllability of the diffusion framework (Li et al.,
2022) may allow greater ability to reduce and avoid
such harms. Examining how results around toxic
and harmful generations of autoregressive setups
transfer to diffusion models remains an open area
for future investigation and improvement.
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Appendix
A Adaptation Training Details

A.1 Pretraining Masking

For pretraining, we use a UL2-inspired masking
scheme (Tay et al., 2023), which involves randomly
sampling different masking strategies. For each
batch, we randomly select (with equal weighting)
TS, aggressive T5, or prefix-LM masking. We
detail each masking strategy below:

* TS: This follows the T5 masking strat-
egy (Raffel et al., 2020), in which non-
overlapping mask spans consisting of 3 or 8
tokens are applied until roughly 15% of the
input sequence is masked.

» Aggressive T5: This is a more aggressive
variant of the TS strategy above. We apply
masking spans consisting of 3, 8, or 48 tokens
until roughly 50% of the input sequence is
masked.

* Prefix-LM: This follows the prefix-LM ob-
jective (Liu et al., 2018), where only the final
tokens in the input sequence are masked, bet-
ter resembling downstream usage (where we
prompt an LM and want to generate a com-
pletion). We simply mask the first half of the
input sequence and train the model to predict
the rest.

Note that even with UL2, our training objective
is the usual cross-entropy loss, and there are no
modifications required: we simply take the model
predictions for all output positions and use those
for cross-entropy loss. Concretely, we first mask
out random spans from the input text according to
UL2. Next, we add noise to produce noisy word
embeddings. The model then has to predict the
actual words given these inputs, where the softmax
output is paired with the usual cross-entropy loss.

Intuitively, adding span masks (1) acts as a
strong regularizer that makes token prediction more
difficult, (2) prepares the model for more flexible
generation, e.g., filling, and (3) more directly en-
courages the use of bidirectional context during
generation.

Finally, we performed some early pilot experi-
ments with masking ratios for UL2, primarily test-
ing removing the “aggressive TS” option. We found
that this underperformed the initial UL2 masking
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strategy in AlpacaEval, albeit using slightly differ-
ent hyperparameters and training data than used
in the main text. As such, we did not remove the
aggressive TS masking.

A.2 Infrastructure

We train all models on a cluster of H100s, with all
jobs running on at most 1 node (8 GPUs). During
training, we apply common techniques used during
autoregressive training to reduce training time and
improve overall efficiency: fused AdamW, Flash
Attention 2 (Dao, 2024), gradient checkpointing,
and bfloat16 training.

Running the diffusion adaptation training for
35,000 training steps (with sequence length 512)
takes roughly 250 H100-hours, while running for
200,000 steps (with sequence length 2048) takes
roughly 2,000 H100-hours. Based on commonly
used training cost estimates from Kaplan et al.
(2020), the estimated total FLOPs is given by

C~6ND
=6 (7 x 10° params) - (45 x 10” tokens)
= 1.89 x 10*' FLOPs.

Running instruction tuning (with sequence length
2048) takes roughly 280 H100 hours.

B Baseline Details

We provide more details on baselines used for Ta-
ble 3 below:

* DiffulLlama (Gong et al., 2024): We finetune
the publicly released checkpoint on Tulu 2
(and GSMS8Kk) data, using code provided by
the authors.®

¢ Flan-XLM-R-D XXL (Ye et al., 2023): We
directly evaluate the publicly released instruc-
tion tuned checkpoint using code provided by
the authors.’

* Mistral v0.1 AR: Mistral v0.1 7B directly
finetuned on Tulu 2.

e Mistral v0.1 AR w/ cont. pretrain: Mis-
tral v0.1 trained on Dolma 1.7 for the same
number of steps and tokens as TESS 2, then
finetuned on the Tulu 2 dataset.

e Mistral v0.3 AR: Mistral v0.3 7B directly
finetuned on Tulu 3 data.

8https://github.com/HKUNLP/DiffulLLaMA
*https://github.com/yegcjs/DiffusionLLM

C Reward Model Training

For reward model (RM) training, we use a standard
setup following prior work (Ouyang et al., 2022;
Ivison et al., 2024). Our RM is simply a causal
decoder-only model with the LM head replaced
with a regression head that predicts a score given a
prompt and completion. We initialize our RM from
a Mistral v0.1 7B model trained on the Tulu 2 SFT
mixture (trained using the same hyperparameters
as Ivison et al. (2023)). We then use a dataset!?
used to to train state-of-the-art Mistral-based RMs
on RewardBench (Lambert et al., 2024b). This
dataset contains prompts = along with chosen and
rejected completions y. and ¥, respectively. We
then optimize the RM with

E = _E(mvyc,yr)ND [ 1Og O-(R(:E7 yc) - R(I’, yT))] ’

where R is the reward model and D our overall
dataset. We use a learning rate of 5 x 107, batch
size of 1 and 512 gradient accumulation steps. We
train for 1 epoch, linearly warming up the learning
rate for the first 3% of steps and linearly decaying
to 0 over training afterwards. We use a maximum
sample length of 2048 and filter out longer exam-
ples during training. The resulting model is used
in our reward guidance experiments (Sec. 4.4).

D Downstream Evaluation Details

Here we provide further details on the evaluation
settings used for downstream and instruction-tuned
evaluation:

» AlpacaEval (Liet al., 2023): We use the pack-
age provided by Li et al. (2023), following
the default setup for both AlpacaEval 1. We
allow the evaluated model to generate up to
2048 tokens, without specifying special stop
sequences. We use no few-shot samples for
this evaluation. For (instruction-tuned) Dif-
fuL.lama, we found it useful to append ‘Re-
sponse:’ after the user instruction to obtain a
response.

* SQuAD (Rajpurkar et al., 2016): We ran-
domly chose 512 samples from the SQuAD
validation split as a test set. We chose 512 to
reduce the computational cost of evaluation.
We include the article containing the answer

10https://huggingface.co/datasets/weqweasdas/
preference_dataset_mixture2_and_safe_pku
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in the prompt, and include 3 in-context ex-
amples (randomly selected from the train set)
in order to ensure the model outputs in the
desired format. We report text-based F1.

¢ GSMS8K (Cobbe et al., 2021): We evaluate
models on the full test set of GSM. Following
Wei et al. (2022), we evaluate with chain-of-
thought. We use 8 few-shot in-context exam-
ples. Because all answers in GSM are num-
bers, we extract the last number in the model
response as the final answer. We report av-
erage accuracy across test examples. We use
this evaluation setup in both zero-shot and
finetuned (where the model is finetuned on
GSMB8k-like data) settings.

TriviaQA (Joshi et al., 2017): We select 2000
examples from TriviaQA following Gong et al.
(2024), and just prompt with the question
alone. We use a 2-shot prompt with two ex-
amples from the train split in order to encour-
age the model to use the right format. We re-
port exact match following Gong et al. (2024),
where we give a prediction ‘1’ if any answer
alias appears in the model prediction (after
minor post-processing) and ‘0’ otherwise.

IFEval (Zhou et al., 2023): We use the en-
tire IFEval suite, and report the loose prompt
accuracy.

Big Bench Hard (Suzgun et al., 2022; Sri-
vastava et al., 2022): We use the entire set of
tasks and examples. If the prompt is too long
for the model (as is the case for Flan-XLM-R-
D XXL, which has a maximum context length
of 512), we left-truncate the prompt to fit. We
extract the answer using regular expresssions
(searching for ‘The answer is X*) and report
exact match accuracy.

We use the Tulu chat template during evalua-
tion for models that have undergone Tulu-based
instruction tuning, and no chat template for other
models.

E Sampling Speed

Recall that a single forward pass for a decoder-only
transformer involves

C’forwa,rd ~ 2N + 2nlayergdmodel

add-multiply operations, where /N denotes the num-
ber of parameters; 7ayer, nNumber of layers; ¢, input
sequence length; and dy;,04e1, hidden size (Kaplan
et al., 2020). Thus, the full cost of generating a
sequence of length L is given by

L
CAR ~ Z 2N + 2nlayerédmodel
=1
=2NL + nlayerL(L + l)dmodel-

For diffusion, since we use the same transformer
backbone, Chyrward remains the same. However,
instead of a varying ¢, we use a fixed-size sequence
of length L across all B backward diffusion steps,
which gives us

Cliffusion = B X (2N + inayerLdmodel)
=2NB+ 2nlaLyerBLdmodel~

We see that when B < L 4 1, Cyiffusion < CAR-
In the TESS 2 setup, L = 2048 and B = 100, so
this relationship holds.

F Model Prediction Visualization

In Figure 4, we show how the confidence of the
top-predicted token changes over diffusion steps
when performing inference with TESS 2.

G Example Reasoning Generations

We compare TESS 2and Mistral AR generations in
Figure 5. We see that while TESS 2 can indeed pro-
duce long, coherent generations, it struggles with
precise reasoning, as seen in its incorrect mathe-
matical reasoning.

H Example Generations

We provide some example generations from our
model for more general prompts in Figure 6.
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Figure 4: Confidence over diffusion steps for TESS 2 with the prompt “When I talk about music, I.” Backward
diffusion time flows from top to bottom. At about 60 diffusion steps, the sequence is more or less determined. Note
we set confidence to 1 for prompt (leftmost) tokens.
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IFEval Example

User: Write a short blog post about a trip to ]

Japan using less than 300 words.

TESS 2v0.1: A trip to Japan is filled with un-
forgettable experiences From the bustling cities
of Tokyo and Osaka to the serene landscapes
and ancient temples of Kyoto, Japan is a country
that offers something for everyone. When you
arrive to Japan, you can start your journey in
the vibrant city of Tokyo, which is known for its
unique blend of traditional and modern culture.
While in Tokyo, you can explore the many dif-

ferent neighborhoods, such as Shibuya, which

is famous for its neon streetlights, or head to User: Evaluate the result of a random Boolean
one of the world’s largest fish markets. Another expression. Q: not True and ( True and True ) is
bustling city to add to your trip is Osaka, which A: Let’s think step by step.

is known for its delicious food and rich history.

In Osaka, explore the lively streets of Dotonbori . :
or visit one of the largest porpine aquarium in TESS 2v0.1: either 1 (not True) or 0 (False) is
the world. Also nearby is Mount Fuji, known for not possible. So, the answer is False.

its stunning scenery and home to one of the most
beautiful Japanese gardens in the world. Be-
yond cities, there are many beautiful regions to
explore, including Kyoto, Hiroshima and more.
Kyoto is known as the historical and cultural cap-

ital of Japan and home to many ancient temples
and shrines. GSM8k Example

Mistral v0.1 AR: not True and ( True and True )
is False. Thus, the answer is False.

Mistral v0.1 AR: Japan is a country that offers User: James decides to run 3 sprints 3 times a
a unique blend of ancient traditions and modern week. He runs 60 meters each sprint. How many
innovation. From the bustling streets of Tokyo total meters does he run a week?

to the serene temples of Kyoto, there is always
something new to discover in this fascinating
nation. One of the highlights of any trip to Japan
is the opportunity to experience the country’s
rich culinary culture. From sushi and ramen to
tempura and yakitori, the food in Japan is both
delicious and diverse. And no trip would be
complete without trying some of the local sake
or sake bombs. In addition to its cuisine, Japan is Mistral v0.1 AR: James runs a total of 3

TESS 2v0.1: James runs sprints 3 times each
of 3 days for a total of 9 times per week. That
means he runs for 60 * 3 = 140 meters per day.
So he runs a total of 540 * 9 * 3 = 11,280 meters
per week.

also known for its stunning natural beauty. From
the cherry blossoms of spring to the vibrant fo-
liage of autumn, the country’s landscapes are a
feast for the eyes. And no trip would be com-
plete without visiting at least one of the country’s
many stunning temples or shrines.Of course, no
trip to Japan would be complete without expe-
riencing the country’s unique culture. From the
bowing and greeting rituals of the Japanese peo-
ple to the intricate etiquette of dining, there is
always something new to learn and appreciate.
Overall, a trip to Japan is a truly unforgettable
experience. Whether you’re a seasoned traveler
or embarking on your first big adventure, Japan
has something to offer for everyone. So why not
plan your trip today and discover all that this
amazing country has to offer?

3 =9 sprints per week. Since each sprint is 60
meters, James runs a total of 60
9 = 540 meters per week.

Figure 5: Generations from TESS 2and Mistral AR v0.1. We find that TESS 2 can produce long, coherent

generations when prompted, but often makes reasoning mistakes, as seen in the GSM8k example.
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Conversation 2

Conversation 1

I User: What is some cool music from the 1920s? J

User: Natalia sold clips to 48 of her friends in
April, and then she sold half as many clips in
May. How many clips did Natalia sell altogether

Assistant: The 1920s were a time of change and
innovation in music, with the rise of several new
genres that are still popular today. Some exam-
ples of the cool music from the 1920s include:
1. Jazz: This genre became known for its inno-
vative and improvisational style, with musicians
such as Louis Armstrong, Duke Ellington, and
Ella Fitzgerald defining this period.

2. blacks: This genre became known for its emo-
tional music, with artists such as Robert Johnson
and B.B. King.

3. Ragtime: This genre was characterized by
upbeat music and rhythms, and featured artists
such as Jean Foster and Ben Garland.

4. Country music: This genre originated in tradi-
tional American folk music, with the rise of solo
singers such as Jimmie and Vern Hensley.

5. Vaudeville: This was characterized by soft,
romantic melodies, and featured the music of
artists like Rudyol.

These are just a few examples of the cool and
innovative music that emerged during the 1920s.

in April and May?

Assistant: In April, Natalia sold 48 / 2 = 48 clips
to her friends. Then, half that number of clips,
she sold 48 / 2 = 24 clips in May. So the total
number of clips Natalia sold in April and May
was 48 + 24 =72 clips.

Conversation 3

munks?

User: Who was the man behind The Chip-]

Assistant: The man behind The Chipmunks was
David Seville. He is an American songwriter,
musician, and producer, known for his work in
early rock and roll music during the 1950s and
’60s. Seville is known for producing popular
songs like "Beverly Beverly." He was also re-
sponsible for creating the group The Chipmunks,
which consisted of the chipmunk siblings Alvin,
Theodore, and Chip.
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Figure 6: Non-cherry picked sample generations from TESS 2. Note we use a shorter generation length (256 tokens)
than during training and evaluation (2048 tokens) for ease of reading.




