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Abstract

The architectural industry produces exten-
sive documents, including method state-
ments—expository documents that integrate
multi-source data into actionable guidance.
Manual drafting however is labor-intensive and
time-consuming. This paper introduces Archi-
DocGen, a multi-agent framework automating
method statement generation. Unlike tradi-
tional approaches relying on static templates or
single-pass generation, ArchiDocGen decom-
poses the task into three steps: outline gener-
ation, section-based content generation, and
polishing, each handled by specialized agents.
To provide domain expertise, ArchiDocGen
employs a section-based retriever to fetch and
synthesize relevant documents from its custom
knowledge base. Each section is generated
through iterative reasoning of a section-based
chain-of-thought (SeCoT) scheme, followed by
refinement to meet professional standards. To
evaluate the generated method statements, we
partner with the industry to establish a multi-
dimensional evaluation system by combining
automatic and empirical methods. Experiments
show that ArchiDocGen achieves 4.38 Con-
tentScore, excelling in specialization, complete-
ness, organization, and clarity. Additionally, a
web-based application for ArchiDocGen is de-
veloped and deployed with industry partners1

1 Introduction

Enterprises in the architectural industry continu-
ously produce extensive documents. Among these,
method statements feature well-organized structure
and composition logic, integrating multi-source
data like project descriptions, work methods, and
involved equipments into actionable instructions
for site supervisors and workers to execute activ-
ities (O’Neill et al., 2022; Borys, 2012). How-

∗ These authors contributed equally.
† Corresponding authors: Yongqi Zhang
1http://archidocgen.online.

Figure 1: Comparison of the traditional (top) and pro-
posed (bottom) approaches to method statement draft-
ing. The manual approach is a labor-intensive and time-
consuming process, while ArchiDocGen uses multi-
agent collaboration for automated, efficient generation.

ever, drafting such structured method statements is
costly. As depicted in the upper part of Figure 1, en-
gineers often spend weeks collecting documents to
analyze specific requirements, write step-by-step,
and repeatedly proofread for adherence to industry
standards. Traditional approaches often involve us-
ing static templates filled in manually by engineers
(Mi et al., 2018). It lacks the flexibility for varied
project demands, limiting efficiency in many cases.

While large language models (LLMs) have
achieved broad generative applications across
healthcare, finance, and architecture (Yuan et al.,
2024; Pu et al., 2024; Wang et al., 2024b), auto-
matically drafting method statements is ineffective
due to the specialized knowledge and composition
logic required. Consequently, generating profes-
sional and specialized method statements and rely-
ing solely on direct prompting of a single LLM is
difficult (Shao et al., 2024b).

To tackle these challenges, this paper proposes
ArchiDocGen, a multi-agent framework for ex-
pository document generation in the architectural
industry. Considering the inherent structure and
composition logic in drafting method statements,
we decompose the task into three steps: outline
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generation, section-based content generation, and
polishing. Each step corresponds to an agent
with a specific role. Unlike the "Plan-Execute"
paradigm that relies on the LLM’s inherent knowl-
edge (Bai et al., 2025; Zhang et al., 2024; Li
and Zhang, 2024), ArchiDocGen can reference
expert-authored method statements from similar
projects. Specifically, by extracting metadata such
as titles and section content from previous method
statements, it constructs a knowledge base aiding
the method statement generation. In outline gen-
eration, OutlineAgent references method state-
ments on relevant titles to produce a detailed, in-
demand outline. In section-based content genera-
tion, SectionAgent drafts section content tailored
to the project’s requirements. It is guided by a
section-based chain-of-thought (SeCoT) scheme
that prompts SectionAgent to progressively rea-
son what each section should compose. Ultimately,
PolishAgent concatenates all sections and pol-
ishes the overall method statement to ensure co-
herence. The whole process mirrors the engineer
user’s drafting logic. Notably, ArchiDocGen can be
generalized to other industrial scenarios with clear
structure and composition logic, such as clinical
report (Wang et al., 2023), code document (Dvivedi
et al., 2024), and financial documentation (Chen
et al., 2024). To assess the generated method state-
ments, we partner with industry experts to establish
a multi-dimensional evaluation system combining
automatic and empirical methods.

Our contributions are summarized as follows:
• We propose a multi-agent generation frame-

work ArchiDocGen that automates method state-
ment generation, enhancing controllability and
quality through incorporating domain-specific doc-
ument composition logic.
• We propose a SeCoT scheme that guides

SectionAgent in generating user-specified con-
tent by prompting relevant questions and retrieving
references, thereby improving specialization.
• To evaluate the quality of the generated method

statements, we establish a multi-dimensional evalu-
ation system, providing an example for the evalua-
tion of automatic expository document generation.

2 Related Works

2.1 Retrieval Augmented Generation

Retrieval-Augmented Generation (RAG) (Lewis
et al., 2020) has become a crucial technique for
improving factual accuracy in domain-specific doc-

ument generation (Ji et al., 2023; Zhao et al., 2024).
Previous works (Chen et al., 2024; Kwon et al.,
2023; Balepur et al., 2023) have demonstrated
RAG’s effectiveness, especially in generating fac-
tually reliable content. Nevertheless, generating a
structured and expository document especially for
industry practice (e.g. method statement) presents
additional challenges beyond mere factual correct-
ness. Expository document generation requires the
coherent integration from multi-source references
(Balepur et al., 2023). For instance, Shen et al.
(2023) utilized the retrieval technique to integrate
various sources for structure planning, highlighting
the necessity of planning in expository document
generation. Chen et al. (2024) adopted graph-based
RAG to enhance the logical consistency and qual-
ity in report generation of financial market anal-
ysis. Balepur et al. (2023) generated expository
texts through iteratively combining content plan-
ning, fact retrieval, and rephrasing. However, ex-
isting methods still struggle to adapt to real-world
scenarios due to limited applicability.

2.2 Multi-Agent for Document Generation

Multi-agent systems have demonstrated remarkable
potential in document generation fields (Luo et al.,
2024; Musumeci et al., 2024; Ramu et al., 2024).
Current works primarily utilize a two-stage "Plan-
Execute" paradigm, where the planning stage in-
volves agents developing a global understanding of
the document generation task (Li and Zhang, 2024;
Zhang et al., 2024; Huot et al., 2025). The execu-
tion stage then assigns specialized agents to gen-
erate detailed, contextually precise contents (Luo
et al., 2024). For instance, Huot et al. (2025) ap-
plied multi-agent systems for story generation. In
the planning phase, multiple agents collaborate to
draft task descriptions and plot elements, incorpo-
rating a human-in-the-loop mechanism to guide
and adjust the process. This approach resembles
the method proposed by Jiang et al. (2024), where
human oversight helps fine-tune the discourse gen-
erated by LLMs. Bai et al. (2025) also employed
a plan-execute approach, exploring and validating
the capability of LLMs to generate exceptionally
long texts. Despite these successes, current multi-
agent methods primarily focus on open-domain
document generation and often fail to adapt to
industry-specific practices. Our work enhances the
plan-execute paradigm, which integrates domain-
specific composition logic, ensures controllable
document generation and produces specialized,
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Figure 2: Overview of the ArchiDocGen framework for automated method statement generation. Starting from user-
provided instructions, the framework proceeds with building knowledge base, outline generation by the OutlineAgent,
section content generation with the SectionAgent using SeCoT, and final refinement by the PolishAgent, resulting in
a professional and specified method statement.

convincing expository documents.

3 Methodology

3.1 Framework Overview

Our proposed ArchiDocGen framework is shown
in Fig. 2. It begins with a provided title T and a
brief description D, following a modular pipeline,
i.e., outline generation, section content generation,
and polishing.
• Outline Generation. OutlineAgent creates a
fine-grained outline (i.e. multi-level section head-
ings) based on reference outlines of similar titles.
It decides the logical composition of the targeted
method statement.
• Section Content Generation. SectionAgent
utilizes a section-based chain-of-thought (SeCoT)
scheme to progressively reason and draft section
content tailored to project requirements.
• Polishing. PolishAgent is tasked with concate-
nating all the generated section contents and refines
them, enhancing the readability and overall quality
of the final method statement.

Formally, the entire process to generate a method
statementM = {sk ∈ S | k = 1, 2, . . . , n} with
n sections can be formulated as:

M = ArchiDocGen(T,D,O,V) (1)

where ArchiDocGen(·) represents the proposed
framework, T , D, O, and V denote the provided
title, description, outline template, and knowledge
base, respectively. The entire process is shown in

Algorithm 1. The process starts with the Outlin-
eAgent, which creates a structured outline from
the provided inputs. For each section heading h
covering in the generated outline Ogen, the SeCoT
scheme is invoked to generate the section content
s. Once all section contents are generated, Mdraft

with these sections is then concatenated and pol-
ished by PolishAgent.

Algorithm 1 Generation Process of ArchiDocGen
Framework
Input: Title T , Description D, Reference Outline
O, RequirementsR, Knowledge Base V
Output: Method Statement Mdraft (a list of sec-
tion contents)

1: list : Mdraft ← ∅
2: Ogen ← OutlineAgent(T,D,O,V)
3: for each section heading hk ∈ Ogen do
4: sk ← SeCoT (T,D, hk,R,V)
5: Mdraft ←Mdraft ∪ sk
6: end for
7: Mdraft ← PolishAgent(Mdraft)
8: return Mdraft

3.2 Outline Generation
An appropriate outline reflects a document’s com-
position logic. Directly prompting an LLM to gen-
erate outline without clear references may result
in deviations, negatively affecting subsequent sec-
tion content. Therefore, we provide the Outlin-
eAgent with an outline template Otemp containing
generic-level sections. However, solely relying on
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this static template restricts the method statement’s
adaptability. To overcome this limitation, we split
the expert-authored method statements into sec-
tions to form a knowledge base. Then, the retriever
recalls grounded documents on relevant title, i.e.
method statements from similar projects, which de-
noted as M . The section headings h are extracted
from these documents to create reference outlines
Oref , which OutlineAgent uses to generate the
targeted outline Ogen. The process can be formu-
lated as below:

Oref = {hj | j ∈ Topk (sim (Q,Mj)) ,Mj ∈ V}
(2)

Ogen = OutlineAgent(Otemp,Oref ) (3)

where Q denotes the user query, i.e. the title-
description pair Q = (T,D), Topk(sim(Q,Mj))
represents the indices of the top k reference method
statements, hj means the section headings ex-
tracted from reference Mj .

3.3 SeCoT-based Generation
In this module, content is generated section by sec-
tion, with each section referencing relevant sections
from retrieved documents. Inspired by the iterative
retrieval methods (Press et al., 2023; Shao et al.,
2023), we employ a multi-step and section-based
chain-of-thought (SeCoT) scheme to iteratively re-
fine queries, enabling the system to progressively
focus on detailed and relevant information for con-
tent generation. Algorithm 2 shows the generation
process. It consists of two primary branches: direct
generation (lines 2–4) and section-based chain-of-
thought (SeCoT) (lines 7–13). Here we focus on
the SeCoT scheme, and the former is detailed in
Appendix A.1. As shown in Fig. 3, the iterative
process starts by querying a vectorized knowledge
base. For instance, if the target method statement
is titled "Concrete Curing", method statements re-
lated to "Concrete Curing" are retrieved. For a spe-
cific section like "Work Method", section chunks
with similar headings are extracted from these doc-
uments. This ensures only the most contextually
relevant information is used for subsequent reason-
ing. Specifically, the retrieved section chunks serve
as references for the SectionAgent, which then it-
eratively refines the queries through the SeCoT
process. Each iteration produces an increasingly
targeted query, facilitating the retrieval of detailed
information and enabling the generation of sound,
applicable section content. The iterative loop con-
tinues until a predefined maximum iteration count

Figure 3: The SeCoT-based generation process includes
referring to retrieved section chunks (left) and reason-
ing through multi-step queries (right), accumulating
background knowledge to generate specialized section
content.

is reached. Once the accumulated chunks are syn-
thesized, SectionAgent generates the final content
for the current section. In addition, we introduce
plug-and-play rules, referred to as implicit stan-
dards, that the document generation task must fol-
low. These rules also inherently reflect the com-
position logic of the document. For details, see
Appendix A.2.

3.4 Polishing
The initial draft of the method statement, created
by concatenating all sections, often lacks smooth
transitions and coherence. Additionally, the gen-
erated content may include structured elements
like markdown-tables, which are sometimes in-
complete and cause rendering issues. We prompt
PolishAgent to processes all concatenated sec-
tions to ensure seamless transitions, eliminate du-
plicates, fix incomplete markdown-tables, and pre-
serve a clear hierarchy in the method statement.

4 Implementation and Evaluation

4.1 Dataset Preparation
To construct a robust and comprehensive knowl-
edge base, we collaborate with architectural in-
dustry partners to gather 1200 real-world expert-
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Algorithm 2 Generation Process of kth Section
Content
Input: Title and Description Q0, Section Head-
ing hk ∈ Ogen, RequirementsR, Template-driven
Generation Nt

Output: sk
1: hck ← Classify(hk)
2: if hck ∈ Nt then
3: return sk ← Directgen(h

c
k)|Ext(Q0, h

c
k)

4: end if
5: list : C̄ ← ∅
6: list : Q← Q0

7: while i < max_iter do
8: q ← SeCoT (Q,Q0, hk,R[hck])
9: Cref ← retrieve(Q)

10: Q← append(Q, q)
11: C̄ ← append(C̄, Cref )
12: i← i+ 1
13: end while
14: sk ← SectionAgent(C̄, Q0, hk,R[hck])
15: return sk

authored method statements. The collected method
statements cover various architectural activities,
such as concrete pouring, and scaffolding oper-
ations. These documents are actual field mate-
rials used by certified engineers across multiple
architectural projects, making its quality, struc-
ture, and domain coverage ensure its representa-
tiveness. Furthermore, each document contains
detailed procedural knowledge, with an average
of over 28 section-level units per article (see Ta-
ble 1), resulting in a rich and dense knowledge
base. The collected documents are scanned PDFs,

Dataset Statistics Value

article-wise

Average Amount of All-level Sections 28.5
Average Word Count of a Section 152.2
Average Word Count of Whole Document 2895.5

outline-wise
Average Amount of First-level Heading 12.9
Average Amount of Second-level Heading 2 10.6
Average Amount of Third-level Heading 4.7

Table 1: Dataset Statistics of human-authored method
statements.

typically structured into sections such as Introduc-
tion, Scope of Work, Work Method, etc. Subse-
quently, we adopt the end-to-end document extrac-
tion tool MinerU (Wang et al., 2024a) to recognize
the collected PDFs. This tool effectively parses
the scanned PDFs through layout detection, table
recognition, and text extraction. The parsed PDFs

are converted into markdown-formatted documents.
However, the initial extracted texts contain noise,
e.g., redundant empty lines, formatting inconsisten-
cies, etc. We employ gpt-4o-0806 for data cleaning
and alignment, thereby restoring the original con-
tent integrity. The processed markdown texts are
then parsed into hierarchical section-based chunks,
which are stored as a structured knowledge base to
facilitate efficient retrieval.

4.2 Automatic Metrics

In addition to ROUGE and BERTScore, we also
employ the following automatic metrics for gener-
ated method statements:

OutlineScore: A five-point scale on clarity, com-
pleteness, organization, and specialization for the
outline quality using gpt-4o-0806. N-shot exam-
ples from human-written method statements are
provided to align with expert judgement during
evaluation, the evaluation instruction is shown in
Appendix E.2.

ContentScore: It evaluates the generated method
statements by assessing individual section content
quality with gpt-4o-0806, incorporating expert-
defined criteria, redundancy penalties, and a thresh-
old for minimum required sections to ensure fair-
ness and comprehensiveness. More details see Ap-
pendix B.

Evaluator LM: To mitigate bias in gpt-4o-
0806 scoring, we also use a third-party evaluator
prometheus-7b-v2.0 (Kim et al., 2024), which is
exclusively fine-tuned to align with human judg-
ment. We adopt it to assess the generated method
statements over the expert-defined criteria. The
criteria is defined in Appendix E.3.

4.3 Expert Evaluation

Since the real-world evaluation of method state-
ments is primarily empirical-based, we select five
experienced industry experts to participate in the
evaluation. To facilitate the process, we develop
a tailored platform, detailed in Appendix D, to
present pairs of generated method statements un-
der different settings. During this, experts score
the method statements using the same five-point
scale for clarity, completeness, organization, and
specialization.

5
609



ROUGE-1 ROUGE-2 ROUGE-L
BERTScore ContentScore Length Evaluator LM

P R F1 P R F1 P R F1

DeepSeek 0.70 0.18 0.27 0.31 0.06 0.10 0.44 0.09 0.14 0.78 2.42 468.3 3.2

GPT-4o-0806 0.69 0.19 0.29 0.21 0.05 0.08 0.31 0.08 0.13 0.78 2.58 455.0 3.4

LongWriter 0.47 0.48 0.46 0.15 0.15 0.14 0.16 0.18 0.17 0.78 3.91 3378.9 3.9

STORM 0.58 0.55 0.56 0.24 0.24 0.23 0.23 0.25 0.23 0.75 2.14 3913.1 3.7

ArchiDocGen 0.57 0.53 0.54 0.21 0.24 0.21 0.17 0.29 0.21 0.76 4.38 3240.3 4.3

Table 2: Performance Comparison of Different Methods.

5 Experiments

5.1 Main Results

Content Evaluation. To ensure a fair comparison,
we use the same retrieval configuration across all
baseline methods. From Table 2, it can be observed
that there is a significant gap between precision
and recall in the direct prompting methods. This
difference arises because the directly generated con-
tent is too short. Although the semantic vector is
close to that of other methods, the textual overlap
between the generated content and the references
is relatively low (See its ROUGE-F1 values). In
contrast, for multi-agent approaches, this gap is
reduced, indicating that such methods indeed im-
prove relevance. Moreover, merely ROUGE and
BERTScore cannot fully represent the "precision"
or "quality" of the generated documents (Bhandari
et al., 2020; Zhao et al., 2023). From metrics of
both ContenScore and Evaluator LM, our method
shows improvements over the baselines, achieving
scores of 4.38 and 4.3, respectively.

Furthermore, we also evaluate the outline gen-
eration results. As shown Figure 5(a), the directly
generated outlines tend to be more clarified (see
GPT-4o, DeepSeek). It can be observed in Figure
5(b) that they generally lack second- and third-level
headings, which leads to higher scores in clarity
and organization. However, in terms of special-
ization and completeness, our method achieves the
highest scores. This is also reflected in the dis-
tribution of the generated outlines—our method
produces outlines that are most similar to human-
written ones. This further demonstrates the effec-
tiveness of our approach in outline generation.

5.2 Ablation Study

We conducted an ablation study on ArchiDocGen
with its variants: "w/o Outline", "w/o SeCoT", and
"w/o Req":

1) "w/o Outline": The variant "w/o Outline" gen-

erates method statements without a defined funda-
mental structure.

2) "w/o SeCoT": The variant "w/o SeCoT" de-
notes that the whole generation process does not
involve multi-step reasoning to produce specified
contents.

3) "w/o Req": The variant "w/o Req" denotes
that the essential information required by engineers
is omitted without the requirements constraints.

From the Table 3, the "w/o Outline" setting, we
observe that the generated text length nearly dou-
bles. However, both ROUGE scores and Outli-
neScore decrease. This indicates that removing

ROUGE Outline
Score

Section
Amount

Length
R-1 R-2 R-L

ArchiDocGen 0.54 0.21 0.21 4.03 28.5 3240.3

w/o Outline 0.50 0.23 0.20 3.77 48.2 6164.3

Table 3: Comparison of ArchiDocGen with its ablation
variant in outline generation.

this component significantly reduces the content
relevance and outline quality. For the two abla-
tions related to content generation (see Table 4),
"w/o SeCoT" also leads to a decrease in content
relevance, resulting in a substantial drop in the
ContentScore. This suggests that deeper reasoning
helps improve information recall, thereby making
the generated content more specialized and rele-
vant. On the other hand, in the "w/o Req" setting,
although the amount of recalled information in-
creases, both ContentScore and the generated text
length decrease. This implies that without implicit
requirements as guidance, the agent tends to over-
look key domain-specific standards. This observa-
tion is further supported by the human evaluation
results in Figure 4.

5.3 Expert Evaluation

Fig. 4 illustrates the expert evaluation results, in-
cluding the performance between ArchiDocGen
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Figure 4: Expert evaluation results comparing ArchiDocGen with the best baseline LongWriter (from the Con-
tentScore metric) and its ablation variants across four dimensions: Completeness, Specialization, Organization, and
Clarity.

ROUGE Content
Score

Section
Amount

Length
R-1 R-2 R-L

ArchiDocGen 0.54 0.21 0.21 4.38 28.5 3240.3

w/o SeCoT 0.48 0.16 0.16 3.90 32.3 3331.6

w/o Req 0.55 0.27 0.26 4.01 25.3 2675.6

Table 4: Comparison of ArchiDocGen with its ablation
variants in section content generation.

and the best-performing baseline LongWriter, and
the impact of ArchiDocGen’s key components on
four dimensions. To ensure the reliability of the
blind evaluation, we calculated the Fleiss Kappa
(Fleiss, 1971) coefficients for the four comparison
groups (i.e., Fig. 4 (a) - (d)), which were 0.64, 0.55,
0.62, and 0.33, respectively. These values indicate
substantial, moderate, substantial, and fair agree-
ment levels, demonstrating a generally consistent
evaluation among experts. Fig. 4 (a-c) demonstrate
that our method significantly outperforms Long-
Writer, as well as "w/o Outline" and "w/o SeCoT"
variants. Additionally, in Fig. 4 (d), 78% of experts
agreed that ArchiDocGen performed better in or-
ganization. However, agreement on the other three
dimensions was relatively lower, indicating that
requirement constraints played a slightly weaker
role in these dimensions but were still essential
for maintaining content relevance and logical flow.
Experts noted that while the "w/o Req" variant pro-
duced shorter content (refer to Table 4), it often
omitted critical information. In contrast, Archi-
DocGen effectively incorporated requirements to
generate more comprehensive and applicable con-
tent.

6 Conclusion

In this paper, we introduce ArchiDocGen frame-
work, a multi-agent framework designed to auto-

mate and enhance the generation of method state-
ments in the architectural industry. Firstly, our
system leverages composition logic to ensure that
the generated outline aligns closely with engineer-
specified requirements. We incorporate a section-
based chain-of-thought scheme to expand and re-
fine queries, thereby enhancing the retrieval of
more relevant section chunks. Furthermore, we
introduce a detailed section-based evaluation sys-
tem and incorporate a score penalty mechanism
to rectify false generations. To validate our ap-
proach, we compare direct prompting and sev-
eral other multi-agent frameworks on document
generation tasks using engineer-specified require-
ments. We also conducted multi-dimensional man-
ual evaluations of different modules integrated into
our system. The results demonstrate that the pro-
posed ArchiDocGen framework effectively gen-
erates well-structured, professional method state-
ments.

Limitations

Several limitations of our work are identified
through practical industrial feedback.
• High dependence on knowledge base: Since
ArchiDocGen depends on previously authored
method statements, the absence or limited availabil-
ity of high-quality reference documents in certain
emerging engineering projects may negatively im-
pact the effectiveness.
• Hallucinations and Inaccurate Content: Archi-
DocGen powered by LLMs makes it susceptible to
common LLM-related issues such as hallucinations
and inaccurate content generation. Although the
SeCoT approach mitigates these concerns through
iterative querying and referencing retrieved section
chunks, there is still a risk of generating content
that may not fully meet industry common sense
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without human validation.
• Difficult to Evaluate: Current evaluation methods
of mainstream document generation primarily rely
on human evaluation, which introduces subjectiv-
ity. Future work can focus on reducing dependence
on knowledge bases, improving content accuracy
through advanced validation mechanisms, and de-
veloping more objective evaluation methods for
document generation.

Ethics Statement

Our work adheres strictly to the ethical guidelines
throughout the development and deployment. The
data utilized in this work are provided by the col-
laborating architectural enterprise, with explicit
approval and clear understanding of the intended
research usage. To safeguard privacy and confi-
dentiality, all sensitive information are anonymized
before inclusion in our knowledge base. Moreover,
we acknowledge the broader implications of gen-
erative content tool, such as potential impacts on
employment within the industry. We unanimously
agree that the developed system is positioned ex-
plicitly as an assistive tool, designed to enhance the
productivity and efficiency of professionals rather
than to replace human. Finally, our work is inte-
grated into proprietary industry systems, and access
to the full operational version is currently restricted
exclusively to authorized users. To protect the in-
terests of our industry partner, we do not plan to
publicly release the developed system.
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A Additional Generation Details

A.1 Direct Generation
During the document content generation process,
not all sections require the SeCoT process. For cer-
tain sections (e.g., "Introduction") , it’s sufficient
to directly generate content based on the targeted
document’s title and description according to a pre-
defined template (refer to Appendix E.1). This
practice aligns with common document prepara-
tion scenarios in various industries.

A.2 Implicit Standards in Section Generation
For implicit standard, we applyR, a set of require-
ments specifying essential sections across various
method statements. These requirements are fur-
ther categorized into distinct groups, resulting in
R̄ = {r̄i | i = 1, 2, . . . ,m}, where each r̄i repre-
sents a specific category. Then we prompt a LLM
to map each section heading hk in Ogen to the most
relevant requirement group within R̄, formulated
as R[hck]. This ensures precise requirement frag-
ments are accessible during SeCoT-based content
generation, aiding the LLM in producing targeted
outputs.

B Grading System of ContentScore

The grading process begins by segmenting and cat-
egorizing the generated sections, similar to Sec-
tion 3.3. Each section is evaluated by the LLM
based on predefined criteria and n-shot examples
from human-authored content, producing a list of
pairs (section_class, score). Scores within the same
category are aggregated, represented asMa, where
each category s ∈ Ma corresponds to its aggre-
gated values r. However, it may cause a limitation:
some documents score highly for individual sec-
tions but misses key sections, lacking fairness and
structural completeness.

To address this, industry experts highlight two
critical considerations: 1) Critical sections matter
the most, especially sections like "Work Methods,"
where redundancy is unacceptable. 2) Content
and completeness are equally important, as miss-
ing sections significantly reduce quality. Based on
these insights, we refine the scoring mechanism as
shown in Algorithm 3:
• Redundancy detection for critical sections: If a
section is repeated, the average score is calculated
with a penalty term 1/

√
times, where “times” denotes

the repetition count (see line 9). For critical sec-
tions, a stricter penalty of 1/times′ is applied (see

line 11).
• Completeness of the method statement: We
set a threshold l, which defines as half the aver-
age number of sections in human-authored method
statements. Generated documents fail to meet this
threshold are deemed structurally incomplete (see
line 13).

Algorithm 3 The calculation of ContentScore
Input: A score set for sections is denoted asMa,
predefined length l, section’s category s, scores
with the same category r, critical section categories
Kt, section repeat times times, critical section re-
peat times times′.
Output: score

1: avg ← 0
2: times← 0
3: times′ ← 1
4: set : v ← ∅
5: for (s, r) inMa do
6: v ← add(v, s)
7: times← len(r)
8: if s ∈ Kt then
9: times′ ← times′ + times− 1

10: end if
11: avg ← avg + Average(r)√

times
12: end for
13: score← avg

times′

14: if len(v) < l then
15: score← score

l
16: end if
17: return score

C Experimental Setup

C.1 Baselines

We summarize the comparison of different docu-
ment generation methods in Table 5. Conditional
generation (CG) indicates the document is gener-
ated under conditional constraint, while open doc-
ument generation (ODG) means open-ended. We
select several representative document generation
methods from Table 5 (e.g., LongWriter, Storm)
for experimentation.

C.2 Main Experiment Setup

We use 2*A100 GPUs with 80GB memory for de-
ployment. We select 61 engineering titles from
the dataset for the subsequent experiments. The
foundation model of ArchiDocGen and Storm
powers by DeepSeek-V2.5, while LongWriter
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(a) (b)

Figure 5: Dimension evaluation of generated outlines across four dimensions, comparing ArchiDocGen with
baselines and human-authored outlines; (b) Section heading statistics for different heading levels, comparing
ArchiDocGen and baselines.

Method RAG CoT CG/ODG

Others FinanceReport (Chen et al., 2024) - - CG

Direct
Prompting

LongWriter (Bai et al., 2025) - - ODG

MM-PAW (Ramu et al., 2024) ✓ - ODG

Multi-Agent

PAD-Gen (Musumeci et al., 2024) - - CG

Agents Room (Huot et al., 2025) - - ODG

Storm (Shao et al., 2024a) ✓ ODG

Co-Storm (Jiang et al., 2024) ✓ - ODG

ArchiDocGen ✓ ✓ CG

Table 5: Comparison of different document generation
methods.

means longwriter-glm4-9b. ArchiDocGen employs
FAISS2 for indexing section contents. For vec-
tor injection, we use a combination of BCE’s3

embedding-base and reranker-base modules. In
outline generation, a Top-k strategy is adopted with
k = 4. During the SeCoT process, the frame-
work permits a maximum of 3 iterations for rea-
soning, with each reasoning cycle retrieving the
top k = 2 chunks. For the OutlineScore and Con-
tentScore evaluations, we utilize 3-shot examples
as references. During Evaluator LM judgment, i.e.
prometheus (Kim et al., 2024), the expert-defined
criteria are adopted (see Appendix E.3).

D Demo and Evaluation Platform

•Demo. Our demo allows engineers to input a title,
brief description, and optional outline for the de-
sired method statement. ArchiDocGen uses these
inputs to first create the document’s structure, then
generate section contents. As shown in Fig. 6, the
system supports post-generation refinement, offer-

2https://github.com/facebookresearch/faiss
3https://github.com/netease-youdao/

BCEmbedding

ing four functions: 1) Modify for editing specific
sections, 2) Delete for removing irrelevant or redun-
dant sections, 3) Polish for enhancing overall qual-
ity, and 4) Feedback for suggesting improvements
to continuously enhance the system. Addition-
ally, ArchiDocGen supports exporting generated
Markdown-based method statements into custom
Word templates using Pandoc 4, ensuring compli-
ance with corporate or project. The demonstration
of this interactive generation process can be seen
through https://youtu.be/PvsjOCzau9U 5.
• Evaluation Platform. To ensure unbiased and
practical feedback, we developed an evaluation
platform (see Fig. 7) for engineers to assess gener-
ated method statements. The platform presents
side-by-side comparisons of method statements
(e.g., ArchiDocGen vs. LongWriter), randomly
distributed to avoid bias. Engineers evaluate state-
ments across four dimensions—clarity, organiza-
tion, specialization, and completeness—using a
four-point scale ("Strongly Disagree" to "Strongly
Agree"). Then, the engineer are asked whether the
left side is better than the right side on these di-
mensions, and they make their own choices based
on this premise. To ensure fairness, the source of
the statements is hidden, and engineers are only
told the content is AI-generated. This blind evalua-
tion approach prevents preconceived notions from
influencing their assessments. Pairings and presen-
tations are randomized, and the platform iteratively
presents new pairs for unbiased review.

4https://pandoc.org/
5You may notice that the provided demo differs from the

version in the video. This is because, as mentioned in our
ethics statement, the data and deployment environment are
proprietary. To protect the interests of all parties, we have
chosen to demonstrate a simplified version.
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Figure 6: Screenshot of our web application used to generate method statements.

Figure 7: Comparison interface on the ArchiDocGen evaluation platform, allowing engineers to assess and rate
generated method statements across four dimensions.
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E Prompt Template

E.1 Template-based Generation

Template-based Generation

This method statement is a safety working method & procedures documents to describing the safety, environment &
quality requirements for carrying out {Title}.
The methodologies ...
The content: {Outline}

E.2 OutlineScore Prompt

OutlineScore Prompt

Evaluate the outline below on four criteria, scoring each from 1 (lowest) to 5 (highest). Use the reference outlines as
examples of top performance.

Clarity: Are main headings concise and mainly followed by secondary headings, without excessive sub-branching?
Organization: Are sections clearly distinct, with no overlaps, and do they comprehensively cover the title?
Completeness: Does the outline fully address all key points with no major gaps?
Specialization: Is the content tailored to the title, considering aspects like Work Method, Responsibility, and Quality?

Reference outline: {criteria}
Outline to evaluate: {outline}

Return only the following format:
# Clarity: [Your score here]
# Organization: [Your score here]
# Completeness: [Your score here]
# Specialization: [Your score here]

E.3 Evaluator LM Criteria

Expert-defined Criteria

Please score the construction document overall (1-5 points). Focus on the following aspects:
Completeness: Does it cover the main sections/key points, e.g., project introduction, scope of work, responsibilities,
schedule and work timelines, resource requirements, construction methods, and safety/environment/quality
considerations?
Clarity and Understandability: Is the information expressed clearly? Is the structure logical and easy to follow for
execution and supervision?
Industry Compliance: Does it comply with basic construction standards, safety, and environmental regulations? Does
it include necessary quality control measures?
Operability and Feasibility: Does the plan have practical value? Does it include executable details, timelines, and
methods?
Overall Professionalism: Is the method statement detailed, logical, and capable of meeting project needs?

score1_description: The document is almost entirely useless: it is severely lacking in critical information, with no clear
construction approach. There is a lack of necessary compliance or safety considerations, and overall quality is extremely
poor.
score2_description: The document has some ideas, but significant gaps remain: only a few core points are covered,
with many sections or critical requirements (e.g., safety, quality, environmental considerations) clearly missing. Its
practicality is very low.
score3_description: The document is generally feasible: it covers the main construction points and compliance
requirements but lacks depth or detail in some areas. There is some degree of practicality, but it still needs further
supplements or improvements.
score4_description: The document is very close to high quality: most of the content is complete, clear, and executable.
It takes safety, environmental protection, and quality management into consideration, with only minor details needing
improvement.
score5_description: The document is of excellent quality: it provides a systematic and detailed description of all aspects,
with full compliance with safety, environmental, and quality standards. Its practicality and clarity are excellent, meeting
or exceeding industry best practices.
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