EcoDoc: A Cost-Efficient Multimodal Document Processing System for
Enterprises Using LLMs

Ravi K. Rajendran*, Biplob Debnath*, Murugan Sankaradas and Srimat T. Chakradhar
Department of Integrated Systems
NEC Laboratories America Inc., Princeton, NJ
{rarajendran,biplob,murugs, chak}@nec-1labs.com

Abstract

Enterprises are increasingly adopting Gener-
ative Al applications to extract insights from
large volumes of multimodal documents in do-
mains such as finance, law, healthcare, and in-
dustry. These documents contain structured and
unstructured data (images, charts, handwritten
texts, etc.) requiring robust Al systems for ef-
fective retrieval and comprehension. Recent
advancements in Retrieval-Augmented Genera-
tion (RAG) frameworks and Vision-Language
Models (VLMs) have improved retrieval perfor-
mance on multimodal documents by process-
ing pages as images. However, large-scale de-
ployment remains challenging due to the high
cost of LLM API usage and the slower infer-
ence speed of image-based processing of pages
compared to text-based processing. To address
these challenges, we propose EcoDoc, a cost-
effective multimodal document processing sys-
tem that dynamically selects the processing
modalities for each page as an image or text
based on page characteristics and query intent.
Our experimental evaluation on TAT-DQA and
DocVQA benchmarks shows that EcoDoc re-
duces average query processing latency by up
to 2.29x and cost by up to 10x, without com-
promising accuracy.

1 Introduction

Enterprises are increasingly leveraging Generative
Al applications to process and extract insights from
vast collections of documents across domains such
as finance, legal, healthcare, and industry. These
documents contain a mixture of structured (ta-
bles, forms) and unstructured (free text, scanned,
typewritten, handwritten notes) data, requiring ro-
bust Al systems for retrieval, comprehension, and
response generation. Recent advancements in
Retrieval-Augmented Generation (RAG) (Lewis
et al., 2020) frameworks have enabled enterprises

“Equal Contribution

Text-based | Page Image | Text + Page Image | EcoDoc
Metrics (Traditional) (VLM) (Both) (ours)
Ingestion time Slow Fast Fast
Query processing time Fast Slowest Fast
Cost (LLM API usage) Low Highest Low
Accuracy Low High Highest Highest

Table 1: Comparison of document processing methods
on various metrics in the pipeline.

to integrate domain-specific retrieval with large-
scale generative models, improving contextual rele-
vance in Al-driven document understanding. How-
ever, efficiently handling multimodal enterprise
documents, those with both textual and visual el-
ements, remains a significant challenge in large-
scale deployments due to computational and cost
constraints.

Traditional document processing pipelines pri-
marily relied on text-based retrieval, where doc-
uments were parsed through Optical Character
Recognition (OCR), and the images were passed
through captioning models generating image de-
scriptions as text and stored in retrievable text
chunks for downstream processing. While effec-
tive for text-heavy documents, this approach strug-
gles with visually complex documents, where criti-
cal information is embedded in tables, charts, and
layout-specific structures. More recently, Vision-
Language Model (VLM)-based indexing and re-
trievers such as ColPali (Faysse et al., 2025) and
VisRAG (Yu et al., 2025) has emerged as a promis-
ing alternative, allowing for direct processing of
page images without explicit text extraction. This
prevents information loss that occurs during OCR-
based parsing and enables a richer, more holistic
document representation. With VLM-based page
embedding techniques, enterprises can now index
multimodal documents more efficiently, ensuring
both faster retrieval and higher fidelity in captured
information (Faysse et al., 2025).

Despite advancements in indexing techniques,
the inference phase continues to be a major bot-
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Figure 1: Illustration of EcoDoc’s effectiveness in choosing the right representation for inference. Relevant context
for the query is highlighted . (a) A query from TAT-DQA (Zhu et al., 2022) containing both tabular and textual data,
where EcoDoc opted for cost-efficient text representation over image. (b) A query from DocVQA (Mathew et al.,
2021) on a typewritten document, where despite OCR successfully extracting text, the query required position-aware
processing, leading EcoDoc to process the page as an image for improved accuracy.

tleneck in large-scale deployments. For example,
in a product catalog query scenario, we observed
that performing inference using a Vision-Language
Model (VLM) incurs approximately 40% higher
computational costs and results in twice the latency
compared to text-based inference. However, accu-
racy remains a critical factor for many enterprise
applications. To address this, some enterprises (An-
thropic, 2024) adopt a dual representation strategy,
where each document page is processed as both text
and image during inference. While this approach
enhances accuracy, it substantially increases com-
putational costs and latency. Table 1 presents a
comparative analysis of cost, latency, and accuracy
trade-offs across different multimodal document
processing approaches.

To optimize the inference phase, this paper intro-
duces EcoDoc, a system that dynamically selects
the most efficient representation of a document
page for processing through Large Language Mod-
els (LLMs). Based on the context of pages relevant
to a given query, EcoDoc adaptively chooses be-
tween image or text. This adaptive strategy main-
tains the accuracy benefits while significantly en-
hancing inference speed and reducing computa-
tional costs. As a result, it enables scalable, cost-
effective, and accurate document processing for
large-scale enterprise applications.

Figure 1 illustrates EcoDoc’s effectiveness in se-
lecting the optimal representation during inference.
In Figure 1(a), EcoDoc determines that text-based
processing is sufficient, enabling lower-cost infer-
ence while maintaining accuracy comparable to
the image-based approach. On the other hand, in
Figure 1(b), EcoDoc selectively opts for image-

based processing despite its higher computational
cost, ensuring a more accurate response when nec-
essary. This adaptive selection strategy optimizes
both efficiency and accuracy based on the specific
requirements of the query.

In summary, our contributions in this paper are
as follows:

* We propose EcoDoc, a multimodal document
processing system designed to optimize cost
and latency for large-scale enterprise deploy-
ments.

* EcoDoc introduces a dynamic modality selec-
tor that intelligently chooses between process-
ing each page as an image or text based on the
query and the content of the retrieved pages.

* We evaluate EcoDoc on two benchmarks -
DocVQA (Mathew et al., 2021) and TAT-
DQA (Zhu et al., 2022), highlighting sig-
nificant cost savings (up to 10x) and query
processing time improvement (up to 2.29x)
while maintaining comparable accuracy.

2 EcoDoc System

In this section, we introduce EcoDoc, as shown
in Figure 2. EcoDoc extends the Retrieval-
Augmented Generation (RAG) framework (Lewis
et al., 2020) to handle multimodal enterprise doc-
uments. It operates in two phases: the indexing
phase and the question-answering phase.

2.1 Indexing (Data Ingestion)

In the indexing phase, documents undergo an of-
fline preprocessing step to optimize retrieval effi-
ciency during inference. Rather than applying a
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Figure 2: EcoDoc system workflow. The left side shows the document ingestion pipeline, while the right side illus-
trates the query-answering pipeline. The modality selector dynamically selects the appropriate page representation
(i.e., image or text) to be processed by the LLM for generating the answer.

multi-stage pipeline involving Optical Character
Recognition (OCR), layout analysis, image cap-
tioning, and text chunking for every page, EcoDoc
adopts a simplified yet effective approach by con-
verting each page into an image, as proposed in
ColPali (Faysse et al., 2025). This image represen-
tation is then processed through a vision-language
model (VLM), which generates dense embeddings
that capture both textual and visual semantics in
a unified representation. These embeddings are
stored in a vector database. By leveraging page-
level embeddings, EcoDoc avoids the computa-
tional overhead of extracting and processing in-
dividual text and visual elements.

2.2 Question Answering

The question-answering process begins with the
retrieval stage, where a retriever selects the most
relevant pages from a vector database in response to
a given textual query. EcoDoc performs a similarity
search over the precomputed page embeddings to
identify the top-k pages that are most relevant to
the query. These top-k pages then serve as input to
the next phase, where answers are generated using
large language models (LLMs).

2.2.1 Challenges

Traditionally, page images are passed into the LLM
for answer generation. However, processing im-
ages directly is considerably more time-consuming
and expensive than using their textual counterparts.
Our observations indicate that leveraging page im-
ages instead of their text versions results in a 2 X
increase in average query processing latency and

a 40% rise in average cost. This disparity arises
because visual data demands greater computational
resources and processing power, making image-
based queries less efficient.

Notably, not every query necessitates processing
the page image. Some queries can be adequately
answered using only the text extracted from the
page image, while others require the richer con-
text provided by the visual representation. For in-
stance, questions related to visual structure, layout,
or non-textual elements of a page may benefit from
image-based processing. Conversely, queries cen-
tered on textual content can often be resolved more
efficiently using the text version alone.

By dynamically selecting the appropriate rep-
resentation - either the page image or its textual
version for each query, we can significantly reduce
both the processing time and cost associated with
answer generation. The challenge, however, lies in
determining when to rely on the image and when to
use the text. To address this, EcoDoc employs a so-
phisticated hybrid approach. It analyzes the content
of the retrieved pages, interprets the intent behind
the user query, and strategically decides whether
to process the image or the text. This strategic se-
lection optimizes resource usage while ensuring
accurate and efficient answers.

Now, we describe how EcoDoc addresses these
problems by analyzing the contents of the retrieved
pages, the intent of the user query, and finally tak-
ing a hybrid approach in the following section.
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2.2.2 Selecting Right Modality

Given a query, EcoDoc first determines the most
suitable representation - image or text, for gener-
ating the answer. Although it could rely on LLMs
to make this decision directly, invoking the LLM
for every query would significantly increase both
cost and processing time. To address this challenge,
EcoDoc employs a more efficient, precomputed ap-
proach by generating two distinct lists of potential
questions: one comprising questions best answered
using images and the other containing questions
that are more effectively addressed through textual
representations.

EcoDoc utilizes a Query-Intent Classifier that
leverages the following prompt to pre-generate a
set of representative queries using an LLM.

Prompt for generating list of queries

You are an expert in document understanding. Your task
is to generate representative user queries that would be
issued to a document question-answering system. For
each query, classify the preferred modality required to
answer it accurately:

e "text"”: The query can be answered reliably using
only OCR-extracted plain text from the document.

e "pageimage”: The query requires visual cues
such as layout, spatial relationships, formatting, tables,
handwritten elements, or other non-textual features.

Generate a list of 10 diverse queries for each modality.
For each query, provide a short explanation of why the
specified modality is required.

Expected JSON Output Format:

{
"text_samples”: [
{ "query"”: "...", "reason": "..." },
:lr
"pageimage_samples”: [
{ "query"”: "...", "reason": "..." },
]
3

Table 2 shows a set of sample queries generated
by the LLM. Questions that involve understanding
the visual layout, spatial relationships, or visual
characteristics of the page often require processing
the image representation. In contrast, queries that
focus on retrieving specific facts or textual infor-
mation can typically be answered more efficiently
using the text version. For example, questions like
“Is there a signature at the bottom?” or “What color
is the chart?” rely on visual cues from the image,
whereas queries such as “List all items in the table”

Sample Queries

Text-based Inference

1. What is the invoice number?

2. What is the date of the document?
3. Who is the sender of the letter?

4. List all line items in the invoice.

5. What is the total amount due?

6. What is the shipping address?

7. What is the name of the customer?
8. What are the terms and conditions?
9. What is the product description listed?
10. Who signed the contract?

Image-based Inference

1. Is there a signature at the bottom of the page?
2. What color is the chart in the top-right corner?
3. How many tables are present in the document?
4. Is there a company logo on the first page?

5. What is the title at the top of the document?

6. Which section is in bold and underlined?

7. Is there a table with three columns on the page?
8. Does the document include any handwritten notes?
9. What is the label directly above the chart?

10. Is the footer visible on the page?

Table 2: Sample query set generated by the LLM for the
Query-Intent Classifier.

or “What is the invoice number?” can be addressed
directly from the text data.

To classify a new query, EcoDoc computes query
text embedding and compares it against the embed-
dings of the pre-generated questions in both lists.
The similarity between the query embedding and
each question embedding is computed. For each
modality class, the similarity scores across all asso-
ciated questions are averaged. The corresponding
class - image or text, with the highest averaged
similarity is then assigned to the query, guiding
the decision on whether to process the each of the
retrieved pages as an image or text.

If the decision is to use the image representation,
the page is directly fed as an image to the LLM
to generate an answer. On the other hand, if text-
based processing is selected, additional steps are
taken to ensure that the extracted text is relevant
to the query. To facilitate this, EcoDoc employs a
Page Content Analyzer that utilizes a layout detec-
tor to determine the presence of textual content on
the page. If text is detected, the page is processed
using an OCR engine to extract the text. The ex-
tracted content is then evaluated for relevance to the
original query using semantic similarity, computed
by the Text Relevance Scorer. If the similarity score
exceeds a predefined threshold (empirically set to
0.45), the OCR-extracted text is used to generate
the answer. Otherwise, the page is processed as an
image to ensure that any important visual context
is not overlooked.

This hybrid decision-making process enables
EcoDoc to balance computational efficiency, cost,
and answer accuracy. Visually rich or non-textual
pages are processed as images to retain critical con-
text, while pages with relevant, structured text are
handled via faster, more cost-effective text-based
inference. This adaptive strategy reduces the re-
liance on expensive image processing while im-
proving the relevance and quality of the answers
generated.
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3 Performance Evaluation

To assess the performance of EcoDoc, we report
the system’s efficiency - measured by latency and
cost and the accuracy of the generated responses.
Response accuracy is evaluated through manual
inspection of the generated results.

3.1 Datasets

To evaluate the effectiveness of EcoDoc, we
benchmark against two widely used datasets:
DocVQA (Mathew et al.,, 2021) and TAT-
DQA (Zhu et al., 2022). These datasets are ideal for
evaluating document-and-query-dependent modal-
ity selection, as they represent a diverse mixture
of textual and visual elements, including images,
charts, tables and handwritten texts. TAT-DQA,
with its emphasis on financial documents, con-
tains structured text-heavy and tabular data, while
the DocVQA, focused on industrial documents, in-
cludes more visually rich scanned, typewritten and
handwritten texts, offering a balanced evaluation
set across different document types.

3.2 Experiment Setup

In the experimental setup, we utilize the Col-
Pali (Faysse et al., 2025) framework provided by
Byaldi' for indexing. The dataset consists of pages
stored as images, which are used to create the em-
beddings. Since the indexed data only stores com-
pact page embeddings rather than full document
images, the system maps the retrieved embeddings
back to their corresponding original documents and
pages based on the mapping established during data
ingestion. EcoDoc’s retriever module ensures that
the exact source pages are fetched for further pro-
cessing. Only the top k retrieved pages are passed
to the response generation phase and in our experi-
ments, we evaluate top-1 and top-4 retrieval results.
For generating responses, we specifically use GPT-
40 (OpenAl, 2024), leveraging its capabilities to
process the retrieved context and produce accurate
answers. We use processing document pages as
images as the baseline for comparison.

3.3 Results

In this work, our primary focus is on optimizing
inference cost rather than enhancing retrieval accu-
racy. To ensure a fair evaluation of our proposed
techniques, we report accuracy and inference cost
metrics only for queries where the top-k retrieved

"https://github.com/AnswerDotAI/byaldi

Method DocVQA TAT-DQA

k=1 k=4 k=1 k=4
Baseline 0.52 0.73 0.66 0.70
EcoDoc 0.52 0.73 0.65 0.69

Table 3: Query response accuracy

pages contain the necessary context required to gen-
erate a correct response using LLMs. By narrowing
our evaluation to these cases, we can better isolate
the impact of inference cost optimization without
conflating it with potential retrieval errors.

3.3.1 Query Response Accuracy

To evaluate response accuracy, we compare
EcoDoc’s adaptive inference strategy against a
baseline on the DocVQA and TAT-DQA bench-
marks across varying retrieval depths (kK = 1 and
k = 4). As shown in Table 3, EcoDoc achieves ac-
curacy on par with the baseline while significantly
reducing reliance on image-based processing. On
DocVQA, EcoDoc matches the baseline perfor-
mance with accuracy scores of 0.52 and 0.73 for
k = 1 and k = 4, respectively. On TAT-DQA,
EcoDoc attains scores of 0.65 and 0.69, closely
approximating the baseline’s 0.66 and 0.70. These
results indicate that EcoDoc incurs only a marginal
1% reduction in accuracy on TAT-DQA, demon-
strating its effectiveness in maintaining high answer
quality while optimizing processing efficiency.

3.3.2 Inference cost

To evaluate the inference efficiency, we measure
and report the latency and LLM API usage costs for
both the baseline and EcoDoc. Figure 3 presents
the average response time, showing that while the
baseline approach (processing pages as images)
achieves high accuracy, it also incurs the highest
latency due to the computational need for image-
based processing. Similarly, Figure 4 shows the
normalized compute cost per query, where EcoDoc
demonstrates significantly lower processing costs
by efficiently prioritizing text-based inference.

In TAT-DQA, EcoDoc reduced latency by 1.35 x
and lowered costs by 10x compared to the baseline.
In DocVQA, EcoDoc achieved a 2.29 x reduction
in latency, while cost savings reached 4.17x. The
high cost savings in TAT-DQA can be attributed
to the higher proportion of text-based processing,
which is cheaper. However, the higher latency is
due to the complexity of the queries, which re-

1534


https://github.com/AnswerDotAI/byaldi

4.15
DocVQA

4.51
TAT-DQA

[

2 3 4 5
Latency (in seconds)

= Baseline e EcoDoc

Figure 3: Latency comparison on TAT-DAQ and
DocVQA datasets.

quire more reasoning and produce longer outputs,
thereby increasing inference time. Conversely, in
DocVQA, the relatively lower cost savings stem
from increased reliance on image-based process-
ing. Nevertheless, the queries in DocVQA require
more concise information retrieval, contributing to
faster inference. These improvements are driven
by EcoDoc’s dynamic modality selection, which
prioritizes text processing when sufficient and se-
lectively applies image-based inference only when
necessary, optimizing both cost and latency.

3.4 EcoDoc Deployment

We describe a deployment use case where EcoDoc
is utilized to analyze an extensive product catalog
encompassing shipping and packing supplies, as
well as other industrial supplies and bulk business
goods. The catalog contains thousands of products,
each accompanied by a brief description, weight,
dimensions, product images, and pricing informa-
tion. As shown in Figure 5, a user poses the query
“What can I use to ship my guitar?”’. EcoDoc pro-
cesses the query and retrieves two relevant products
from the catalog, suitable for shipping both small
and large guitars. Additionally, EcoDoc presents
brief information about each recommended prod-
uct, including its description and specifications. To
enhance user confidence and ensure transparency,
EcoDoc also displays corresponding product im-
ages, allowing the user to visually verify the items
and confirm their suitability for shipping needs.
Overall, using EcoDoc reduced deployment costs
by 70% and processed queries twice as fast com-
pared to the baseline, where each page was always
processed as an image.

DocVQA
0.24

1
TAT-DQA
0.1

0.2 0.4 0.6 0.8 1
Cost (normalized to 1)

o

= Baseline = EcoDoc

Figure 4: Relative cost comparison on TAT-DAQ and
DocVQA datasets.

Documents

T

Total number of pages: 200 Processing time: 63.893 seconds

Query

What can | use to ship my guitar?

Response

You can use the Electric Guitar Box (IEZEEEHD or the Guitar Box (EEZEEH) to ship your guitar. The Electric Guitar Box is 18 x 6 x 45
inches and holds 2.8 cubic feet, while the Guitar Box is 20 x 8 x 50 inches and holds 4.6 cubic feet. Both are suitable for shipping
quitars.

Relevant page
=

Figure 5: Deployment use case of EcoDoc analyzing a
product catalog to identify suitable shipping supplies for
a guitar, presenting relevant products with descriptions,
specifications, and images to assist the user in making
informed decisions.

4 Related Work

Multimodal document processing has garnered sig-
nificant attention due to its potential in handling di-
verse tasks across text and image modalities. Multi-
modal retrieval encompasses tasks such as identify-
ing texts that respond to queries related to specific
images (Hu et al., 2023a; Luo et al., 2023), retriev-
ing text-image pairs for question answering (Chang
et al., 2022), and finding images that match textual
descriptions (Han et al., 2017). To address the di-
verse nature of these tasks, UniIR Wei et al. (2023)
proposed a universal multimodal retrieval model
capable of handling a wide range of retrieval sce-
narios across modalities.

The integration of retrieved multimodal infor-
mation has proven beneficial for applications like
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in-context learning (Tan et al., 2024; Liu et al.,
2023) and knowledge incorporation (Hu et al.,
2023b; Luo et al., 2021), with use cases spanning
from answer generation to image synthesis (Shar-
ifymoghaddam et al., 2024). However, much of
the existing research relies on curated academic
datasets, where modalities are neatly separated,
preprocessed, and aligned (e.g., images with cor-
responding captions). This structured setup does
not fully align with real-world retrieval-augmented
generation (RAG) scenarios, where documents of-
ten present unstructured and interleaved modalities.

Recent advancements aim to mitigate these chal-
lenges by developing models that encode entire
document images directly for retrieval tasks. For
instance, DSE (Ma et al., 2024), ColPali (Faysse
et al., 2025) and VisRAG (Yu et al., 2025) sim-
plify the RAG pipeline by treating documents as
images, reducing preprocessing complexity and
streamlining retrieval. Nevertheless, these methods
introduce new challenges, such as increased query
processing times and higher costs associated with
large language model (LLM) API usage.

In light of these limitations, EcoDoc proposes
a dynamic strategy that intelligently determines
when to input image data or text data into the LLM.
By evaluating query-specific factors such as con-
tent complexity and multimodal context, EcoDoc
optimizes the decision-making process to reduce
LLM API usage cost and processing overhead.
This strategy not only enhances system efficiency
but also strikes a balance between leveraging vi-
sual and textual information, ensuring improved
performance and cost-effectiveness in multimodal
document processing.

5 Conclusion

In this work, we introduced EcoDoc, a cost-
efficient system for multimodal document process-
ing that optimizes inference by leveraging docu-
ment structure and query intent. By incorporat-
ing text-to-visual density analysis, query-to-page-
text semantic similarity, and query intent classifica-
tion, EcoDoc significantly reduces latency and cost
while preserving high accuracy during inference.
EcoDoc effectively balances cost and performance,
surpassing systems that process multimodal docu-
ments solely as images. Through evaluations on
datasets from diverse domains, we showed that
EcoDoc achieves substantial efficiency improve-
ments without sacrificing response quality.
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