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Abstract

Propaganda, a pervasive tool for influenc-
ing public opinion, demands robust auto-
mated detection systems, particularly for under-
resourced languages. Current efforts largely
focus on well-resourced languages like English,
leaving significant gaps in languages such as
Arabic. This research addresses these gaps
by introducing MultiProp Framework, a cross-
lingual meta-learning framework designed to
enhance propaganda detection across multiple
languages, including Arabic, German, Italian,
French and English. We constructed a mul-
tilingual dataset using data translation tech-
niques, beginning with Arabic data from PTC
and WANLP shared tasks, and expanded it with
translations into German Italian and French,
further enriched by the SemEval23 dataset.
Our proposed framework encompasses three
distinct models: MultiProp-Baseline, which
combines ensembles of pre-trained models
such as GPT-2, mBART, and XLM-RoBERTa3;
MultiProp-ML, designed to handle languages
with minimal or no training data by utiliz-
ing advanced meta-learning techniques; and
MultiProp-Chunk, which overcomes the chal-
lenges of processing longer texts that exceed
the token limits of pre-trained models. To-
gether, they deliver superior performance com-
pared to state-of-the-art methods, representing
a significant advancement in the field of cross-
lingual propaganda detection.

1 Introduction
Propaganda detection in text has gained signifi-
cant attention, driven by the need to identify biased
or misleading content across various platforms.
While progress has been made, research remains
predominantly focused on English, leaving other
languages, especially those with fewer resources,
under-explored. The lack of annotated datasets in
these languages poses a significant challenge to
developing effective detection systems.

To address this challenge, various data augmen-
tation techniques, such as oversampling (Chavan
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and Kane, 2022), and data translation (Amihaesei
et al., 2023), have been explored.

However, annotated resources for low-resource
languages remain a significant challenge, emphasiz-
ing the need for more comprehensive frameworks.

In addition, studies have shown that while data
augmentation can boost performance, an excess
can lead to issues like label loss in translated texts.
This underscores the need for models capable of
learning from limited samples or adapting to new
tasks with minimal training, paving the way for
zero-shot and few-shot learning approaches. Our
contributions to this field include:

1. MultiProp Dataset: We introduce MultiProp,
a combined dataset that integrates data from the
PTC dataset (Martino et al., 2020), SemEval 2023
(Piskorski et al., 2023) , and WANLP (Mittal and
Nakov, 2022), resulting in a robust multilingual
dataset that includes Arabic, addressing the data
scarcity in low-resource languages.

2. MultiProp-Baseline: Our base model allows
for flexibility in choosing between three ensemble
architectures, combining transformer-based mod-
els, GloVe (Pennington et al., 2014) embeddings,
and FastText (Bojanowski et al., 2017) to harness
their collective strengths.

3. MultiProp-Chunk: To overcome the limita-
tions of pre-trained models with long texts, we
developed MultiProp-Chunk, which segments text
into chunks, preserving textual continuity across
segments.

4. MultiProp-ML(MetaLearner): Our model em-
ploys few-shot and zero-shot learning across seven
languages, consistently outperforming strong en-
semble baselines, including Multilingual BERT !,
XLM-RoBERTa % and GPT2 3 as well as monolin-

"https://huggingface.co/google-bert/
bert-base-multilingual-uncased

2https://huggingface.co/FacebookAI/
x1lm-roberta-large

3https://huggingface.co/openai—community/
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gual models trained on Arabic *.

5. Ensemble Models: We investigated various
ensembling strategies, combining the strengths of
multiple pre-trained models across encoder-based,
decoder-based, and hybrid architectures, as well as
both multilingual and monolingual models. For
final predictions, we utilized an additional en-
semble of machine learning classifiers, including
SVM (Chang and Lin, 2011) and Random Forest
(Breiman, 2001), to enhance performance across
diverse linguistic contexts.

2 Related Work

Propaganda detection in text has garnered signif-
icant attention due to the need to identify biased
or misleading content. Despite advancements in
English, low-resource languages lack annotated
datasets, limiting detection system development.

Early efforts, such as (Barrén-Cedeno et al.,
2019), used binary classification (propaganda vs.
non-propaganda), while (Habernal et al., 2017) an-
notated a corpus with five fallacies tied to propa-
ganda techniques. NLP4IF-2019 (Da San Mar-
tino et al., 2019) marked a milestone by curating a
dataset of 18 persuasive techniques within English
news articles, forming a foundation for further re-
search.

Recent advancements, including SemEval23
(Piskorski et al., 2023), have extended propaganda
detection to multilingual contexts. In contrast, re-
search involving Arabic has been sparse, with no-
table exceptions such as the WANLP 2022 Shared
Task for Arabic propaganda detection (Mittal and
Nakov, 2022). However, the data provided for Ara-
bic in these tasks has been limited and suffers from
imbalanced labels, which magnifies the challenge
of training effective models.

Cross-lingual transfer and data-efficient mod-
els offer promising solutions by leveraging knowl-
edge from resource-rich languages. Data augmenta-
tion methods, such as (back)translation, play a cru-
cial role in cross-lingual propaganda detection, en-
abling the creation of additional samples to expand
datasets for low-resource languages (Hromadka
et al., 2023; Falk et al., 2023).

Building upon these methods, recent advance-
ments in the field have focused on leveraging cross-
lingual transfer learning and meta-learning ap-
proaches. For example, LaBSE (Feng et al., 2020)

gpt2-large
*https://huggingface.co/aubmindlab/
aragpt2-mega-detector-long

enhances performance for low-resource languages
by integrating pre-training with dual-encoder fine-
tuning. Researchers like (Brown et al., 2020) and
(Lauscher et al., 2020) have addressed the chal-
lenges of domain shifts across languages, high-
lighting the effectiveness of few-shot and zero-shot
learning techniques to minimize dependence on
extensive annotated data.

Additionally, (Nooralahzadeh et al., 2020) in-

troduced cross-lingual meta-learning architectures
designed to optimize learning with minimal train-
ing instances.
The field has also seen the adoption of ensem-
ble learning techniques to boost model perfor-
mance. Methods such as boosting, exemplified
by AdaBoost (Freund et al., 1996), and bagging
approaches (Breiman, 1996) like random forests
(Breiman, 2001), combine multiple models to en-
hance classification accuracy. Voting methods,
both hard and soft (Kandasamy et al., 2021), aggre-
gate predictions from various classifiers to achieve
better performance. Stacking, as described by
(Ting and Witten, 1997), employs a meta-learner
to integrate outputs from base models, thereby im-
proving robustness and generalization.

A significant challenge remains the 512-token
limit of pre-trained transformer models like BERT,
which can lead to the loss of essential contextual
information when longer documents are truncated
(Xie et al., 2020). Although Longformer (Belt-
agy et al., 2020) mitigates this issue with a global
attention mechanism to handle longer texts, it of-
ten requires task-specific adjustments that are not
universally applicable. Inspired by the approach
in (Pappagari et al., 2019), which splits text into
fixed-size overlapping segments and uses BERT to
extract segment-level representations, followed by
an LSTM layer (Hochreiter, 1997) or small trans-
former model to generate document-level embed-
dings,We developed a similar approach by replac-
ing the LSTM and transformer with an attention
layer to process segment-level embeddings. Addi-
tionally, we maintained the use of overlapping seg-
ments to ensure context is preserved across chunks.
By leveraging ensemble methods and cross-lingual
transfer learning, our work seeks to improve model
adaptability and accuracy across diverse languages
and text lengths.

3 MultiProp Data

The primary goal of our study was to address the
shortage of Arabic propaganda detection datasets.



Building on this foundation, we expanded our re-
search to develop a cross-lingual propaganda de-
tection framework that includes Arabic, a language
often underrepresented in previous studies on per-
suasion techniques.To achieve this,we combined
datasets from various shared tasks to create the Mul-
tiProp dataset, a multilingual resource supporting
diverse languages, which includes 18 final labels
corresponding to different propaganda techniques.
Table 1 provides statistics for MultiProp and its
sources. The MultiProp dataset includes:
Arabic:This dataset was sourced from the
WANLP22 shared task and augmented with trans-
lated PTC-SemEval20 data. Preprocessing steps
included standardizing labels, replacing links with
"URL and * @name’ with "USR’, and filtering out
instances that lacked any techniques (labeled as 'no
technique’).

German: This dataset is compiled from the Se-
mEval2023 shared task dataset and translated PTC-
SemEval20 data. To align the labels with other
datasets, redundant techniques were removed, and
instances without any remaining techniques were
discarded. The test data comprises translated PTC
English data.

English: Derived from SemEval23 data and supple-
mented with German data translated into English.
Preprocessing included URL removal and standard-
ization.

French: Sourced from SemEval23 and harmonized
with the translated PTC data.

Italian: Also drawn from SemEval23 and aligned
with the translated PTC data.

Polish and Russian: The development sets from
SemEval23 were included and used as test sets, as
the SemEval23 test sets are not accessible. This
allows for evaluating model performance on "sur-
prise" languages that were not seen during training.
For detailed statistics on the MultiProp dataset and
the number of instances for each language, refer to

Table 4 in the appendix.
Table 1: Dataset statistics for MultiProp and its sources.

Dataset Train | Dev | Test | Num Classes Source
WANLP (ar) 504 | 52 52 21 Tweets
PTC(en) 293 57 101 18 News Articles
SemEval23(en) | 446 90 54 23 News Articles
SemEval23(de) | 132 45 50 23 News Articles
MultiProp (ar) | 517 68 68 18 Tweets & Articles
MultiProp (en) | 488 143 | 101 18 News Articles

4 Methodology

The MultiProp Framework, depicted in Figure
1, comprises three variants: MultiProp-Baseline,

MultiProp-ML, and MultiProp-Chunk.While
MultiProp-Baseline maintains a consistent core
architecture, MultiProp-ML and MultiProp-Chunk
introduce additional steps to address specific
challenges. Our approach integrates GloVe and
FastText embeddings (GloFast) with transformer
models to build three ensemble architectures:
encoder-based, decoder-based, and hybrid, uti-
lizing Use-FFN and Skip-FFN methods for final
predictions.

The systems were evaluated in two settings: zero-
shot, where models were trained exclusively on
English and German data, with Arabic as the target
language and French, Italian, Polish, and Russian
included in the evaluation to assess their ability to
generalize across diverse languages; and few-shot,
where models were trained on extensive English
data and a limited number of instances (5-shot, 4
ways) from Arabic, German, French, and Italian
datasets, with Polish and Russian included as sur-
prise languages in the testing phase. We will now
discuss the three developed systems in detail:

4.1 MultiProp-Baseline

The MultiProp-Baseline model features two key
components: embeddings generation and predic-
tions aggregation. In the embeddings generation
phase, textual content is converted into numerical
representations through various embedding tech-
niques. The predictions aggregation phase then
combines these representations using multiple en-
semble methods to produce the final predictions.

4.1.1 Embeddings Generation

We explore a variety of embedding techniques,
from traditional methods like TF-IDF to advanced
approaches such as Word2Vec (Mikolov et al.,
2013), GloVe (Pennington et al., 2014), FastText
(Bojanowski et al., 2017), and transformer-based
models (Vaswani et al., 2017). Our novel ap-
proach integrates these baseline techniques with
transformer-based embeddings to rich, nuanced
representations that combine different levels of se-
mantic information, strengthening its capacity to
understand and process the input data across differ-
ent languages.

a) GloFast Embedding: For generating word
embeddings, we combined GloVe and FastText
models, training them on the MultiProp dataset,
which encompasses English, Arabic, and German
texts. The preprocessing steps involved lowercas-
ing, retaining stop words, removing punctuation,
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Figure 1: An Overview of MultiProp Framework

and handling out-of-vocabulary (OOV) words. The
embeddings from both models were concatenated
to form unified vectors, either 600 dimensions (300
from GloVe and 300 from FastText) or 200 dimen-
sions (100 from each), and were integrated with
transformer-based embeddings to improve pattern
recognition in the text.

b) Transformer-Based Embedding: Trans-
former models, such as BERT (Devlin, 2018) and
GPT (Radford et al., 2019), utilize self-attention
mechanisms to capture both global and local word
dependencies. Drawing inspiration from prior re-
search that highlights the benefits of combining
diverse embedding methods (Sifa et al., 2019),
(Heinisch et al., 2023), our approach integrates
transformer-based models with GloFast embed-
dings. To enhance our classifiers’ ability to capture
complex patterns in text, we employed three types
of ensembles: encoder-based, decoder-based, and
hybrid architectures.
1. The encoder-based ensemble model integrates
multilingual transformers like mBERT (Devlin,
2018) and XLM-RoBERTa (Conneau et al., 2019),
along with monolingual models such as AraBERT
(Antoun et al., 2020). Pretrained on masked lan-
guage modeling tasks across up to 104 languages,
these models excel in cross-lingual transfer learn-
ing.

2. The decoder-based ensemble model utilizes
GPT variants, including GPT-2 medium, GPT-2

10

large, and AraGPT?2 (Radford et al., 2019). While
GPT-2 models are primarily pretrained on English,
AraGPT?2 extends this to Arabic, and these models
leverage decoder architectures for text generation.
They are well-suited for generating coherent text,
summarization, and translation tasks, with their
multilingual capabilities enhancing their overall
performance.

3. The encoder-decoder-based ensemble
model (hybrid) combines models like mBARTS50
(Tang et al., 2020) and mT5 (Xue et al., 2020), pre-
trained on sequence-to-sequence tasks across up to
101 languages. This hybrid approach merges the
strengths of both encoder and decoder architectures,
making it highly effective for translation, summa-
rization, and text generation. AraBART (Eddine
et al., 2022) is also included for enhanced support
of Arabic.

4.1.2 Predictions Aggreagation

The combined embeddings are fed into classifiers
or meta-estimators. These classifiers include tradi-
tional machine learning algorithms such as Support
Vector Machines (SVM) (Chang and Lin, 2011),
Logistic Regression (LR) (Cox, 1959), and Ran-
dom Forest (RF) (Breiman, 2001). Alternatively,
these machine learning models function as meta-
estimators when trained on the predictions gen-
erated by base classifiers (also known as level-0
classifiers), such as the Feed-Forward Neural Net-
work (FFN) in our approach, further refining and



improving final prediction accuracy. For prediction
aggregation, we employ two key methods:

a) Use-FFN Method In this method, the com-
bined embeddings are first passed through a fully
connected neural network (FFN) with three linear
layers and two ReLU activation functions, serving
as the base learner. Adopting a stacking approach,
predictions from various transformer-based models
(PLMs), each paired with an FFN, are aggregated
to form a new dataset. To formalize, let E; prm ;
denote the embedding of the ¢-th instance produced
by the j-th transformer model in the ensemble. The
final embedding for the ¢-th instance is computed as
follows. For each model j, concatenate the model’s
embeddings with GloVe and FastText embeddings:

E; final; = EipLm; © EiGlove © Ei FastText

The concatenated embeddings Eiﬁna]j for each
model j are then passed through their respective
feed-forward networks (FFNs). Each FFN outputs
logits, which are then transformed into prediction
probabilities for each label by applying a sigmoid
activation function:

Yi,j = o (Prex;)

where Prpn; represents the logits output by the
FEN of the j-th model.

A threshold of 0.5 is applied to each label’s pre-
diction to select the most confident predictions,
ensuring stable and accurate outputs for creating
the new dataset. This dataset, containing the gold
labels, combines predictions from different models
within the ensemble.

Finally, predictions from multiple level-1 clas-
sifiers (meta-estimators) are aggregated for each
label using majority voting. Let gjgm) represent the
prediction from the m-th classifier for the ¢-th input
text. The final prediction is determined as:

1 M (m) 1
final _ pm s
¥i I<M > 9" = 2) (D

m=1
where M is the number of classifiers, and I(-) is
the indicator function that outputs 1 if the condition
is true and O otherwise.

This ensemble incorporates various classifiers,
including Support Vector Machine (SVM) (Chang
and Lin, 2011), Logistic Regression (LR) (Cox,
1959), Random Forest (RF) (Breiman, 2001), Gaus-
sian Naive Bayes (Jahromi and Taheri, 2017) and
XGBoost . Additionally, a hard voting approach
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is employed to aggregate the outputs of the meta-
estimators. This ensemble method proved effec-
tive in detecting propagandistic techniques in news
articles and tweets, resulting in a significant im-
provement in the overall F1 score by over 13%,
demonstrating its robustness in multi-label classifi-
cation tasks.

b) Skip-FFN Method The Skip-FFN method
leverages embedding features to train multiple ma-
chine learning models that act as classifiers. This
approach can be implemented in two ways: either
by training each classifier to recognize patterns
across all classes using non-linear kernels or by
training each model as a binary classifier, focusing
on individual classes. In this ensemble method, em-
beddings from various models, including GloFast
embeddings, are concatenated for each classifier.
This approach supports both monolingual and mul-
tilingual models, corresponding to three ensemble
architectures: encoder-based, decoder-based, and
hybrid models. The diversity of these models en-
hances the ability of classifiers to identify patterns
across languages, improving the classification of
text into different propaganda techniques.

The selection of models for multilingual propa-
ganda detection is guided by recent research (Hro-
madka et al., 2023) and depends on the research
objectives, target languages, and dataset charac-
teristics. In our approach, we combined multilin-
gual models with Arabic monolingual models to
enhance performance in Arabic while ensuring con-
sistent accuracy across all languages and avoiding
bias toward any particular language.

The predictions from the classifiers, whether
trained on all classes or as binary classifiers, are de-
noted as Psvm, PLr, Prr, PxGB, PGaus correspond-
ing to the outputs of Support Vector Machine
(SVM), Logistic Regression (LR), Random For-
est (RF), XGBoost (XGB), and Gaussian Naive
Bayes (Gau) models, respectively. These predic-
tions are processed and aggregated for each label.
A threshold of 0.35 is applied to each prediction:

i = 1(P™ > 0.35)

where P;" represents the prediction probability
for the i-th instance from the m-th classifier.

(m)
(2

After applying the threshold, the final prediction
is generated through majority voting, as defined in
Equation 1, which combines the predictions from
all classifiers to enhance reliability.



To tackle the issue of imbalanced label distribu-
tion, which is typical in multi-label classification
tasks, class weights are adjusted using the Class
Weights Based on Frequency (CWBF) approach
(Kim and Bethard, 2020). The weight for each
class ¢ is computed as follows:

Wi — Jmax
P =
fi

where f; is the frequency of class ¢ in the training
data, and fix is the frequency of the most com-

mon class. This weighting scheme ensures that less
frequent classes are given higher importance, re-
ducing the likelihood of misclassification for these
underrepresented classes. The computed weights
are then applied during training with the Binary
Cross-Entropy Loss with Logits, which is used as
the loss function (see Appendix B.1 for further de-
tails).

4.2 MultiProp-ML

Meta-learning, often referred to as "learning-to-
learn," focuses on creating models capable of
quickly adapting to new tasks or domains with
minimal labeled data, while avoiding overfitting
(Nooralahzadeh et al., 2020). This adaptability
is achieved by training the model during a meta-
learning phase on a diverse set of tasks, equipping
it to rapidly adjust to new tasks with only a few
examples. Our approach employs a gradient-based
meta-learning technique, explicitly optimizing the
model for fast adaptation with minimal data, even
in zero-shot settings where no labeled samples of
the target language are available.

To this end, we present MultiProp-ML, a cross-
lingual meta-learning model designed for adapt-
ability. Ensemble models are initially pre-trained
on English datasets to establish a robust linguistic
foundation, then fine-tuned to effectively transition
and adapt to low-resource languages.

During the meta-learning phase on auxiliary
languages, the models are trained on batches of
tasks, each derived from randomly sampled subsets
of development data from auxiliary low-resource
languages. For each task, a portion of the data
(D¢rain) s used to update the model’s parameters
via gradient descent, and task-specific losses are
computed based on this data. These losses are
then summed across tasks to calculate a meta-loss,
which is used to further update the model’s param-
eters. In the few-shot learning stage, the models
are evaluated on the target language (Arabic) using
a labeled subset of the target language( D), after

the meta-learner has been trained on labeled sam-
ples ( (D¢yqin) from the same language to simulate
real-world conditions.

Alternatively, in the zero-shot setting, we utilize
pseudo-labeling by generating pseudo-labels from
high-confidence predictions (above a threshold of
0.6). These pseudo-labels are iteratively used to
refine the model’s performance, following the ap-
proach of (Awal et al., 2023).

4.2.1 MultiProp-ML Algorithm

As shown in Algorithm 4.2.1, each model in the
ensemble is fine-tuned on English to initialize its
parameters. To enhance feature representation, ex-
ternal embeddings, such as GloFast, are concate-
nated with the model’s native embeddings. In the
few-shot approach, the model leverages a limited
amount of labeled data from the target language.
For zero-shot learning, the model is trained using
meta-task data from auxiliary languages.

1: Fine-tune models M; on source lan-
guage h and initialize parameters 6;.

2: if S is zero-shot then

3:  Utilize meta-task data from A and
auxiliary languages, and apply self-
training using pseudo labels from
tgt.

4: else
Utilize few-shot data with limited la-
bels from all languages in L, exclud-
ing surprise languages.

6: end if

7: while not converged do
8:  Sample tasks T = {T1,...,Tn}
from D.
9:  for all models M; in ensemble do
10 for all tasks T; € 1" do
11: Compute gradients
Vo, L1;(M;) and  update
parameters 6.
12: end for
13: Update meta-parameters 6; with
learning rate 3.
14:  end for

15: end while
16: Save meta-trained models M, and eval-
uate on target language tgt.

12



4.2.2 'What makes our MultiProp-ML
approach different?

Our approach enriches the meta-learner with exter-
nal embeddings, such as GloFast (a combination of
GloVe and FastText), to improve generalization in
zero-shot settings. Additionally, we employ an
ensemble of models to enhance robustness and
leverage multi-task learning on external classifi-
cation tasks, including Arabic sentiment detection
and framing detection, to further boost the model’s
adaptability across diverse tasks and languages in
both zero-shot and few-shot scenarios. This com-
bination of techniques allows our model to better
generalize across different languages and domains,
making it highly effective for cross-lingual tasks
such as propaganda detection .

4.3 MultiProp-Chunk

In our third approach, we tackle the issue of pro-
cessing text sequences that exceed the standard
512-token limit of most pretrained models. This is
crucial for handling lengthy articles, which often
exceed 1,000 tokens in our dataset 2, and for multi-
label classification where relevant labels may be
dispersed throughout the text. Our method builds
upon the MultiProp-Baseline but incorporates ad-
ditional processing steps. Text is first chunked into
512-token segments with a 100-token overlap to
preserve context. Each chunk is then tokenized
and processed through the ensemble models to gen-
erate embeddings, which are concatenated with
GloFast embeddings. To aggregate the concate-
nated embeddings from different segments, we use
an attention layer. This layer consists of a linear
layer and a softmax function. It generates atten-
tion weights for each segment, which are used to
scale the embeddings, assigning greater importance
to more relevant segments.The final embeddings
are then used for classification. Predictions are ob-
tained by applying either the Skip-FFN or Use-FFN
methods and taking a majority vote from various
meta-learners or classifiers.

S Experimental Setup

Through extensive experimentation, we identified
the optimal learning rates for each model in our en-
semble. This was achieved by leveraging both prior
research and our own empirical testing. The final
learning rates, provided as a list with one value per
model, follow established best practices (see Ta-
ble 6 in the appendix). We found that a batch size
of 10 was ideal, and improvements in loss metrics
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plateaued after 5 epochs. Tokenization length was
set to 512 to balance context retention with memory
constraints, and a dropout rate of 0.1 was applied
to mitigate overfitting. We employed the AdamW
optimizer across all models due to its proven effec-
tiveness with transformer architectures and ability
to handle sparse gradients. Key hyperparameters
for each model are detailed in Table 7. For gener-
ating predictions, we utilized advanced classifiers
and meta-estimators. These classifiers’ parame-
ters were optimized using grid search with cross-
validation on the development sets, with the results
summarized in the appendix (see Table 8). Our
ensemble framework was implemented in Python
3.9, using the PyTorch library. To manage memory
constraints, we limited the maximum number of
chunks generated during the tokenization process
to avoid overwhelming the device, which was an
NVIDIA A100-SXM4-80GB.

6 Results and Analysis

The results in Table 3 highlight the performance of
the MultiProp Framework across seven languages,
using three ensemble architectures Encoder-Based,
Decoder-Based, and Hybrid models with two ag-
gregation methods: Use-FFN and Skip-FFN.

The MultiProp-Chunk Hybrid model excels in
Arabic and Russian, effectively handling long texts
and preserving context. This capability is particu-
larly valuable for detecting subtle propaganda tech-
niques like Appeal to Fear/Prejudice, Red Herring,
Black-and-White Fallacy/Dictatorship, and Exag-
geration/Minimization, which require nuanced con-
textual understanding and linguistic complexity.

The MultiProp-Baseline En-B model delivers
consistent and balanced results, particularly in Pol-
ish and Italian, making it a reliable choice for
achieving stable outcomes. The MultiProp-ML
approach demonstrates strong cross-lingual adapt-
ability, with significant improvements in Italian and
French when using the En-B or Hybrid architec-
ture with Skip-FFN. It also boosts performance in
English (source), German (auxiliary), and Arabic
(target) by leveraging effective meta-learning.

When examining the diverse ensemble architec-
tures in Arabic, distinct patterns emerge. Encoder-
Based models excel at detecting nuanced labels
such as Appeal to Fear/Prejudice, likely due to
their ability to capture fine-grained contextual de-
pendencies. Decoder-Based models perform better
for labels like Causal Oversimplification, poten-
tially benefiting from their sequence-generating



MultiProp-Baseline

MultiProp-Chunk

Ensemble Models En Ar Ge It Fr Po Ru E le Models En Ar Ge It Fr Po Ru
En-B (Use-FFN) | 0.434 | 0.416 | 0.457 | 0.404 | 0.509 | 0.480 | 0.420 En-B(Use-FFN) | 0.441 | 0.409 | 0.422 | 0.425 | 0.432 | 0.480 | 0.409
En-B (Skip-FEN) | 0.556 | 0.569 | 0.573 | 0.573 | 0.559 | 0.605 | 0.539 En-B (Skip-FFN) | 0.590 | 0.569 | 0.579 | 0.496 | 0.572 | 0.625 | 0.469
De-B (Use-FFN) | 0.408 | 0.411 | 0.413 | 0.425 | 0.423 | 0.480 | 0.397 De-B (Use-FFN) | 0.436 | 0.449 | 0.436 | 0.437 | 0.421 | 0.477 | 0.410
De-B (Skip-FFN) | 0.530 | 0.521 | 0.563 | 0.507 | 0.562 | 0.594 | 0.508 De-B (Skip-FFN) | 0.546 | 0.589 | 0.576 | 0.503 | 0.558 | 0.611 | 0.441
Hybrid (Use-FFN) | 0.499 | 0.352 | 0.452 | 0.425 | 0.425 | 0.483 | 0.410 Hybrid (Use-FFN) | 0.499 | 0.446 | 0.452 | 0.425 | 0.425 | 0.505 | 0.408
Hybrid (Skip-FFN) | 0.571 | 0.533 | 0.576 | 0.523 | 0.587 | 0.408 | 0.573 Hybrid (Skip-FFN) | 0.567 | 0.598 | 0.584 | 0.457 | 0.584 | 0.547 | 0.595
mBERT 0.490 | 0.508 | 0.502 | 0.488 | 0.494 | 0.542 | 0.514 kinit-sk 0.574 | 0.556 | 0.514 | 0.513 | 0.553 | 0.478 | 0.562
Comparison of Model Results Across Languages
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Ensemble Models | En Ar Ge It Fr Po Ru
En-B(Use-FFN) 0.454 | 0.438 | 0.441 | 0.425 | 0.433 | 0.483 | 0.328 2
En-B(Skip-FFN) | 0.562 | 0.570 | 0.579 | 0.579 | 0.573 | 0.590 | 0.526 i
De-B(Use-FFN) | 0.442 | 0.462 | 0.403 | 0.423 | 0.440 | 0.478 | 0.400 o
De-B(Skip-FFN) | 0.512 | 0.571 | 0.569 | 0.500 | 0.554 | 0.602 | 0.491 Models
Hybrid (Use-FFN) | 0.499 | 0.395 | 0.425 | 0.425 | 0.425 | 0.480 | 398 ***] — MultiProp-Baseline En-8
0 - MultiProp-Chunk Hybrid
Hybrid (Skip-FFN) | 0.573 | 0.538 | 0.583 | 0.514 | 0.587 | 0.422 | 0.583 wesn | — MultProp-ML Hybrid
XLM-R 0.483 | 0.511 | 0.509 | 0.516 | 0.506 | 0.575 | 0.482 — XLM-R

mBERT
—— kinit-sk

0425

Ge [ r Po Ru
Languages

Table 2: Model Results Across Languages

Table 3: F1 Micro Scores of Our Three Proposed Systems across Seven Languages under a Few-Shot Learning Setting. The
tables present the performance results of our models on datasets in English (En), Arabic (Ar), German (Ge), Italian (It), French
(Fr), Polish (Po), and Russian (Ru). We implemented three different ensemble models: Encoder-Based (En-B), Decoder-Based
(De-B), and Hybrid. Each model was tested using two methods for prediction aggregation: Use-FFN and Skip-FFN. The best

score for each language is boldfaced.

nature, which aligns with label-specific linguistic
patterns. Hybrid models, on the other hand, excel
at identifying labels like Doubt and Slogans, lever-
aging the strengths of both encoder and decoder
paradigms to handle mixed structural and semantic
cues.

Benchmark models like XLM-R and mBERT ex-
hibit stable performance but underperform com-
pared to MultiProp models. While these state-of-
the-art models provide consistent results, they lack
the tailored architecture and cross-lingual adapt-
ability inherent in MultiProp.

Figure 2 compares a selected sample of our mod-
els with state-of-the-art systems, including kinit-
sk (Hromadka et al., 2023), which excelled in Se-
mEval 2023 Propaganda Detection across various
languages, as well as XLM-R Large and mBERT.
Skip-FEN achieves superior F1-micro scores, ex-
celling in low-resource settings, while Use-FFN
performs better in Fl-macro scores for rare la-
bels. The MultiProp-Chunk Hybrid model sur-
passes kinit-sk in Arabic and Russian while remain-
ing competitive in other languages. The MultiProp-
Baseline En-B model excels in Polish and Italian,
while the MultiProp-ML Hybrid model demon-
strates consistent cross-lingual performance in En-
glish, German, French, and Russian. These results

14

underline the advantages of tailored architectures
for multilingual tasks.

7 Conclusion

In this work, we developed a robust multilingual
framework by leveraging a range of pretrained mod-
els, ensembling techniques, and machine learn-
ing methods. Our approach combines multiple
models to create a language-agnostic system that
effectively understands and transfers knowledge
across languages, with the addition of a monolin-
gual model enhancing performance for the target
language. By integrating multilingual embeddings
with word embeddings and deploying a diverse set
of classifiers, we achieved notable improvements
across various languages. Specifically, our ensem-
ble of advanced classifiers outperformed traditional
stacking methods, resulting in a 13% increase in
prediction accuracy. In future work, we aim to
expand our dataset to include Abjad and Ajami lan-
guages, such as Persian and Pashto, and evaluate
the scalability of our ensemble by incorporating
language-specific monolingual models or relying
solely on multilingual models.

8 Limitations of the work

Despite incorporating multiple languages such as
Arabic, German, English, Italian, French, Polish,



and Russian, our dataset faces constraints due to
the limited availability of annotated data for less-
resourced languages, particularly Arabic. This lim-
itation may affect the generalizability of the mod-
els to other low-resource languages not included
in the dataset. Data augmentation techniques, in-
cluding translation, were employed to enhance the
dataset. However, the translation process might
lead to the loss of nuanced labels related to specific
propaganda techniques. The subtleties necessary
for accurately detecting these techniques may not
fully translate, potentially diminishing the effec-
tiveness of the model. Additionally, the dataset
exhibits class imbalance issues. For instance, the
“Loaded Language” technique is frequently repre-
sented across many languages, while other tech-
niques, such as "Presenting Irrelevant Data (Red
Herring)" may have few or no samples in some lan-
guages like Russian. This imbalance complicates
performance evaluation and is further impacted by
the use of the F1 micro metric, which tends to fa-
vor majority classes and can obscure the model’s
performance on less-represented techniques.
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A Appendix

A.1 Dataset Information After Merging
Different Sets and Overlapping

Table 4: Instances per Language After Merging Differ-
ent Sets and Overlapping

Language | Train | Dev Test
ar 517 68 68
de 204 115 101
en 488 143 101
fr 164 95 101
it 273 142 101
ru 141 0 48
po 124 0 45

This table presents the number of instances in
the dataset after merging different sets and han-
dling overlapping data. The Arabic dataset ("ar"
combines the original WANLP data with additional
oversampled instances from the PTC translated
data. For the languages de, fr, it, and en, the trans-
lated test set from PTC English was used for evalu-
ation, while the development sets of po and ru were
used as test sets to assess the model’s performance
on original language data. This setup allows for
a comprehensive evaluation of the model’s ability
to generalize across both translated and original
datasets.

A.2 Label Distribution across the Training Set
of All Languages

Table 5 provides a detailed comparison of the distri-
bution of various propaganda techniques (or labels)
across different languages, including English, Ara-
bic, German, Italian, and French, indicating the
frequency of this propaganda technique in those
languages.

A.3 Text Length Across Labels and
Languages

Figure2 delves into the mean average text length
for each label across the five datasets. Notably,
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Arabic texts exhibit significantly shorter lengths
compared to their German, English, Italian, and
French counterparts. This can be attributed to the
Arabic dataset’s composition, which includes a mix
of articles and tweets, the latter being considerably
shorter in length. Despite this, the overall trend
shows that labels such as "Straw Man," "Thought-
Terminating Cliché," and "Causal Oversimplifica-
tion" consistently feature longer text lengths across
all languages. Moreover, German articles stand out
for having the most extended text lengths when
compared to other languages, reflecting the na-
ture of the content. An important observation is
that text lengths across all datasets exceed the 512-
token limit, which is the maximum sequence length
that many models can process effectively. Specif-
ically, the text lengths in our datasets range from
2,000 to 12,000 tokens. This significant discrep-
ancy was a key motivation behind the development
of the MultiProp-Chunk model, designed to handle
longer sequences by breaking them into manage-
able chunks, ensuring that the entirety of the text
can be processed without losing critical informa-
tion.

A.4 Topic Modeling and Thematic
Classification Across Multilingual
Datasets

To analyze the topics in our dataset, we first pre-
processed the text data by tokenizing, lemmatizing,
and removing stopwords to standardize the input.
We then applied Latent Dirichlet Allocation (LDA)
>, specifically using the LdaMulticore model from
Gensim, to extract seven distinct topics from each
language dataset. Using the Bag of Words repre-
sentation, we identified key terms associated with
these topics. Subsequently, we categorized these
topics into overarching thematic groups based on
their content, resulting in a clear classification of
themes such as "Political Discussions, Elections"
and "COVID-19". This approach enabled a com-
prehensive understanding of the primary themes
present across different languages in the dataset.To
visualize the topic distribution across the datasets,
we generated pie charts for each language 3

B Technical Details

B.1 Weighted Loss Function for Multi-Label
Classification

The weighted loss function takes the form:

5https://github.com/piskvorky/gensim



Label Distribution after applying Data Augmentation Techniques

Labels English | Arabic | German | Italian | French
Presenting Irrelevant Data (Red Herring) 52 16 34 34 43
Loaded Language 413 404 147 255 157
Thought-terminating cliché 119 42 89 121 85
Exaggeration/Minimisation 249 118 113 129 110
Repetition 199 64 45 51 48
Slogans 129 65 71 55 73
Flag-waving 177 48 65 47 30
Doubt 238 100 144 224 118
Appeal to authority 122 46 88 67 52
Bandwagon 45 30 39 34 51
Causal Oversimplification 133 62 61 67 68
Obfuscation, Intentional vagueness, Confusion 44 18 37 27 63
Name calling/Labeling 323 269 179 205 131
Reductio ad hitlerum 68 83 59 47 63
Appeal to fear/prejudice 204 132 101 148 90
Whataboutism 33 37 36 39 52
Black-and-white Fallacy/Dictatorship 102 51 57 62 55
Misrepresentation of Someone’s Position (Straw Man) 34 24 23 35 65
Table 5: Label Counts Across Different Languages
Category| Model Learning
Rate
ARBERT le-5
C E.B bert-base 3.7e-6
L= — Z w; [yi - log(o(z)) multilingual-cased
im1 bert-base-cased Se-5
+(1—y)-log(l— U(Zi))] xlm-roberta-large 4.4e-6
aragpt2-base 2e-5
D-B gpt2-large 1.8e-5
gpt2-medium 1.8e-6
AraBART 3e-5
where C' is the number of classes, w; is the weight Hybrid | mt5-large 2e-5
for class 1, y; is the true label, z; is the raw output mbart-large-50 3e-6

(logit) from the classifier, and o (-) is the sigmoid
function. This weighted loss function helps the
model correctly predict multiple labels for a given
text, especially for the less frequent classes.

C Hyper-parameters

C.1 Ensemble Models Parameters

Through extensive experimentation, we determined
the optimal learning rates for each model, in line
with established best practices and recommenda-
tions for BERT, XLLM-R, and GPT-2 models.

Table 6: Models and Their Learning Rates

Regarding training specifics, we found a batch
size of 10 to be optimal, with loss improvement
plateauing after 4 epochs. We set the tokeniza-
tion length to 512 to balance context capture with
memory constraints and applied a dropout rate of
0.1 to mitigate overfitting. The AdamW optimizer
was used across all ensemble models due to its effi-
cacy with transformer architectures and handling
sparse gradients. Additional key hyperparameters
are detailed in Table 7.
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Figure 3: Pie charts illustrating the distribution of topics across various languages.

C.2 Meta Estimators Parameters search with cross-validation (cv = 5) on the devel-
For predictions aggregation, we utilized several opment sets, are summarized in Table 8.

advanced classifiers and meta-estimators. The pa-
rameters for these classifiers, optimized using grid
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Parameter Value

Meta Models Learn- | 2e-5

ing Rate

Maximum Gradient | 1.0

Norm

Number of Labels 18

Embedding Dimen- | 1024

sion

Max sequence | 512

length

Overlap 100

Threshold for FEN | 0.5

Prediction

Threshold for Clas- | 0.35

sifiers Prediction

Learning Approach | ’zero_shot’ or
’few_shot’

Maximum Chunks | 25

Table 7: Hyperparameters and Additional Parameters

D Additional Results

D.1 Performance Evaluation of Different
Embedding Methods for Ensemble
Models

In this study, we utilize the F1 score to evaluate the
performance of three ensemble models: encoder-
based, decoder-based, and hybrid. These models
are assessed using three distinct embedding meth-
ods:

1. Transformer-based Embedding: We extract
embeddings from transformer models and concate-
nate them within the ensemble.

2. Transformer-based + GloFast Embedding:
Transformer-based embeddings are combined with
GloFast embeddings, which integrate GloVe and
FastText features.

3. Transformer-based + TF-IDF Embedding:
We calculate TF-IDF across the dataset and con-
catenate it with transformer-based embeddings for
each instance.

Our aim is to identify the most effective embed-
ding method, which can then be used as the default
for all ensemble models. The experiments, con-
ducted in a few-shot setting, are presented in Table
9, with bolded values representing the highest F1
micro scores for each language and embedding
method. Additionally, GloFast shows significant
potential for further improvement. By increasing
the embedding dimensions from 200 (100 from
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Parameters
n_estimators=100

Classifier
Random
Forest

criterion="gini’
bootstrap=True
oob_score=True
random_state=0
max_features="sqrt’
class_weight="balanced’
Used with ClassifierChain
due to multilabel classifica-
tion

var_smoothing=1e-07
Used with ClassifierChain
due to multilabel classifica-
tion

solver=’1liblinear’

C=0.1
class_weight="balanced’
penalty’: 11’

Used with
OneVsRestClassifier

for multilabel classification
kernel="poly’

Cc=1.0
decision_function_shapes
“ovr’
class_weight="balanced’
n_estimators=100
learning_rate=0.1
max_depth=3
random_state=0

Gaussian
NB

Logistic
Regres-
sion

SVM

t

xgboost

Table 8: Models and their parameters used in our evalu-
ation

GloVe and 100 from FastText) to 600 (300 for each
model), we expect to enhance performance. We
also believe that expanding the training dataset to
include languages like Italian and French will fur-
ther boost results. Although GloFast was initially
trained only on Arabic, English, and German, its
ability to generalize across languages and effec-
tively handle out-of-vocabulary words using the
"unknown" vector demonstrates its versatility.

While GloFast consistently performs well, the
combination of TF-IDF with transformer-based
models has delivered particularly strong results for
Italian and French. In contrast, transformer-based
embeddings alone achieved the highest scores
for German when used with the encoder-based



ensemble model. This success can be attributed to
the pretrained multilingual models and the specific
nature of the German dataset, which combines
SemEval23 data with oversampled instances from
the translated PTC dataset.

D.2 Comparison of Approaches in Zero-Shot
Setting

The results in Table 10 highlight the performance
of our MultiProp Framework, which consists of
three components: MultiProp-Baseline, MultiProp-
Chunk, and MultiProp-ML, evaluated across seven
languages: English, Arabic, German, Italian,
French, Polish, and Russian. In a zero-shot set-
ting, we trained and fine-tuned the models on En-
glish and German, then assessed their ability to
generalize to the other languages. Similar to the
few-shot experiment, each system was evaluated
using three ensemble architectures: Encoder-Based
(En-B) models like mBERT and XLLM-R, Decoder-
Based (De-B) models such as GPT-2 Large, and
Hybrid models like mBART and mTS5. For each
component, we applied two prediction aggregation
methods: Use-FFN and Skip-FFN.

Our baseline model demonstrated strong perfor-
mance in languages like Italian, Polish, and Rus-
sian, even though no training data from these lan-
guages was used, validating the model’s general-
ization capabilities in a zero-shot setting. Notably,
Skip-FFN outperformed Use-FFN in most cases;
however, in Polish, the Use-FFN method showed
better performance with hybrid ensemble models
(mBART and mT5) in both the MultiProp-Chunk
and MultiProp-Baseline architectures, indicating
its effectiveness with encoder-decoder-based mod-
els for Polish in the zero-shot setting.

The MultiProp-Chunk model further improved
upon the baseline in many languages, including Pol-
ish, Russian, and French, when using the Skip-FFN
method. Meanwhile, the MultiProp-ML model con-
sistently outperformed the others in low-resource
languages, showcasing its ability to transfer knowl-
edge from high-resource languages in the zero-
shot setting. It was especially effective in Arabic,
where we leveraged a meta-learning approach with
pseudo-labels to enhance performance.

Since all three models were trained on English
and German, their performance on these languages
remained consistent with the few-shot setting. As
expected, our models outperformed state-of-the-art
models like XLM-R and mT5 in the zero-shot
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setting across all languages, demonstrating
the effectiveness of ensemble models and the
integration of different embedding approaches and
classifiers.

F1 Micro Scores of Our Systems and State-of-the-Art Models in Zero Shot
MultiProp-Baseline

E le Models | En Ar Ge It Fr Po Ru
En-B (Use-FFN) | 0.426 | 0.358 | 0.446 | 0.441 | 0.464 | 0.484 | 0.426
En-B (Skip-FFN) | 0.562 | 0.488 | 0.574 | 0.560 | 0.524 | 0.592 | 0.567
De-B (Use-FEN) | 0.431 | 0.369 | 0.427 | 0.449 | 0.445 | 0.515 | 0.445
De-B (Skip-FEN) | 0.520 | 0.442 | 0.544 | 0.552 | 0.541 | 0.573 | 0.530
Hybrid (Use-FFN) | 0.499 | 0.347 | 0.480 | 0.448 | 0.448 | 0.491 | 0.421
Hybrid (Skip-FFN) | 0.576 | 0.377 | 0.583 | 0.494 | 0.502 | 0.447 | 0.446

MultiProp-Chunk

Ensemble Models | En Ar Ge It Fr Po Ru
En-B(Use-FFN) | 0.433 | 0.370 | 0.455 | 0.425 | 0.429 | 0.519 | 0.421
En-B (Skip-FEN) | 0.590 | 0.454 | 0.573 | 0.511 | 0.503 | 0.617 | 0.583
De-B (Use-FFN) | 0.435 | 0.335 | 0.422 | 0.429 | 0.424 | 0.476 | 0.426
De-B (Skip-FFN) | 0.545 | 0.393 | 0.576 | 0.512 | 0.566 | 0.552 | 0.531
Hybrid (Use-FEN) | 0.440 | 0.360 | 0.432 | 0.447 | 0.476 | 0.569 | 0.428
Hybrid (Skip-FFN) | 0.568 | 0.232 | 0.560 | 0.526 | 0.434 | 0.379 | 0.547

MultiProp-ML

Ensemble Models En Ar Ge It Fr Po Ru
En-B(Use-FFN) | 0.499 | 0.370 | 0.443 | 0.392 | 0.392 | 0.491 | 0.441
En-B(Skip-FFN) | 0.567 | 0.501 | 0.569 | 0.573 | 0.566 | 0.613 | 0.587
De-B(Use-FFN) | 0.430 | 0.359 | 0.412 | 0.427 | 0.431 | 0479 | 0.431
De-B(Skip-FFN) | 0.506 | 0.347 | 0.553 | 0.541 | 0.546 | 0.573 | 0.521
Hybrid (Use-FEN) | 0.533 | 0.381 | 0.452 | 0.448 | 0.448 | 0.513 | 0.478
Hybrid (Skip-FFN) | 0.579 | 0.432 | 0.569 | 0.538 | 0.474 | 0.535 | 0.502

State of the Art Models

Baseline Models En Ar Ge It Fr Po Ru
mBERT 0.351 | 0.263 | 0.347 | 0.336 | 0.353 | 0.388 | 0.337
mt5-large 0.334 | 0.295 | 0.358 | 0.341 | 0.341 | 0.380 | 0.375
gpt2-large 0.348 | 0.300 | 0.339 | 0.365 | 0.342 | 0.368 | 0.332
Llama2 0.341 | 0.278 | 0.369 | 0.341 | 0.331 | 0.402 | 0.337
XLM-R 0.361 | 0.315 | 0.324 | 0.338 | 0.350 | 0.375 | 0.343
mbart-large 0.351 | 0.310 | 0.336 | 0.348 | 0.354 | 0.371 | 0.350

Table 10: F1 Micro Scores of Our Three Proposed Sys-
tems across Seven Languages under a Zero-Shot Learn-
ing Setting.



Embedding Methods

F1 Micro Score of our three models using the Skip-FFN method

Models English | Arabic | German | Italian | French | Polish | Russian
Encoder-Based | 0.546 0.543 0.582 0.582 | 0.566 | 0.590 0.509
Transformer-based Embedding Decoder-Based | 0.530 0.477 0.563 0.521 0.554 | 0.566 0.502
Hybrid 0.570 0.531 0.577 0.547 0.595 | 0.431 0.552
Encoder-Based | 0.556 0.569 0.573 0.573 0.559 | 0.605 0.539
Transformer-based+GloFast Embedding | Decoder-Based | 0.530 0.521 0.563 0.507 0.562 | 0.594 0.508
Hybrid 0.571 0.533 0.576 0.523 0.587 | 0.408 0.573
Encoder-Based | 0.560 0.551 0.575 0.593 | 0.560 | 0.590 0.562
Transformer-based+TF-IDF Embedding | Decoder-Based | 0.537 0.498 0.559 0.518 0.558 | 0.594 0.534
Hybrid 0.570 0.530 0.578 0.509 | 0.595 | 0.433 0.541

Table 9: F1 Micro Scores for Different Embedding Methods and Ensemble Models
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