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Abstract
In this work, we present a novel Grammar
Question-Answering System, Aganittyam,
along with its associated corpus focused
on the Dravidian language Tamil. As one
of the oldest surviving languages with a
documented history exceeding 2,000 years,
Tamil is recognized as a classical language
and holds official status in three coun-
tries, including India, while being spoken
by various diasporic communities world-
wide. Learning Tamil grammar poses chal-
lenges due to its agglutination and com-
plex morphology. Despite the active re-
search in automatic processing of Tamil
texts, there are currently no automated
tools available to assist learners. To ad-
dress this gap, we created a comprehen-
sive corpus of Tamil grammar designed
to facilitate learning. We developed an
ontology comprising 7 relationship types,
manually annotating the corpus to identify
entities and relationships. The resultant
triplets (subject–predicate–object) were or-
ganized into a knowledge graph (KG) con-
sisting of 63, 587 entities. Our frame-
work, Aganittyam, enables template-based
question-answering, providing a structured
approach to learning. We conducted a bi-
fold evaluation—incorporating both query
metrics and human-centric assessments—
demonstrating that our QA system is ro-
bust, reliable, and engaging for answering
various objective questions. The system
is available at https://aganittyam-web.
onrender.com/home.

1 Introduction

The concept of knowledge graph (KG) was ini-
tially proposed by Google. A knowledge graph
is a large-scale knowledge base composed of a
large number of entities and relationships be-
tween them (Fensel et al., 2020b; Chen et al.,
2020b; Kejriwal et al., 2021). A structured rep-

Figure 1: A sample Knowledge Graph

resentation of facts, consisting of entities, re-
lationships, and semantic descriptions is main-
tained. A KG primarily consists of two compo-
nents (node and edge) where a node represents
an entity and edge represents relationship be-
tween nodes. A sample KG and its illustration
is given in Figure 1 (KG). It illustrates the fact
that Bob is interested in Monalisa and Mona
Lisa was created by Leonardo Da Vinci. There
are many applications of knowledge graphs
such as Question Answering System, Recom-
mender System and Information Retrieval etc.
A question answering (QA) system’s main ob-
jective is to use facts in the knowledge graph
(KG) to answer natural language questions.
Most of the extant QA systems for Indian lan-
guages focus on Hindi. There is a paucity of
research work in QA systems for Dravidian
languages, primarily attributing to the limited
number of dataset available in these languages.

1.1 Motivation towards Tamil
Language and Grammar

Tamil, with its rich literary heritage span-
ning over two millennia, features a unique and
intricate grammatical system (Sarveswaran,
2024; Asher, 1985). For many learners, es-
pecially non-native speakers, mastering this
system can be daunting due to its complex
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phoneme structure, distinctive script with in-
tricate characters, phonetic nuances, and di-
verse regional variations. The grammar re-
flects the language’s long history, encompass-
ing key features such as word formation (mor-
phology), sentence structure (syntax), verb
conjugation, nouns, pronouns, postpositions,
and verb-noun constructions (Steever, 2018;
Sarveswaran, 2024; Asher, 1985).

The challenges in learning Tamil grammar
include agglutination, complex morphology,
an extensive case system, and rich vocabu-
lary, along with pronunciation and phonol-
ogy. Moreover, existing teaching methods
often present grammatical concepts in a dis-
jointed manner, hindering comprehension and
appreciation of the language’s depth. Stu-
dents, in particular, tend to find these con-
cepts more challenging than adults.

Currently, some NLP tools available for gram-
mar learning include POS taggers, chunkers,
dependency parsers, morphological analyz-
ers, and morphological generators (Singh and
Shah, 2022; Rajendran et al., 2022; Dhanalak-
shmi et al., 2010). However, to the best of our
knowledge, no tool exists that facilitates an
interactive approach to learning Tamil gram-
mar while effectively assessing understanding
of the basic concepts.

1.2 Knowledge Graphs for Tamil
Grammar Question Answering

In recent years, deep learning models have
been developed for extractive question answer-
ing systems in the Tamil language (Krishnan
et al., 2023a). For instance, (Murugathas
and Thayasivam, 2022) introduced a question
answering system comprising multiple mod-
ules, specifically trained on a manually tagged
dataset focused on the historical domain in
Tamil. This innovative approach highlights
the potential of leveraging tailored datasets
and modular designs to enhance the accuracy
and relevance of responses in Tamil question
answering.

While deep learning models have their merits,
knowledge graphs offer distinct advantages,
including transparency, explicit domain rep-
resentation, consistency with expert knowl-
edge, semantic understanding, logical rea-

soning, scalability, and support for complex
queries (Futia and Vetrò, 2020; Turing Insti-
tute). We aim to bridge this gap by develop-
ing a knowledge graph dataset for templated
question answering that aids grammar learn-
ing, leveraging the strengths of these power-
ful tools to refine ontologies. An ontology is
a formal, structured representation of knowl-
edge within a specific domain (Guarino et al.,
2009), defining the concepts, entities, and re-
lationships, along with their interactions. On-
tologies facilitate better understanding, shar-
ing, and reuse of information across systems.
Knowledge graphs provide a structured, visual,
and scalable way to represent and explore com-
plex relationships crucial for accurate ontology
development. However, literature on knowl-
edge graphs specific to the Tamil language is
scarce, and to the best of our knowledge, there
has been no work on constructing a Tamil
grammar-based knowledge graph.

1.3 Salient Features
This research aims to develop a novel Tamil
grammar question-answering system by creat-
ing a comprehensive Tamil grammar corpus,
performing human annotation, and construct-
ing a Tamil Grammar Knowledge Graph. This
Knowledge Graph will facilitate templatized
question answering, providing a dynamic and
interactive learning experience. Our system
not only helps learners grasp Tamil grammar
but also assesses their skills in a motivating
way. As new grammatical concepts emerge,
they can be easily incorporated, ensuring the
resource remains relevant and up to date.

1.4 Contributions
Our main contributions are as follows:

• Created a Tamil Grammar Corpus from
web sources, featuring 63, 587 entities and
relations between them adhering to 7 ma-
jor relation types.

• Developed a straightforward method for
constructing a richly human-annotated
Tamil grammar knowledge graph and its
corresponding ontology.

• Introduced “Aganittyam”, a templatized
question-answering tool that generates
grammar questions, including complex



queries—marking the first tool of its kind
for Tamil.

• Conducted rigorous evaluations of the QA
tool using both Query Evaluation metrics
and Human-Computer Interaction met-
rics.

2 Architecture
In this section, a detailed description about
the KG construction and templatized question-
answering technique for Tamil grammar are
provided. Figure 2 illustrates the complete ar-
chitecture of the proposed Aganittyam. Few
snapshots of the same can be seen in Figures
6 and 7 in in appendix C. We use an anno-
tation tool, Sangrahaka (Terdalkar and Bhat-
tacharya, 2021), for the construction of knowl-
edge graph.

2.1 Tamil Grammar Corpus
Construction

To the best of our knowledge, there does not
exit a Tamil Grammar dataset targeted for an
NLP task. The source of our dataset construc-
tion includes (Tamil Wikipedia) (Tamil Wiki-
naotinary) and (Byjus Page for TN Books).

Tamil ilakkaṇam (தமிழ்இலகக்ணம்) is the name
of the corpus uploaded in Sangrahaka as shown
in Figure 8 in appendix C. In Sangrahaka,
the administrator has the privilege to insert,
delete and update the corpus, and can provide
the details of corpus in the UI. The corpus
exhibits numerous relation types across sen-
tences. The following are some of notable re-
lation types with examples.

i. ெபயரச்ெ்சால்(peyarchchol) - Noun

• ெபாதுவான ெபயரெ்சாற்கள் (Potuvāṉa
peyarccoṟkaḷ) - Common Nouns
(வங்கி(bank), பாடசாைல(school))

• சரியானெபயரச்ெ்சாற்கள் (Cariyā-
ṉa peyarccoṟkaḷ) - Proper Nouns
(இலண்டன்(London), மதுைர(Mad-
urai))

• திடப் ெபயரெ்சாற்கள் (Tiṭap peya-
rcoṟkaḷ) - Concrete Nouns (மரம்(tr-
ee), பநத்ு(ball))

• நுண்ெபயரச்ெ்சாற்கள் (Nuṇ peya-
rccoṟkaḷ) - Abstract Nouns (திறைம-

(skill), கருதத்ு(opinion))

ii. எதிரச்ெ்சால்(ethirchchol) - Antonyms

iii. இைணப்ெபாருடச்ெ்சாற்கள்

(iṇaipporuṭccoṟkaḷ) - Synonyms

iv. ஒருைமபன்ைம(orumai paṉmai) - Singular
Plural

v. ேசரத்த்ு எழுதுக(cērttu eḻutuka) - Words
Join

vi. காலங்கள்(kālaṅgaḷ) - Tenses

• We have three tenses: Past, Present
and Future Tense.

vii. பிரிதத்ல் (pirithal) - Words Split

To the best of our knowledge, we have gath-
ered all publicly available resources (sentences)
for each relation type. Our Tamil Corpus con-
sists of 7 relation types and 63, 587 entities
(words).

2.2 Ontology Construction and
Annotation

Ontology refers to structured representation
of knowledge about a domain which forms
the skeleton of a knowledge graph (Estival
et al., 2004). Ontology construction, for
Tamil grammar KG is managed by Sangra-
haka as illustrated in Figure 9 in Appendix
C. Figure 3 showcases the working of ontology
where nodes are labeled as Words and edges
represent grammatical relations. For an ex-
ample, entities முடட்ாள்(muttaal(stupid)) and
புதத்ிசாலி(buddhisali(intelligent)) represent the
relation type இைணப்ெபாருடச்ெ்சாற்கள்(inaipp-
outchorkal(synonyms)) and entities ைதரியமா‐
ன(tairiyamaana(courageous)) and துணிசச்லா‐

ன(thunichalaana(brave)) represents the rela-
tion type எதிரச்ெ்சால்(ethirchchol(antonym)).

Once the preprocessing steps such as tokeniza-
tion and segmentation are performed, the an-
notation process of individual words or phrases
are assigned with their appropriate relation
type. During annotation phase, edges are as-
signed as relation types and nodes as entities
as shown in Figure 10, 11 and 12 in appendix
C.

2.2.1 Question Templates and Triplets
Triplets represent real-world facts and seman-
tic relations in a knowledge base. In a knowl-
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Figure 2: Architecture of our proposed Tamil Grammar Learning through Knowledge Graph based
Templatized Question-Answering
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Figure 3: Example of Relations in KG

edge graph, a triplet is an edge between two
nodes, where the edge represents a relation
and the nodes represent entities. In the case of
Tamil grammar KG, entities represents the in-
dividual words and edges represents grammat-
ical relations. Once the triplets are identified,
based on triplets, the templates are generated
for constructing Knowledge Graph. Some of
the relation types, their triplets and the ques-
tion templates are given below.

Relation Type: ஒருைமபன்ைம (orum-
ai paṉmai) (Singular Plural)
Triplet: (பநத்ு (Ball), is-Plural, x)
Template: (பநத்ு(Ball) + is-Plural = x)

Relation Type: ேசரத்த்ு எழுதுக (cērttu-
eḻutuka) (Joined Words)
Triplet: (கரும்பு(Karumpu), +, சாறு(Cāṟu))
Template: (x + y = z)

Relation Type: Complex Query
Triplet: ((ைக (Arm), is-Noun, (Yes or No)),
is-Plural, x)
Template: ((ைக (Arm), is-Noun) ? Yes:No)
is-Plural = x)

2.2.2 Complex Queries
Complex queries helps in understanding and
reasoning about the connections between
different pieces of data. For an example in
case of Tamil grammar corpus creation, we

designed complex queries which tells whether
given word is noun or not. In case if it is
noun, then it outputs the plural form of the
particular word. An example is given below.

Question: அணி என்பது ெபயரச்ெ்சால்லா?

அப்படியானால், அதன் பன்ைம வடிவம் என்ன? (Aṉi
eṉpatu peyarccollā? Appaṭiyāṉ-
āl, ataṉ paṉmai vaṭivam eṉṉa?) (Is ani a
noun? If so, what is the plural form of it?)
Template: ((அணி (Ani) (Team), is-Noun) ?
Yes:No) is-Plural = x )

Question: ெபண்ணின் ஆண்பால் பன்ைம என்ன?

(What is the plural of masculine of girl?)
Template: ((ெபண்ணின்(Peṇṇiṉ)(Girl),-
Gender) ? Male:Female) is-Plural = x )

2.3 KG Construction

The knowledge graph is constructed by man-
ual annotation with the help of two annotators.
Both the annotators are native Tamil speakers
with adequate knowledge of Tamil grammar.
Words are annotated as entities and grammat-
ical relationships as edges. The KG is stored
in a graph database, with annotations con-
verted into a machine-readable format using a
Python script. Figure 4 provides examples of
different relation types and their correspond-
ing knowledge graph. This knowledge graph
can be used for analysis, exploration, and dis-
covery of information within the corpus.
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Figure 4: A sample Knowledge Graph constructed for relation types in Tamil Grammar

2.4 Aganittyam - The Question
Answering Portal for Tamil
Grammar

We named the QA portal Aganittyam, from
the word Agattiyam (the earliest book
on Tamil Grammar)(Agattiyam Wikipedia),
which is a dynamic platform to learn
Tamil grammar using templatized question-
answering.

2.4.1 Features of Aganittyam

It allows diverse question categories on all
the 7 types of relations, dual language sup-
port (English to Tamil and vice-versa) for non-
native Tamil speakers and interactive exercises
ensuring that options are generated as per
their category choice. By harnessing the power
of the Tamil KG in the QA Tool, the learner
is not only equipped with practical language
skills but also gains a deeper understanding of
the intricate connections within Tamil gram-
mar.

2.4.2 Architecture of Aganittyam

Aganittyam relies on a robust framework to
deliver effective, interactive, and personalized
learning solutions. Dynamic option genera-
tion, Tamil Knowledge Graph, frontend inter-
face and backend infrastructure are the key
components of our Aganittyam.

3 Results and Discussions
To the best of our knowledge, there does not
exist a Tamil Grammar QA Systen to compare
with our work. Simulation is performed on an
AMD Ryzen 7 CPU with 16 GB Main Mem-
ory and 512 GB Hard Disk on Windows 10
Platform. Using Python and Anaconda tool,
the proposed techique was implemented and
Neo4j Database was used to store the KG.

Our experimentation on KG based Tamil
Grammar QA system is bi-fold. On one side,
to test the performance of the QA system, we
thoroughly experimented with various templa-
tized queries. On the other side, a detailed
User Satisfaction studies were carried out with
four different metrics.

3.1 KG based Experimental Results
The following are the metrics used to evaluate
our KG based tamil Grammar QA tool. Ta-
ble 1 illustrates the experimental results of the
KG based performance metrics for each of the
relation types in the Knowledge Graph.

3.1.1 Accuracy
Accuracy of the result of a Query is defined as
follows:

Accuracy =
Number of Correct Query Retrievals

Total Query Retrievals

Accuracy measures the precision and correct-
ness of the information fetched using cypher-
queries from the Neo4j database, ensuring that



the likelihood of correct responses is maxi-
mized. A higher accuracy implies an efficient
system. In the evaluation process, the accu-
racy of data retrieval is assessed across various
categories pertinent to the system’s function-
ality. Each category represents a distinct as-
pect or set of queries within the system. A
total of 1000 query retrieval iterations were
performed for each Relation type, for which
each results were checked for correspondence
with the ground truth. The experimental re-
sults for accuracy of the query results are pre-
sented in Table 1. The total average data ac-
curacy of the portal was found out to be 94%.
The reduction in performance is due to human
error during annotation and dataset creation,
Tamil character encoding limitations and in-
valid JSON parses.

3.1.2 Knowledge Graph Utilization
Ratio (KGUR)

The Knowledge Graph Utilization Ratio
(KGUR) is defined as follows:

KGUR =
Number of subgraphs in Knowledge Graph

Total Number of nodes in Knowledge Graph

This quantifies the extent to which the Knowl-
edge Graph is utilized in generating responses,
reflecting the system’s reliability on structured
knowledge for answering queries. A higher
KG Utilization Ratio signifies a larger num-
ber of relationships existing between nodes.
This metric evaluates how effectively the sys-
tem leverages structured knowledge, reflecting
its reliance on interconnected data to gener-
ate responses. The best KG Utilization Ratio
achieved was around 0.433 where the number
of subgraphs in Knowledge Graph is 580 and
the total Number of Nodes is 63,587.

3.1.3 Average Query Response
The Average Query Response is defined as fol-
lows:

Average Query Response =

∑n
i=1(Qi)

Total Query Retrievals (n)

where Qi represents the average response time
in the ith retrieval. It evaluates the efficiency
of the system in responding to user queries
within a specified timeframe, indicating its re-
sponsiveness and ability to handle user inter-
actions promptly. A lower Average Query Re-
sponse represents that the cypher-queries are

optimized, resulting in faster page loads. Aver-
age Query Response measures the system’s re-
sponsiveness by evaluating the speed at which
it handles user queries. A lower response rate
indicates faster query processing, contributing
to a smoother user experience and quicker ac-
cess to information. A total of 1000 query re-
trievals were made for each category to arrive
at this conclusion. It is observed that the av-
erage query response of the portal was found
out to be around 2.48 seconds.

3.1.4 Degree of Randomness
The Degree of Randomness (DR) is defined as
follows:

DR =
Count of Distinct Nodes Retrieved

Total Query Retrievals (n)

Degree of Randomness assesses the level of un-
predictability or variability in the system’s re-
sponses, providing insights into the system’s
ability to generate diverse and contextually rel-
evant answers. A higher Degree of Random-
ness indicates a much more diverse dataset
giving the user a better experience. One pri-
mary observation made here is the fact that
the degree of randomness of a category is di-
rectly proportional to the size of the category’s
dataset. Similar to other performance metrics,
the script for degree of randomness was made
to run for a total of 1000 iterations (categori-
cally).

3.2 User Satisfaction Metrics
The following metrics are entirely based
on results derived from a survey by using
Aganittyam tool conducted on approximately
500 school and college students. It was primar-
ily directed towards school students who cur-
rently learn Tamil Grammar, and further ex-
panded to college students as well. In this sec-
tion, a detailed description about a set of met-
rics that provide valuable insights of user’s per-
ceptions, experiences and engagement is given.
The following metrics are used to measure user
satisfaction and scaled over a scale of 1 to 5
where 5 represents high positive value.

3.2.1 Customer Effort Score (CES)
CES measures the level of effort required by
customers to interact with the system. Fig-
ure 5a shows the Audience Percentage Split in



Relation
Types-Aganittyam

Accuracy of Query
Retrieval

Query Response
Time (in seconds)

Degree of
Randomness

Noun Classification 0.92 2.41 0.90
Synonyms 0.99 2.51 0.67
Antonyms 1.0 2.49 0.83

Singular/Plural 0.99 2.47 0.87
Word Split 0.99 2.52 0.65

Tenses 0.99 2.54 0.59
Complex Queries 0.67 2.45 0.64

Table 1: Tamil Grammar KG based Experimental Results

CES. It gauges users’ perceptions of ease of
use and the simplicity of completing tasks. A
higher CES indicates that the users find the
system easy to navigate and use. The high-
est Customer Effort Score calculated based on
survey findings was 4.59.

3.2.2 Net Promoter Score (NPS)
NPS assesses the likelihood of users recom-
mending the system or service to others. Fig-
ure 5b shows Audience Percentage Split in
NPS. It is calculated based on user’s responses
to a single question: How likely are you
to recommend this system/service to a
friend or colleague? A higher NPS implies
a higher chance an existing user shares the ap-
plication to others. The highest Net Promoter
Score calculated based on survey findings was
4.56.

3.2.3 Responsiveness
Responsiveness measures the system’s ability
to promptly address user queries, requests, or
issues. Figure 5c shows Audience Percentage
Split in Responsiveness. It evaluates the speed
and efficiency with which the system handles
user interactions, providing timely responses
and assistance. A high level of responsiveness
enhances user satisfaction by minimizing wait
times. The Responsiveness Score calculated
based on survey findings was 3.81.

3.2.4 Relevance
Relevance assesses the alignment between
user’s needs or preferences and the content or
information provided by the system. Figure
5d shows Audience Percentage Split with re-
spect to Relevance Score.

It evaluates the accuracy and appropriateness

of the system’s responses to user queries, en-
suring that the information presented is useful
to users. The highest Relevance Score calcu-
lated based on survey findings was 4.709.

3.2.5 Overall User Experience with
Aganittyam

Overall Experience provides an aggregate mea-
sure of user’s satisfaction with the system
across various dimensions. Figure 5e shows
Audience Percentage Split with respect to Rel-
evance Score. It encompasses user’s percep-
tions of usability, effectiveness, reliability, and
satisfaction with the overall interaction. The
highest Overall Experience Score calculated
based on survey findings was 4.68.

4 Related Work

Though tools like Duolingo (Chen et al.,
2020a) and Babbel (Hao et al., 2021) exists
for language learning, they lack is serious pit-
falls including limited depth, repetitive con-
tent, inconsistent quality across languages and
lack of gamification over learning. Construct-
ing a knowledge graph and querying using
templatized questions is an emerging research
in various real world domains (Ehrlinger and
Wöß, 2016; Chen et al., 2018; Wu et al., 2019).
Using annotated KGs constructed, Question-
Answering systems are designed using various
techniques, for example, via Automated Tem-
plate Generation (Abujabal et al., 2017), using
Knowledge Base Embeddings (Saxena et al.,
2020) and so on. Few works for QA in Tamil
are focused using Deep Learning Models (Mu-
rugathas and Thayasivam, 2022; Antony and
Paul, 2022; Krishnan et al., 2023b) as men-
tioned in Section 1.1. Moreover, we observed
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Figure 5: User Satisfaction metrics of Aganittyam

that to the best of our knowledge there is no
such KG for Tamil Grammar for QA genera-
tion using common words used in everyday life.
In this direction, a noteworthy effort in QA for
Ramayana and Mahabharata includes a frame-
work design for factoid question-answering in
Sanskrit through automated construction of
KGs for only human relationships (Terdalkar
and Bhattacharya, 2023) and also a tool for
annotating and querying KGs (Terdalkar and
Bhattacharya, 2021). We refer the interested
readers to Appendix A for a detailed survey of
KG and QA systems.

5 Conclusions and Future
Directions

In this work, we have presented Aganittyam, a
novel Tamil grammar question-answering sys-
tem that leverages knowledge graphs to facil-
itate learning and assessment of Tamil gram-
mar. Our comprehensive corpus is designed to
enable interactive learning experiences, with
techniques that allow for automatic question-
answering. The framework supports template-

based question answering, providing a struc-
tured approach to learning. Our evaluation
results demonstrate the robustness, reliability,
and engaging nature of our QA system in an-
swering various objective questions. Human-
centric assessments indicate that the system
is well-received by users. Currently, the knowl-
edge graph includes basic grammar; however,
we plan to enhance it with complex grammar
types, poems, and stories in Tamil and other
Dravidian languages.

Future research directions include expanding
the knowledge graph to cover more topics
and linguistic features, integrating additional
question-answering techniques, and develop-
ing a mobile app version of Aganittyam. We
also aim to address composition and complex
question-answering for the grammar corpus
and conduct further user studies to refine the
system’s usability and effectiveness.

Overall, our work illustrates the potential
of knowledge graphs in facilitating language
learning, with significant implications for



the development of language education re-
sources. The system is available at https:
//aganittyam-web.onrender.com/home, and
we believe it can serve as a valuable tool for
learners and educators alike.
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A Knowledge Graphs and Question
Answering Systems

In this section we present the literature on on-
line language tools, KGs, and QA systems.

A.1 Online Language Learning
Platforms

While popular language learning applica-
tions like Duolingo (Chen et al., 2020a) and
Babbel (Hao et al., 2021) offer a fun and ac-
cessible way to pick up conversational Tamil,
they often fall short when it comes to in-depth
grammar instruction. These platforms are de-
signed to prioritize spoken fluency, focusing on
building vocabulary and sentence structures
for everyday communication. This conversa-
tional focus means they may not delve into
the complexities of Tamil grammar rules, such
as verb conjugations, case systems, or proper
sentence structure.

A.2 Knowledge Graph
The various techniques on knowledge graph
construction are provided in (Tiwari et al.,
2021; Fensel et al., 2020a). In the recent past
decades, KG construction is drawing atten-
tion in various research problems in Informa-
tion Extraction from documents, Web etc. (Ji
et al., 2021). Some of the interesting work in-
cludes building dynamic KGs from text (Das
et al., 2018), Automatic KG construction (Pu-
jara and Singh, 2018), Temporal KGs (Zhu
et al., 2021) and including domain specific
KGs (Huang et al., 2017) etc.

A.3 Query Template Generation from
Natural Language Questions

Generating templates i.e. Structured Queries
for Question Answering over Knowledge
Graphs where input questions are simplified
by various NLP techniques. Some of the work
include Graph Embedding based Query Con-
struction by (Wang et al., 2018), Automated
Template generation (Abujabal et al., 2017)
and Question Understanding via Template de-
composition (Zheng et al., 2018).

A.4 Question Answering
Significant works on this direction spans across
works of use of Neural Networks (Lukovnikov
et al., 2017), QA over KG via Structured
Query Patterns (Zheng and Zhang, 2019),

Querying of Dynamic KG (Lopez et al.,
2016; Choudhury et al., 2017) and Query-
ing over Temporal KG (Saxena et al., 2021)
etc. These modified forms of Knowledge
Graphs have tried to address various types of
simple queries. Works on Complex queries
through KG include creating a corpus by
Priyansh Trivedi et al. (Chakraborty et al.,
2019), application specific (Wireless Sensor
Networks) (Zhuang et al., 2024) and Complex
Sequential QA (Saha et al., 2018). In an an-
other thread, Conversational QA through KG
has gained attractions as well (Hixon et al.,
2015).

A.5 Question Answering for Indian
Languages

Notable effort in QA for Mahabharata and Ra-
mayana includes a framework design for fac-
toid Question Answering in Sanskrit through
automated Construction of KGs (Terdalkar
and Bhattacharya, 2023). This architec-
ture is designed with multiple components
and is developed based on user-defined rules
and heuristics by incorporating Sanskrit lan-
guage’s grammar and its text structure. An-
other work by the same author includes the
design of a web-based tool named ‘Sangra-
haka’ for annotating entities and relationships
and querying the KGs (Terdalkar and Bhat-
tacharya, 2021). More details about ‘Sangra-
haka’ is given in the subsequent subsection.

A.6 Sangrahaka: a Tool for
annotating and querying
Knowledge Graphs (Terdalkar
and Bhattacharya, 2021)

Researchers have developed Sangrahaka, a
web-based tool that empowers users to par-
ticipate in the construction of these power-
ful Knowledge Graphs. Sangrahaka facilitates
the annotation of textual corpora, enabling
users to identify and link key entities within
the text. In such applications, the Knowledge
Graph serves as a pre-defined repository of
knowledge, while Sangrahaka focuses on the
initial stage of Knowledge Graph construction,
where users actively contribute to the knowl-
edge base through annotation. Sangrahaka
functions like a digital highlighter for text doc-
uments. Users can pinpoint important entities,
like people, places, or events, and then anno-



tate the connections between them.

Existing Knowledge Graphs are pre-built with
established rules while Sangrahaka focuses on
users actively creating the Knowledge Graph
by identifying and annotating elements in text
sources. This makes the content user-driven
and the tool versatile (works with various lan-
guages) and user-friendly. In Tamil grammar
learning, the Knowledge Graph stores infor-
mation about the language’s building blocks
– morphemes, parts of speech, and the rules
governing their interaction. Anyone can then
query this Knowledge Graph to gain a deeper
understanding of fundamental Tamil grammar.
This bridges the gap in current resources by
providing a comprehensive and efficient way to
master Tamil grammar’s fundamentals. Moti-
vated by Sangrahaka and other methods men-
tioned above, in this work, we present a novel
framework by proposing a KG for Tamil Gram-
mar for all types of learners by constructing
an ontology about entity types and relation-
ship and performing human annotations on
the corpus. Subsequently, we developed a QA
system for answering templatized queries and
some complex queries.



B Aganittyam UI

Figure 6: Aganittyam UI

Figure 7: Quiz Portal



C Sangrahaka UI

Figure 8: Creating the Corpus

Figure 9: Adding Relation Types to the corpus.



Figure 10: Creating Ontology

Figure 11: Annotation of Tamil Grammar Relation Types

Figure 12: Labelling Features
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