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Abstract

We introduce a novel method for extracting
Filipino spelling variants from a corpus. As
an Austronesian language, Filipino exhibits a
high degree of inflectional variability. By lever-
aging linguistic features, crafting rules, and
utilizing a representative dataset, we catego-
rize word pairs into three key groups: those ad-
hering to standard guidelines, deviating forms,
and competing norms. Our approach highlights
significant overlaps with existing documented
spelling variants and underscores the potential
for enhanced performance in natural language
processing (NLP) tasks. Future research should
focus on collaborating with language planning
bodies to formulate policy recommendations to
streamline standardization efforts.

1 Introduction

The proliferation of spelling variants and errors
can hinder the performance of various Natural Lan-
guage Processing (NLP) tasks, including part-of-
speech tagging in German (Scheible et al., 2011),
intent classification, slot-filling, and response gen-
eration in code-mixed data (Yadav et al., 2022), as
well as machine translation and sentiment analysis
in Nigerian Pidgin (Lin et al., 2024). Address-
ing these spelling variants during both in the train-
ing and decoding phases can enhance performance
across NLP tasks.

In the field of education, analyzing spelling vari-
ants is equally important. In the Philippines, a
Southeast Asian country with 186 languages ac-
cording to Ethnologue (Eberhard et al., 2024), sev-
eral educational tools, such as LanguageTool (Oco
and Borra, 2011), Gramatika (Go and Borra, 2016),
and Balarila (Ponce et al., 2023), have been devel-
oped to correct spelling errors, targeting one of the
official Philippine languages—Filipino.

Numerous Filipino spelling variants have been
documented in the literature, notably by Zuraw
(2006), Ilao et al. (2011), and Gallego (2016).

cdiff Word1 Word2
d vs. r madumi marumi
e vs. i galeng galing
o vs. u kompanya kumpanya

uw vs. w kuwento kwento
iy vs. y piyano pyano

Table 1: Spelling variants and examples

Some examples of these variants are presented in
Table 1, where cdiff is the character difference, and
Word1 and Word2 have the same meaning.

One challenge in extracting spelling variants
is the occurrence of non-variants or false posi-
tives—word pairs that are, in fact, distinct words.
Examples are shown in Table 2, with glosses in
parentheses. This paper aims to address this issue
by proposing a methodology for extracting spelling
variants from a corpus, utilizing linguistic features
and carefully crafted rules. Our contributions can
be summarized as follows:

• We identified various linguistic features and
created rules to extract word pairs that are
spelling variants;

• We conducted experiments on a monolingual
corpus of Filipino texts; and

• We categorized word pairs into three distinct
types based on their alignment with existing
guidelines.

Our approach has implications for both educa-
tional tools and larger NLP applications that rely
on accurate word forms for efficient processing.

Filipino language

The focus of this study is the Filipino language,
which is characterized by free word order and a
high degree of inflection. Beyond education, the
extraction of spelling variants plays a critical role



cdiff Word1 Word2
d vs. r madikit (sticky) marikit (pretty)
e vs. i pare (buddy) pari (priest)
o vs. u opo (yes) upo (eggplant)

uw vs. w pauwi (go home) pawi (erase)
iy vs. y paiyak (to cry) payak (simple)

Table 2: Example of non-variants

in language standardization. According to a report
by National Geographic (Rymer, 2012), one lan-
guage dies every 14 days, and nearly half of the
approximately 7,000 spoken languages worldwide
are expected to disappear within the next century
(Anderson, 2010). Documenting and compiling
dictionaries is an essential step in preserving en-
dangered languages, while standardization ensures
consistency and usability in lexicographic work.

In the Philippines, data from Ethnologue (Eber-
hard et al., 2024) reveals 186 documented lan-
guages, making the country a linguistic treasure
trove. Of these, nine are non-indigenous, 175 are
indigenous, and two have already become extinct.
These statistics underscore the urgent need for a
comprehensive databank of Philippine languages
and highlight the crucial importance of standard-
ization in preserving this rich linguistic heritage.

The Komisyon sa Wikang Filipino (KWF), also
known as the Commission on the Filipino Lan-
guage (CFL), was established under the 1987 Con-
stitution of the Philippines 1. It serves as the official
regulatory body responsible for the development,
preservation, and promotion of Filipino and other
local Philippine languages 2. The Philippine or-
thography has evolved from 20 letters in 1940 to
28 letters in 1987:

• 1940: a, b, k, d, e, g, h, i, l, m, n, ng, o, p, r, s,
t, u, w, y

• 1987: addition of eight letters {c, f, j, ñ, q, v,
x, z}

Ten years ago, the KWF released the 2014 edition
of the National Orthography (sa Wikang Filipino,
2014), which provides guidelines for writing the
Filipino language and was used to match the results
of our experiments.

1Article XIV, Section 6
2https://kwf.gov.ph/mandato/

Extracting spelling variants

Linguistic features
To extract linguistic features, word unigram mod-
els and character n-gram profiles of a given corpus
need to be generated. Preprocessing involves tok-
enization and true-casing. The features we consid-
ered are:

• edit distance, a measure of how different two
strings (or sequences of characters) are from
one another, which is defined as the mini-
mum number of operations (character inser-
tion, deletion, or replacement) needed to trans-
form one string into another (Levenshtein,
1966);

• string length;

• cdiff or character difference to show additions
and deletions of characters;

• cdiff index, the index where the cdiff oc-
curred;

• cdiff position (beginning, middle, ending of a
word);

• character n-grams, with a minimum value of 3
(trigram) and a maximum value of 4 (4-gram);
and

• generalized character n-grams, where conso-
nants and vowels are generalized.

Edit distance has been widely used in cognate and
spelling variants detection (Babych, 2016; Messner
and Lippincott, 2024; Barteld, 2017; Laarmann-
Quante et al., 2022) but there is limited attempt in
the past to utilize character n-grams in detecting
Filipino spelling variants.

Rule creation
Machine learning is used to identify significant
features by constructing a feature set and label-
ing word pairs as either spelling variants or non-
variants. Attribute evaluators (Hall and Smith,
1999), particularly rankers, guide the rule creation
process. The results highlight the features that
effectively identify spelling variants. Previous stud-
ies (Ilao et al., 2011; Gallego, 2016) relied on man-
ual selection. To the best of our knowledge, this
is the first attempt to apply a machine learning
approach to determine Filipino spelling variants.
Once the rules are created, they can be transformed

https://kwf.gov.ph/mandato/


into regular expressions to efficiently match pat-
terns.

Experimental setup

Data and tools
The corpus used in this study is the August 20
snapshot3 of the Tagalog Wikipedia (Contributors,
2024). Wikipedia is available in different languages
and the Tagalog Wikipedia serves as a representa-
tion of the Filipino language 4. The raw corpus
contains 11 million words and 68 million charac-
ters. We employed SRILM (Stolcke, 2002) and
Apache Tika (Mattmann and Zitting, 2011) to gen-
erate word unigram models and character n-gram
profiles of the corpus, respectively. Wdiff (Pinard,
1992) was used to identify character differences,
while the Waikato Environment for Knowledge
Analysis (Weka) (Witten et al., 2011) was used for
attribute evaluation. We also utilized Notepad++5

to convert the rules to regular expressions, enabling
the efficient extraction of word pairs.

Additionally, a spreadsheet application and sev-
eral custom-developed programs were used to au-
tomate the population of the feature set, a sample
of which is shown in Table 3. The complete fea-
ture set includes 4-grams, though these are omitted
from the table for clarity. Various n-gram config-
urations were explored, including cases where the
cdiff index is the first letter (n-gram1), second let-
ter (n-gram2), and so on (n-gram3 and n-gram4).
For example, if the cdiff corresponding to [-a-]+i+,
and with ’t’ and ’n’ as the characters to the left
and right, respectively, the 3-grams2 are "tan" and
"tin." The notation "gen" (e.g., 3-gram1gen) stands
for "generalized," where consonants are replaced
with ’C’ and vowels with ’V’. The "Class" refers
to the label, indicating whether a pair is a variant
or non-variant.

Limitations
Due to the multilingual nature of the Philippines,
code-switching is inevitable. English words were
excluded. Additionally, due to the number of vari-
ables involved, the method is limited to an edit
distance of 1. Proper nouns and variations at the
morphological level, including reduplication, were
also excluded.

3https://dumps.wikimedia.org/tlwiki/20240820/
tlwiki-20240820-pages-articles.xml.bz2

4https://en.wikipedia.org/wiki/Tagalog_
Wikipedia

5https://notepad-plus-plus.org/

Feature Example
word1 aabutan
word2 aabutin

edit Distance 1
string length1 7
string length2 7

cdiff [-a-]+i+
cdiff index 6

cdiff position middle
3-gram1 word1 an_
3-gram1 word2 in_

3-gram1gen word1 aC_
3-gram1gen word2 iC_

3-gram2 word1 tan
3-gram2 word2 tin

3-gram2gen word1 CaC
3-gram2gen word2 CiC

3-gram3 word1 an_
3-gram3 word2 in_

3-gram3gen word1 aC_
3-gram3gen word2 iC_

Class non-variant

Table 3: Sample feature set

cdiff Word1 Word2
d vs. r madami marami
e vs. i aatakehin aatakihin
o vs. u abogado abugado

uw vs. w kuwintas kwintas
iy vs. y piyansa pyansa

Table 4: Spelling variants reported in other works

Results and discussion

Spelling variants identified

We were also able to extract spelling variants de-
tected in earlier studies. These spelling variants
are shown in Table 4. We noted that only using
cdiff would also result to false positives if English
words are also extracted (e.g., robber vs. rubber
and polling vs. pulling for o vs. u). The list of rules
that yielded 100% precision rate for Filipino word
pairs, totaling four, are in Table 5, where ’C’ is for
consonant and ’V’ is for vowel. These four rules
cover 807 word pairs and the manually-validated
data is publicly available online6. Exploring vari-
ous n-gram configurations as part of the feature set
proved advantageous.

6Public data: https://forms.gle/9gvvu2KYfvAF2wR86

https://dumps.wikimedia.org/tlwiki/20240820/tlwiki-20240820-pages-articles.xml.bz2
https://dumps.wikimedia.org/tlwiki/20240820/tlwiki-20240820-pages-articles.xml.bz2
https://en.wikipedia.org/wiki/Tagalog_Wikipedia
https://en.wikipedia.org/wiki/Tagalog_Wikipedia
https://notepad-plus-plus.org/
https://forms.gle/9gvvu2KYfvAF2wR86


cdiff Example
ehVC vs. ihVC doblehin vs. doblihin
omC vs. umC kompanya vs. kumpanya

CuwV vs. CwV lenggwahe vs. lengguwahe
CiyV vs CyV ahensiya vs. ahensya

Table 5: Rules with 100% precision

cdiff Abecedario Modern orthography
c vs. k acalain akalain
o vs. w dinadalao dinadalaw
i vs. y baitang baytang
v vs. b automovil automobil

Table 6: Abecedario and the modern orthography

Abecedario

Our approach was also able to detect word pairs
that reflect both the Abecedario and the modern
orthography. The Abecedario is the alphabet used
in the early Spanish-influenced orthography of Fil-
ipino during the Spanish colonial period. It is de-
rived from the Spanish alphabet and was widely
used before the introduction of modernized and
standardized forms of orthography. Some examples
are provided in Table 6, highlighting the potential
for conducting culturomics studies.

Alignment with existing guidelines

For each word pair, we counted the number of oc-
currences in the corpus and converted these counts
into percentages, with the total for both words al-
ways adding up to 100%. We observed that certain
word pairs, where one form appears 40% of the
time or less, do not align with the 2014 edition
of the National Orthography. An example under
omC vs. umC is "kumpleto" ("complete" in En-
glish) with 86% compared to "kompleto" (14%),
which is the word listed in the KWF dictionary.
Additionally, we identified competing word forms,
which we defined as having frequencies between
41% and 60%. Examples of competing forms are
shown in Table 7. The percentages are enclosed in
parenthesis.

We categorize word pairs into three:

1. those adhering to existing guidelines (61 to
100%);

2. competing norms (41 to 60%) and

3. deviating forms (up to 40%).

Word1 (%) Word2 (%)
komplikado (42%) kumplikado (58%)
kompanya (51%) kumpanya (49%)

kompirmasyon (53%) kumpirmasyon (47%)
pinupuwersa (50%) pinupwersa (47%)

lisensiya (48%) lisensya (52%)

Table 7: Examples of competing norms

In 2018, several years after the release of the
2014 edition, a contest hosted by the Komisyon
sa Wikang Filipino (KWF) revealed students’ defi-
ciencies in Filipino orthography (De Guzman, CG,
2018). Out of a perfect score of 100, the first place
only got a score of 65. These findings underscore
the need for technological tools that comply with
KWF guidelines such as spell checkers that are
freely available and convenient to use.

Cosine similarity

We conducted additional experiments to determine
whether the word pairs share semantic meaning.
Using Word2Vec (Mikolov et al., 2013), we applied
a continuous bag-of-words model (Rong, 2014)
with a word window of 5 to compute cosine similar-
ity values. This is inspired by an earlier work which
looked at English words (Jatnika et al., 2019). Our
results show high similarity values among com-
peting norms with high frequency counts. Low
similarity values were noted in Wikipedia articles
that appear to be machine translated.

Conclusion

We developed an effective method for extracting
spelling variants from a corpus. Through experi-
ments with the Tagalog Wikipedia, we successfully
extracted features and created rules using machine
learning. As a next step, our findings can be in-
tegrated into widely-used Filipino spelling, style,
and grammar checking tools to enhance their accu-
racy and functionality. Furthermore, collaboration
with institutions such as the Komisyon sa Wikang
Filipino (KWF) could facilitate the consistent ap-
plication of standardized Filipino spelling across
various platforms, promoting linguistic uniformity
while supporting language education and preserva-
tion. Legitimate variants, including those classified
as competing norms and deviating forms, should
receive special attention in Filipino language edu-
cation.
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