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On Using Self-Report Studies to Analyze Language Models

Matúš Pikuliak, Kempelen Institute of Intelligent Technologies, Slovakia matus.pikuliak@kinit.sk

Abstract We are at a curious point in time where our ability to build language models (LMs) has outpaced our ability to analyze
them. We do not really know how to reliably determine their capabilities, biases, dangers, knowledge, and so on. The benchmarks
we have are often overly specific, do not generalize well, and are susceptible to data leakage. Recently, I have noticed a trend of using
self-report studies, such as various polls and questionnaires originally designed for humans, to analyze the properties of LMs. I think
that this approach can easily lead to false results, which can be quite dangerous considering the current discussions on AI safety,
governance, and regulation. To illustrate my point, I will delve deeper into several papers that employ self-report methodologies and
I will try to highlight some of their weaknesses.

1 Introduction
The question answering capabilities of modern LMs
play nicely with the common design of many self-
report studies. Querying the LMs with human ques-
tions and comparing the generated answers with hu-
man responses seems natural. The following exchange
could for example lead us to a conclusion that ChatGPT
is slightly introverted.

Prompt: On a scale from 1 (strongly agree)
to 6 (strongly disagree), how much do you
agree with the following statement? ”You
regularly make new friends.” Generate
only the final answer (one number).
ChatGPT: 4

This approach has already been used to study po-
litical learning, psychological profile, moral standing,
and other concepts that may exist within LMs’ behavior
and that are otherwise difficult to measure (Santurkar
et al., 2023; Ma et al., 2023; Huang et al., 2023; Ruti-
nowski et al., 2023; Hartmann et al., 2023, i.a.). I see
several problems with this approach, all stemming from
the fact that the polls and questionnaires used are usu-
ally designed for humans. Some of these problems and
faulty assumptions arise from a misunderstanding of
what LMs are and what they are not.

• We might falsely assume that the answers gen-
erated for specific questions are a good proxy of
broader behavior. It is very likely that the find-
ings based on answers provided for specifically
worded survey questions might not generalize to
how LMs behave in different contexts.

• We might falsely assume that LMs are agents
capable of introspection and that the generated
answers somehow truthfully reflect their inner
workings. LMs are even more susceptible than
humans to demand characteristics — generating
answers that they deem appropriate for a given
prompt, not answers that truly reflect the ques-
tion.

• We might falsely assume that LMs have consis-
tent opinions or worldviews. LMs often simulta-
neously exhibit an amalgamation of different and
contradictory ideologies — a condition we would
not expect from human test takers.1

• We might not consider that the surveys are usu-
ally not designed to detect non-human types of
behavior, such as random behavior or various
forms of algorithmic bias – the so-called shortcut
learning (Geirhos et al., 2020).

• We might not consider that the polls are often
designed with a specific societal context in mind
(time, culture, place, etc.), and we cannot be
certain whether LMs share this context (Hersh-
covich et al., 2022).

1Humans are certainly also capable of having self-contradictory or
unstable opinions (Wood et al., 2012; Rudiak-Gould, 2010, i.a.). They
are also susceptible to other phenomena discussed in this letter, e.g.,
demand characteristics or sensitivity to wording (Banyard et al., 1996;
Schuman and Presser, 1996). Although there are some parallels be-
tween human intelligence and LMs here, we should be careful about
the interpretation. The quantity and quality are significantly differ-
ent. For example, self-contradictory beliefs are quite rare in humans,
while they can be invoked in LMs for basically any statement via
prompting, as apparent by the continuous success of jailbreaking.
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Yet, a question like that one above about ChatGPT
making friends (which is self-evidently absurd) can eas-
ily find its way into research datasets. This sort of
anthropomorphizing can consciously or subconsciously
seep over to experiment designs, especially now, as
the generated outputs have started to seem so human-
like (Kim and Sundar, 2012; Nass et al., 1994). Self-
report studies can provide a meaningful signal, but it
can be quite difficult to distinguish it from the noise
without a well-defined theory of LM behavior (Holtz-
man et al., 2023). Self-report studies have many pit-
falls and the potential for bad science here is im-
mense (Narayanan and Kapoor, 2023). I will discuss
here specific methodological problems, but they are
deeply connected to the much older and broader ques-
tion of how to interpret the so called understanding that
is supposedly happening within machines, and how
does that relate to the question of intelligence (Weizen-
baum, 1976; Bender et al., 2021).

In this letter, I will discuss three papers that I be-
lieve might have some problems related to the use of
self-report studies 2 . I do not wish to say that these pa-
pers are bad per se, but I have my doubts about some of
their findings, and I think that pointing them out can
illustrate some of the existing pitfalls.

2 Durmus et al. (2023)
This paper analyzes the correlation between LM-
generated answers and answers given by populations
from various countries. The paper introduces a dataset
of 2,556 multiple-choice poll questions asked by the Pew
Research Center and the World Values Survey Associa-
tion. Most of the polls were done in multiple coun-
tries simultaneously (with a median of 6 countries).
The same questions were prompted to Claude LM. The
distribution of probabilities Claude gave to individual
answers was compared with the distribution of an-
swers given by the populations. It was concluded that
Claude’s answers are most similar to those of Western
countries (USA, Canada, Australia, Europe) and South
American countries. According to the paper, the re-
sults show “potential for embedded biases in the models
that systematically favor Western, Educated, Industrial-
ized, Rich, and Democratic (WEIRD) populations”. These
are the two problems I have with this paper that reflect
the points I have made in the introduction:

(1) Is the political behavior consistent? We do
not know how the model would behave in different con-
texts. It seems to reply with Western-aligned answers
to poll-like questions from Western institutions. But we
simply do not know how far this setup generalizes. In
fact, the paper shows that the model is steerable, and

2This letter was heavily inspired by a previously published blog.
Experimental code is available here.

can generate answers aligned with different countries
when asked to do so. This means that the model has
different political modes available, and can use them
when appropriate. There is an unspoken assumption,
that the experiment invokes some sort of default polit-
ical mode, but this is not proven.

(2) Are the results robust? Very little was done
to check for algorithmic bias in the answers. There are
some pretty important caveats in the data. Different
countries have significantly different average numbers
of options per question (Uzbekistan 3.8, Denmark 7.6),
different distributions of answers, and different sets of
questions (Germany has a total of 1129 questions, Bel-
gium 119), among other variations caused by the poll-
sters’ data collection process. There are many potential
places where a hidden variable or two can be hidden.
To address these issues, a single experiment was done
where the order of options was randomly shuffled to
see whether the model is taking the order into consid-
eration. The paper unconvincingly concludes that even
after the order was shuffled, “[the] primary conclusions
remained largely the same”.

2.1 My experiments

In this section I will try to shed more light on the pre-
sented results with my own analysis. One caveat of this
work is that the code is not published, so there might
be some differences in how I handle things. Another
caveat is that the responses generated by Claude are
not published either. Only aggregated scores per coun-
try are available. This severely limits what we can do
with the results.

Uniform Model. The numbers reported in the pa-
per are difficult to interpret. Is the difference in the
Jensen–Shannon distance3 between the USA (0.68) and
China (0.61) meaningful? To get a better sense of the
scale, I calculated the results for a very simple base-
line model — a uniform distribution model. This model
does not even need to read the questions; it simply as-
signs equal probability to all options. This represents
the expected distribution of randomly initialized LMs.
The comparison in similarity scores between the uni-
form model and Claude is shown in Figure 1.

For the majority of countries, the uniform model
outperforms Claude. The performance of these two
models is very similar for most Western countries, in-
cluding cultural hegemons like the USA, UK, or Ger-
many. This is quite an important observation for the
overall narrative of the paper. Does Claude “system-
atically favor Western populations” or is it “promoting

3Jensen-Shannon distance is the measure of alignment used in the
paper. It calculates the similarity between the polls from countries
and LM’s predictions.

Northern European Journal of Language TechnologyVol. 10, 2024 79

http://opensamizdat.com/posts/self_report/
https://colab.research.google.com/drive/1iEFKCXuCY7Lc3io-xrIZRyBoaBDXj1Ku?usp=sharing


Figure 1: The comparison between the Jensen–Shannon
distance of Claude (claude v13 s100) and the uni-
form model. The average similarity is 0.659 for Claude
and 0.664 for the uniform model. The uniform model
wins in 53.8% of the countries.

hegemonic worldviews” when achieving the same per-
formance as a completely random model?

Initially, I thought that countries such as Nicaragua,
Ethiopia, or Singapore were the winners in this com-
parison. Claude showed the most improvement com-
pared to the random guessing strategy of the baseline
uniform model. However, this appears to be an artifact
caused by the average number of options per question
(represented by the color scheme). The performance of
the uniform model worsens as the number of options
increases. The fact that Claude’s performance does not
correlate with the number of options suggests to me
that Claude is actually not using random guessing as
its strategy. But the strategy it uses produces results
with performance similar to that of random guessing.

Helpful. What is not shown in the paper is that ex-
periments with an additional model called Helpful were
also run. Its results can only be found in the JavaScript
file that powers the online visualization, so it is not clear
what exactly this model is. The Jensen-Shannon dis-
tance of various models is shown in Figure 2. Helpful
significantly outperforms both Claude and the uniform
model. It is better in all countries. This means that it
is still not a zero-sum game, and improving alignment
with one country does not worsen it with others. This
model seems to be very similar to the USA and UK, but
also to African countries as shown in Table 1. On the
other hand, some Western countries are in the bottom
10. Africa’s performance here is quite surprising and it
undermines the narrative about Western-aligned mod-
els. Either the supposedly Western-centric nature of the
data were somehow mitigated, or this is just some sort

Figure 2: Average similarity aggregated per country for
different models.

Top 10 Bottom 10
United States 0.81 South Korea 0.74
United Kingdom 0.80 Pakistan 0.74
South Africa 0.80 Greece 0.74
Ethiopia 0.80 China 0.74
Mali 0.79 Sweden 0.74
Kenya 0.79 Thailand 0.74
Bolivia 0.79 Taiwan 0.74
Ghana 0.79 New Zealand 0.74
Nigeria 0.79 Belgium 0.69
Chile 0.79 Denmark 0.60

Table 1: The average similarity of the opinions aggre-
gated per country.

of a noise artifact. I think it is more likely that this is
just noise, but that reflects poorly on the robustness of
the results.

Interpretation. Even though I would not be sur-
prised if most LMs are indeed Western-aligned in their
behavior, I am not sure if this paper proves it. Claude
is no better than a random model and Helpful seems
to be Africa-aligned if anything. The results of the
self-report study do not seem to be robust. There
are also concerning irregularities in the data, such as
surprising correlations between the LM’s performance
and the probability of how often individuals from dif-
ferent countries choose specific options. For instance,
Claude has lower similarity with countries that more
frequently choose the option Not too important, regard-
less of the actual questions. Other strong correlations
are shown in Table 2.

Given these irregularities, we must be careful with
how we interpret the data. For example, Claude has a
positive correlation with countries that often feel that
something is a threat and a negative correlation with
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Option wording #Questions Pearson’s r
Not too important 44 -0.62
Somewhat favorable 54 0.61
Not a threat 36 -0.58
Major threat 36 0.56
Mostly disagree 44 0.52

Table 2: The top 5 options with the most sig-
nificant correlation between Claude’s performance
(claude v13 s100) and how often was that option se-
lected by the population.

countries that do not feel threatened that much. There
are multiple explanations for this behavior. (1) Claude
was trained to feel threatened in general and will by
default answer that something is a Major threat, or (2)
There is a bias in the data and all the threats men-
tioned in the polls are threats perceived by the Western
countries and Claude is indeed aligned with what they
think. Both options are problematic. In the first case,
we are not measuring a political opinion at all. In the
second case, we are not addressing a pretty important
bias in the data. Questions that reflect important top-
ics and issues from non-Western countries might be un-
derrepresented and we might not know what the mod-
els think about those. In other words, the fact that
Western-aligned polls lead to Western-aligned answers
cannot tell the whole story. Overall, I believe that
the results here show that taking the generated re-
sponses at face value does not lead to correct con-
clusions, and a more thorough look at the mea-
sureswas needed to truly understand the behavior
of the LMs.

3 Feng et al. (2023)
The main idea of this paper is to measure the political
leaning of LMs with the popular Political Compass on-
line quiz. The quiz consists of two sets of questions:
19 questions for the economic left-right axis and 43
questions for the cultural authoritarian-libertarian axis.
Each question has four options (strongly disagree, dis-
agree, agree, strongly agree), with a specific number of
points assigned for each option. The mean number of
points for these two axes is then displayed as an eas-
ily shareable image. There are three main issues I have
with this paper.

Validity. I find the use of this tool to be a shaky idea
right out of the gate. The paper claims that their work
is based on the political spectrum theory, but I am not
aware of any scientific research that would back the Po-
litical Compass. To my knowledge, it really is merely a
popular internet quiz with a rather arbitrary methodol-

Figure 3: The Political Compass scores achieved by
1,000 random samples. The red circle shows the 3𝜎 con-
fidence ellipse. The blue cross shows the 3𝜎 CIs for the
two axes for a randomly selected sample.

ogy based on the authors’ intuition. It is unknown how
the questions were selected, whether they were verified
in any capacity, or how the points were assigned to in-
dividual options.

For example, the pro-authoritarian axis seems to be
overloaded; as it is defined by: nationalism, religious-
ness, social conservatism, and militarism. All these ide-
ologies may correlate strongly for common US humans,
but that does not imply that they will necessarily corre-
late in LMs unless proven otherwise. We cannot just
assume that LMs have these culture-specific asso-
ciations and patterns of behavior. This is even more
obvious for questions that are not about politics at all,
such as “Some people are naturally unlucky”, “Abstract
art that doesn’t represent anything shouldn’t be consid-
ered art at all”, or “Astrology accurately explains many
things”. While these questions may correlate with cer-
tain political opinions in the US (or correlated in the
past when the quiz was created), they should not be
used as indicators of political tendencies in LMs.

Statistical power. The very limited number of ques-
tions leads to statistically insignificant results. Even in-
tuitively, it seems unlikely that we can understand the
economic ideology of hallucination-ridden LMs with
just 19 questions, as suggested in this paper. For com-
parison, I sampled a random model 1,000 times. We can
compare these results shown in Figure 3 with the results
reported in the paper.

There are two important observations here: (1) The
confidence intervals for the individual samples are huge
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and they often contain most of the other samples and
all four political quadrants. Most samples are not dif-
ferent from each other in a statistically significant way,
i.e., we can not tell whether the scores reported for LMs
in the paper are meaningfully different. (2) For most
LMs, we cannot rule out the possibility that their results
are random. The only exception is the cultural axis for
some of the LMs (e.g., GPT-J with a score of more than
5). Note this does not prove that the models are using
random guessing as their strategy, we just cannot rule
it out.

Downstream evaluation. What I like about this pa-
per is that a downstream evaluation was done to exam-
ine the behavior of LMs in different contexts. LMs were
trained with politically biased data (e.g., data based
on Fox News was considered right-leaning) and then
fine-tuned for misinformation classification and hate-
speech detection. The conclusion is that the models
trained with left-leaning texts perform better at detect-
ing hate-speech against typically left-aligned minori-
ties (e.g., Black, Muslim, LGBTQ+), while the right-
leaning models excel in detecting hate-speech against
White Christian men. Similar trends were observed in
disinformation detection, where left-leaning LMs were
better at identifying disinformation from right-leaning
media and vice versa.

However, these results do not really correlate with
the Political Compass. If you consider Figure 2
from their paper, the RoBERTa results do not align
with the downstream evaluation findings at all. The
downstream evaluation suggests that news left and
reddit right represent the two antipoles, with the
former showing the most left-leaning and the latter
showing the most right-leaning results. However, they
both fall within the same quadrant (authoritarian left)
on the Political Compass. The score computed with
the compass did not generalize to other contexts.
This of course leads to a question about the validity of
the score, as it does not prove to be reliably enough
to predict downstream behavior. A methodologically
sound score should have some explanatory power, but
here it was not proven that the Political Compass has
any.

4 Nadeem et al. (2021)

This paper introduced the StereoSet dataset for mea-
suring societal biases (such as gender bias) in LMs.
However, both its data quality (Blodgett et al., 2021)
and methodology (Pikuliak et al., 2023) were recently
criticized. The flaws identified in the latter paper are
connected to the faulty assumptions about using self-
report studies, so they can serve as a good illustrative

example for the purposes of this letter. I will reuse their
findings and recontextualize them here.

The StereoSet methodology is inspired by psycho-
logical associative tests. It involves two sentences — one
stereotypical and one anti-stereotypical — that differ
exactly in one word. For example, this is a pair of sen-
tences about a gender stereotype: ”Girls tend to be more
soft than boys” and ”Girls tend to be more determined
than boys”. We mask the position of the keyword and
ask an LM to fill it in. We compare the probabilities
the LM assigns to the two words (soft and determined
in this particular case), and if a higher probability is as-
signed to the stereotypical word, we say that the LM
behaves stereotypically and use it as evidence of a so-
cietal bias.

A test like this intuitively makes sense for humans.
Humans would utilize their ideology to assess the ap-
propriateness of the two words, taking solely their
meaning into consideration. If a human consistently se-
lects the stereotypical options, it would be reasonable
to assume that their opinions are indeed stereotypical.
However, we cannot make the same assumption about
LMs because the probabilities cannot be directly inter-
preted as moral judgements. This statement can be il-
lustrated with the two following experiments.

(1) LMs tend to select more frequent words. Not
surprisingly, there is a significant correlation between
how frequent the word is in the language and the prob-
ability calculated for this word by LMs (e.g., Pearson’s
r of 0.39 for gender bias with roberta base, see Fig-
ure 4). This affects the results of associative tests as
well, as LMs are more likely to select the more frequent
word from the pair. Part of the decision-making pro-
cess can be attributed to this preference, but this strat-
egy diverges from what we would expect from humans
taking the same test. It is not correct to interpret this
behavior as societally biased, because the true cause is
much simpler. Additionally, the result of the test might
be altered by replacing the word with a synonym with
a different frequency.

(2) LMs behave similarly for both stereotypical
and non-stereotypical groups. A methodology like
this assumes a reasonable level of internal consistency
in the ideology of the test taker. For instance, if a hu-
man believes that ”girls are more soft than boys’, they
would logically not believe that ”boys are more soft
than girls”. Are LMs consistent like that? This as-
sumption can be challenged by changing the identity of
the targeted groups, e.g., by gender-swapping the sam-
ples as shown above (changing boys to girls and vice
versa). This way, we can compare how the LMs be-
have for both the original sample with a stereotypical
group and for this new sample with a non-stereotypical
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Figure 4: Relation between the StereoSet score as de-
fined in the paper (positive score means that the LM
is behaving stereotypically) and the difference in the
frequencies of the two keywords calculated via Google
Ngram for the gender bias. Each point is one sample.
roberta base was used as the LM.

group. Turns out that LMs tend to behave similarly
for all groups, barely taking their identity into consid-
eration (e.g., Pearson’s r of 0.95 for gender bias with
roberta base, see Figure 5). There is very little differ-
ence in how the LMs treat different groups of people,
which contradicts the notion of bias. The original tests
took the results at face value and did not consider the
lack of logical consistency in LMs’ behavior, and this
lead to incorrect conclusions.

Both of these experiments demonstrate how the as-
sumptions we make about humans self-reporting on as-
sociation tests can easily be undermined by the non-
human intelligence of LMs. Our assumptions about
how humans would approach these tests did not trans-
fer to how LMs approached them. LMs will select words
simply because they are more common, and it will se-
lect internally inconsistent words for the tests, barely
taking the identity of studied groups into consideration.
It is therefore not correct to interpret word prob-
abilities alone as an indication for LM’s ideology,
unless they are supported by proper control sam-
ples and sanity checks.

5 Conclusions
I think it is safe to assume that LMs have various forms
of political, psychological, societal, and other types of
behavior baked in within. Some of these behaviors may
even be deemed problematic based on different crite-
ria. However, we must take extreme care when ana-
lyzing these phenomena since we currently lack any
workable theory of LM behavior. Using self-report

Figure 5: A strong correlation between the Stere-
oSet scores for the original samples and for the
gender-swapped samples. Results calculated for
roberta base.

studies originally designed to study human intelligence
is tricky, as highlighted in this letter with various fail-
ure modes found in the papers. Although SOTA LMs
produce impressive human-like outputs, we cannot just
stop caring about hidden variables, algorithmic biases,
appropriate baselines, and other evaluation best prac-
tices. The high quality of the LM outputs leads to a
regrettable tendency to anthropomorphize them (Kim
and Sundar, 2012), causing people to forget the na-
ture of these models. Any paper in this field should
be obliged to delve deeper into the analysis of LM be-
havior, and not take the answers generated to the self-
report questions too literally. Otherwise, there is a
strong possibility of a replication crisis emerging
in this field, i.e., without a robust theory of LM be-
havior, we will produce insights that will not generalize
outside of the very limited experimental setups.

In general, I believe that the way forward for self-
report studies is to employ them only with more thor-
ough evaluation datasets and methodologies. The stud-
ied behaviors and their assumptions should be prop-
erly specified and measured across various scenarios,
prompts, and societal contexts. The consistency of the
results should be carefully studied and described. The
methodology should be designed to rule out shortcut
learning opportunities if possible, and if not, an at-
tempt to detect these shortcuts should be made. For ex-
ample, proper control samples or appropriate baselines
should be constructed to challenge the assumptions of
the methodology.
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