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Abstract
Neural machine translation requires large number of parallel sentences along with in-domain parallel data to attain
best results. Nevertheless, no scientific parallel corpus for English-Persian language pair is available. In this paper, a
parallel corpus called EsposiTo is introduced, which contains 3.5 million parallel sentences in the scientific domain
for English-Persian language pair. In addition, we present a manually validated scientific test set that might serve as
a baseline for future studies. We show that a system trained using EsposiTo along with other publicly available
data improves the baseline on average by 7.6 and 8.4 BLEU scores for En—Fa and Fa—En directions, respectively.
Additionally, domain analysis using the 5-gram KenLM model revealed notable distinctions between our parallel
corpus and the existing generic parallel corpus. This dataset will be available to the public upon the acceptance of

the paper.
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1. Introduction

Machine translation is a natural language process-
ing task that involves automatic translation of sen-
tences from a source language into a target lan-
guage. In recent years, neural machine translation
has established itself as the most promising method
to the field of machine translation. It shows superior
performance on public benchmarks (Goyal et al.,
2022) and rapid adoption in deployments, such as
Google (Wu et al., 2016), Systran (Crego et al.,
2016), and WIPO (Junczys-Dowmunt et al., 2016).

In order to train supervised neural machine trans-
lation models, millions of parallel sentences are
needed. Nonetheless, this amount of data is not
always available. Only for a small number of lan-
guage pairs with high resource condition and par-
ticular domains, there are sufficient and openly ac-
cessible parallel corpora. There are several pub-
licly available parallel corpora for the different lan-
guage pairs, covering a wide range of topics and
domains. Nevertheless, no scientific parallel cor-
pus for English-Persian language pair is available.

Although English is the common language of
scientific community, many researchers only have
a basic command of the language and prefer to
read scientific literature written in their native lan-
guage. Machine translation can provide a solution
to increase access to scientific publications. Even
though there has been much work in the field of
domain adaptation (Kocmi et al., 2022), the auto-
matic translation of scientific publications has not
received much attention from the community, in
part because of the difficulty of collecting parallel
documents.

In this paper, we introduce EsposiTo, which is
an English-Persian scientific parallel corpus des-

ignated to improve the quality of machine transla-
tion. This corpus contains 3.5 million parallel sen-
tence pairs for English-Persian, which is created
from scientific publications’ abstracts. Documents
used to create this corpus are crawled from Open-
Access (OA) journals registered in the Scientific
Information Database (SID) portal’. We also apply
EsposiTo as a training corpus for machine transla-
tion systems and show that a system trained using
EsposiTo along with other publicly available data
improves the baseline on average by 7.6 and 8.4
BLEU scores for En—Fa and Fa—En directions,
respectively. We published EsposiTo on Hugging
Face?. We think this resource will be useful, espe-
cially for research related to scientific texts transla-
tion between English and Persian. This will facili-
tate equitable access to scientific knowledge and
accelerate research in many fields.

The rest of the paper is laid out as follows. Sec-
tion 2 discusses relevant studies and approaches
in the field. Section 3 goes into further depth about
how EsposiTo is built, outlining the procedures and
methods used to create this corpus. We demon-
strate the advantages of using Esposito in Sec-
tion 4 by presenting results of our experiments. Fi-
nally, Section 5 summarizes the paper and provides
potential future directions and research areas for
further development.

2. Related Work

The development of parallel corpora for training
machine translation systems have been an active

1https ://www.sid.ir/en/
®https://huggingface.co/datasets/
universitytehran/ESPOSITO
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research area in recent years. OPUS (Tiedemann,
2012a) is a collection of various corpora which
covers many language pairs including English-
Persian such as CCMatrix (Schwenk et al., 2021),
Tanzil (Tiedemann, 2012b), TEP (Pilevar et al.,
2011), along with many others. Among these cor-
pora, CCMatrix is the largest parallel corpus ob-
tained by mining unstructured web for parallel data,
a technique which is employed in the retrieval of
unstructured web data. Majority of English-Persian
parallel corpora in OPUS contain generic text; how-
ever, there are a few domain-specific parallel cor-
pora available. Unfortunately, none of these cor-
pora cover the scientific domain.

One of the first large parallel corpora of scien-
tific papers was ASPEC (Asian Scientific Paper
Excerpt Corpus) which consists of about 3.7 million
sentence pairs in English, Japanese and Chinese
(Nakazawa et al., 2016). In addition, SciELO is
an English-Portuguese and Spanish corpus which
is also available on OPUS and relies on the Sci-
ELO database of scientific articles (Néveol et al.,
2018). This corpus is based on full article texts
and contains 3.3 million aligned sentences. To the
best of our knowledge, there are no public paral-
lel corpora based on scientific publications for the
English-Persian language pair.

3. Dataset Construction

In this section, we present our methodology for con-
structing EsposiTo, a collection of scientific publica-
tions’ abstracts derived from the SID database. All
abstracts’ translations are provided by the publica-
tions’ authors and are peer reviewed. We organize
scientific journals to three main domains including
Human science, Medicine, and Science & engineer-
ing. The workflow to create EsposiTo is illustrated
in Figure 1 and each phase is described in detail
below.

SID was established on August 16, 2013, by Aca-
demic Center for Education, Culture, and Research
(ACECR)? in Iran, to advance and disseminate sci-
entific knowledge. The SID’s bank of scientific pub-
lications indexes the full text of articles in both Per-
sian and English sections and creates a complete
archive of publications from 2000 to present.

3.1. Document Retrieval and HTML
Parsing

We develop a crawler for the SID website and ob-
tained a list of scientific journals. From the list of
journals, it is possible to retrieve a list of all volumes
of a particular journal. The HTML page of the jour-
nal’s list of volumes was further parsed to retrieve
the page containing the list of articles in a given

3http://acecr.ir/en

volume. Finally, the page of a particular paper was
fetched as HTML. Web crawling is done using GNU
Wget*, while boilerplates, such as headers and
footer, are removed using Python’s BeautifulSoup®
in order to keep the main content of each webpage
in plain text format. Custom scripts are developed
to extract text from web pages and create document
pairs for each journal. We use SpaCy’s multilin-
gual sentenceRecognizer®, a pre-trained pipeline
component for sentence segmentation in various
languages, for splitting documents into sentence
levels. The reason we choose this package over
others (other than its high quality) is the high infer-
ence speed due to the support of GPU.

Table 1 summarizes the number of journals and
papers retrieved for each domain. Note that we only
consider journals on SID which contain publications
in both English and Persian both. After parsing
HTML files and extracting the main content of each
webpage, about 5% creates an empty text file in at
least one of the languages. As a result, presented
papers count only shows non-empty files.

3.2. Sentence Alignment

Sentence alignment is the task of taking parallel
documents, which have been split into sentences,
and finding high-quality matching translated sen-
tences within the parallel documents. To do this,
one can create all candidate sentence pairs from
bilingual documents and then compute the seman-
tic similarity between these sentence pairs using
the information contained in each sentence. A good
sentence alignment algorithm should be able to de-
tect similar and dissimilar sentences and rank them
according to their relevance. It should also be able
to identify and discard noisy pairs of sentences.

Early sentence aligners (Brown et al., 1991; Gale
and Church, 1993) use dynamic programming (Bell-
man, 1954) and work based on the intuition that
the length of the translated sentence is likely to
be similar to that of the source sentence. Re-
cently, automatic sentence alignment methods us-
ing neural networks have gained popularity (Gré-
goire and Langlais, 2018; Artetxe and Schwenk,
2019a; Thompson and Koehn, 2019; Chousa et al.,
2020). Such systems use a scoring function to cal-
culate how two sentences translate each other in
embedding space, and an alignment algorithm is
used to generate an alignment.

In this paper, we use the Vecalign (Thompson
and Koehn, 2019) algorithm which has linear com-
plexity for time and space with respect to the num-

4https://www.gnu.org/software/wget/

5https://www.crummy.com/software/
BeautifulSoup/

bhttps://spacy.io/api/
sentencerecognizer
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Figure 1: Workflow for the construction of EsposiTo.

Domain Subject Journals Papers Sentences
Human science Human Science 775 386,994 1,261,809
Art & Architecture 42 16,180 99,777

Medicine Medical Science 139 101,855 975,366
Veterinary Science 11 11,348 39,188

Agriculture & Natural Resources 159 111,938 610,403

Science & engineering Engineering & Technology 123 55,952 278,369
Basic Science 81 47,499 232,188

1330 731,766 3,497,100

Table 1: Document retrieval and HTML parsing report.

ber of sentences being aligned and only requires
bilingual sentence embeddings. To choose a sen-
tence embedding model for Vecalign, we manu-
ally align several documents in each domain as
gold data. We experiment with different combina-
tions of bilingual embeddings to determine their
effect on the alignment accuracy. We evaluate
the performance of the Vecalign algorithm with dif-
ferent sentence embeddings in term of F1 score.
More concretely, we consider LASER2 (Artetxe and
Schwenk, 2019b), LaBSE (Feng et al., 2022), and
LASERS (Heffernan et al., 2022) embedding mod-
els by employing their sentence embeddings in the
Vecalign algorithm. According to Table 2, using Ve-
calign algorithm with LASER3 embeddings outper-
forms others in almost all domains. Consequently,
we employ the Vecalign algorithm with LASER3
sentence embedding.

We provide statistics on parallel corpus including
the number of bilingual sentence pairs. Our parallel
corpus includes three main domains and seven
subjects. The number of distinct sentences for
each one is shown in Table 1.

3.3. Manual Validation and Splitting

In order to create high quality test set for
EsposiTo as well as assess its quality, we randomly
selected 1500 bilingual sentence pairs from our cor-

pus to submit for evaluation via crowdsourcing. We
recruited 45 undergraduate students majoring in
computer science as annotators. The annotators
are given a guideline which is summarized in Ta-
ble 3. The semantic similarity of each sentence
pair is assessed by three different annotators, and
results are given as a value between 0 and 100.
We assign the semantic similarity of sentence pairs
to one of five quality levels, namely, “Very Good”,
“Good”, “Needs Correction”, “Bad” and “Very Bad”.
On average, each annotator efficiently annotates
100 sentence pairs, dedicating around 5 hours to
thoroughly review the data. The annotation pro-
cess is successfully completed within a reasonable
duration of three weeks.

The results of the annotators’ quality assessment
of sentence pairs are presented in Table 4. The
evaluation demonstrates the high quality of our cor-
pus in terms of human assessments across all three
domains. More concretely, 82% of manually val-
idated samples belong to “Very Good” or “Good”
quality level and only 3% of samples belong to “Very
Bad” quality level.

As a way to get a sense of how reliable the re-
sults of the annotators’ evaluations are, we use
inter-annotator agreement scores, namely Fleiss’
kappa coefficient (Fleiss, 1971) and Spearman cor-
relation, in order to analyze how reliable the results
of the annotators’ evaluations are. According to
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Vecalign

Domain Subject Docs
LaBSE LASER2 LASER3

Human science Human Science 8 0.86 0.88 0.94
Art & Architecture 8 0.65 0.69 0.83
Medicine Medical Science 7 0.92 0.84 0.89
Veterinary Science 4 0.82 0.81 0.89
Science & engineerin Agriculture & Natural Resources 7 0.88 0.82 0.86
9 9 Engineering & Technology 7 0.95 0.92 0.98
Basic Science 5 0.89 0.86 0.85
46 0.85 0.83 0.89

Table 2: Evaluation of different sentence embedding models employed in the Vecalign algorithm in term

Two sentences are completely similar in meaning. Two sentences that
refer to the same object or concept, using words that have semantic
similarity or synonyms to describe them. The length of the two sentences

Two sentences with similarities in meaning, referring to the same object
or concept. The length of the two sentences may vary slightly.

Two sentences that are related in meaning, each referring to objects or
concepts but they are related. The length of two sentences may vary

Two sentences that are different in meaning but have a slight semantic
relation, may share the same topic. The length of two sentences can vary

The two sentences are completely different in meaning, their content is

of F1 score.
Title Scale Description
Very Good 90-100
is equivalent.
Good 70-89
Need Correction  50-69
slightly.
Bad 30-49
greatly.
Very Bad 0-29

not related to each other. The length of two sentences can vary greatly.

Table 3: Annotation guidelines provided to annotators (Nguyen et al., 2022).

the consensus evaluation results are presented in
Table 5. Based on Gwet (2014) we have substan-
tial agreement between annotators in all domains.
This shows that evaluation results are reliable and
can be used to draw conclusions.

We created a test set to address the issue of
the English-Persian language pair lacking an offi-
cial test set in the scientific domain. This test set
consists of 1200 sentences rated as “Very Good”
or “Good” by annotators. We believe this test set
will be useful for researchers working on English-
Persian language pair. In addition, we use a ran-
dom selection technique to create a validation set
of 1000 sentences from each domain. The detailed
statistics of Esposito is shown in Table 6.

4. Experiments

In this section, we evaluate the quality of our par-
allel corpus. For this purpose, we evaluate qual-
ity of models which use our parallel corpus for a

generic benchmark, i.e., FLORES-200, as well as a
domain specific test set provided in Esposito. The
FLoREs-200 is a benchmark for machine transla-
tion between English and low-resource languages.
This benchmark is obtained from English Wikipedia
pages and contains sentences on general topics
such as news.

This section is laid out as follows. Subsection 4.1
describes domain analysis experiments using an
n-gram language model (LM). Next, Subsection 4.2
presents evaluations using a neural machine trans-
lation model.

4.1.

In this section, we analyze differences between
our parallel corpus and publicly available English-
Persian corpora used for machine translation. Dif-
ferent datasets have different characteristics, and
the domain of a parallel corpus can vary dramat-
ically from one dataset to another. For instance,
one dataset may contain more technical language,

Domain Analysis
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Needs

Subject Count VeryBad Bad Correction Good Very Good
Human Science 375 14 16 39 97 209
Art & Architecture 125 16 5 14 32 57
Medical Science 440 3 10 51 152 224
Veterinary Science 60 1 0 1 26 32
Agriculture & Natural Resources 125 2 6 9 42 66
Engineering & Technology 250 4 8 29 89 120
Basic Science 125 7 1 16 33 68
1500 47 46 159 471 776

Table 4: Corpus manual validation results.

Domain Kappa Spearman
Human science 0.70 0.61
Medical 0.68 0.67
Science & engineering 0.64 0.64
0.67 0.64

Table 5: Annotators consensus evaluation results.

Domain Train Validation Test
Human science 1.36M 1000 400
Medical 1.01M 1000 400
Sﬁ;r’:ggrﬁ]g 1.10M 1000 400

3.49M 3000 1200

Table 6: EsrposiTo dataset statistics.

while another may contain more informal language.
Understanding domains of various datasets can
help improve machine translation performance.
Nonetheless, defining the domain of a dataset is a
challenging task to accomplish. Different strategies
must be employed to determine the domain of a
dataset. These can range from manual annotation
to text analysis techniques. Here, we report the
perplexity observed in the test set when an LM is
trained using our training set.

We trained a separate LM of order five with
KenLM (Heafield, 2011) on CCMatrix along with
each EsposiTo domain to estimate the perplexity.
We performed byte-pair encoding (BPE) (Sennrich
et al., 2016b) on the test and train dataset to ad-
dress the out-of-vocabulary issue.

According to Figure 2, the average per-sentence
perplexity decreases as training data increases.
Due to the generic domain of both CCMatrix and
FLORES-200 test set the decrease in perplexity is
small when adding Esposito. The results in Fig-

ure 2 show that adding Esposito largely decreases
perplexity across all domains. In other words, we
can observe on average 69% and 78% reduction
in perplexity for English and Persian, respectively.

4.2. Machine Translation Evaluation

Our goal is to build a high-quality parallel cor-
pus for machine translation. To achieve this, we
use neural machine translation systems for eval-
uations. We conduct experiments on EsposiTo in
order to determine the performance of bilingual
systems which are trained using each domain of
EsposiTo separately in comparison with a base-
line system. Additionally, we assess the the effec-
tiveness of our parallel corpus when it is used as
fine-tuning data in order to pre-train multilingual
machine translation models. To accomplish this,
we describe various experiment scenarios.

First, a baseline neural machine translation
system was trained using CCMatrix parallel cor-
pus, which is, to the best of our knowledge, the
largest generic publicly available parallel corpus
for English-Persian language pair. We compared
generic systems against a model trained on CCMa-
trix and Esposito. This allows the model to learn in-
domain knowledge and also leverages the generic
knowledge in the CCMatrix corpus. All experiments
were conducted on a single NVIDIA GeForce RTX
3090 GPU with 24GB of video memory.

Data Preprocessing. We used Moses’ scripts
(Koehn et al., 2007) for sentence tokenization in
both languages. For each system, we trained a
BPE with the vocabulary size of 20K using subword
BPE (Sennrich et al., 2016b).

Systems and Training. Our models were
trained using Fairseq (Ott et al., 2019)”. We used
the Transformer architecture with an embedding
size of 512, transformer hidden size of 1024, 4 at-
tention heads, 4 transformer layers, dropout of 0.4,
and attention dropout of 0.2. We trained with 0.2

"https://github.com/facebookresearch/
fairseq

6303


https://github.com/facebookresearch/fairseq
https://github.com/facebookresearch/fairseq

Perplexity (En)

CCMatrix

CCMatrix
+Human
science

101.72 53.28 83.37 122.47

CCMatrix

+Medicine 101.72

126.00

CCMatrix
+Science &
engineering

101.57 108.06

CCMatrix
+ALL

100.39

36.20 52.40

Medicine Science &
engineering

FLORES-200 Human
science

+Medicine

+Science &
engineering

Perplexity (Fa)

CCMatrix 163.48

200.85

CCMatrix
+Human
science

137.58 52.02 92.82 177.06

CCMatrix

118.12 175.96

CCMatrix
133.61

CCMatrix
+ALL

FLORES-200 Medicine Science &

engineering

Human
science

Figure 2: Perplexities of KenLM 5-gram language model trained on different domains and evaluated on
FLores-200 and EsposiTo test sets for English (left) and Persian (right).

label smoothing, 0.0001 weight decay, and Adam
optimizer with a batch size of 4000 tokens with an
update frequency of 4. Training was continued for
10 epochs and the best checkpoint was chosen
based on validation perplexity.

Evaluation. Systems were evaluated using the
BLEU score (Papineni et al., 2002) on the devtest
of FLorEs-200 (Goyal et al., 2022) and the test set
for each domain of EsposiTo.

In Table 7, we evaluated the performance
of the systems which were trained with vari-
ous combinations of the CCMatrix and different
EsposiTo domains. According to the findings, our
system outperformed a generic system trained only
on CCMatrix and improved on average 7.6 and 8.4
BLEU scores for En—Fa and Fa—En directions,
respectively. As expected, all systems show no
significant superiority for the FLORES-200 test set.
This underlines the importance of data domain on
the quality of machine translation.

Considering BLEU scores presented in Table 7
and perplexities reported in Figure 2, one can ex-
pect them to correlate negatively with each other.
We verified this by calculating the Pearson’s corre-
lation coefficient and found that the correlation be-
tween BLEU scores of trained models for En—Fa di-
rection and English LM perplexities is -0.701 and for
Persian LM perplexities is -0.659. Similarly, BLEU
scores of trained models for Fa—En direction and
English LM perplexities is -0.807 and for Persian
LM perplexities is -0.783.

Multilingual machine translation models. We
further evaluated the performance of three mul-
tilingual machine translation models and Google
Translation service on the test set: mBART (Liu
et al., 2020), M2M100 (Fan et al., 2021), and NLLB-
200 (3.3B) (Costa-jussa et al., 2022). The multi-
lingual machine translation models are evaluated
using a zero-shot inference strategy. mBART is

a pre-trained, multilingual model designed specif-
ically for machine translation tasks. It makes use
of denoising objectives, which distort noisy input
words before training the model to recreate the orig-
inal ones. We used mBART50, which is available
in Hugging Face® and supports English and Per-
sian, to translate our test sets. Meta’s M2M-100
model is capable of translating among every pair of
100 languages. Large monolingual datasets were
mined using LASER (Artetxe and Schwenk, 2019b)
to extract parallel sentences for M2M-100 train-
ing. We employed the pre-trained models offered
by Hugging Face®. The most recent multilingual
model released by Meta is called NLLB-200 which
supports 200 languages. The pre-trained 3.3B pa-
rameter models provided by Fairseq is used for
comparison.

Our model. We study the quality of EsposiTo by
fine-tuning DeltaLM (Ma et al., 2021), a pre-trained
multilingual language model, which is among the
best pre-trained models for language generation
tasks such as translation and summarization. This
model uses InfoXLM (Chi et al., 2021) weights
as the initialization point and adopts the span
corruption and translation span corruption as the
pre-training task. DeltaLM takes advantage of
both large-scale monolingual data and bilingual
data. Experiments show that DeltaLM outper-
forms various strong baselines such as M2M and
mBART on translation tasks. Microsoft released
DeltaLM model in two different checkpoints, base
and large. Here, we only report results of experi-
ments on the large checkpoint.

In Table 8, we compared DeltaLM model fine-
tuned using CCMatrix and Esposito datasets

8https://huggingface.co/facebook/
mbart-large-50-many—-to-many-mmt

ghttps://huggingface.co/facebook/
m2ml100_418M
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CCMatrix

Test Domain

+Human +Science &
Base science +Medicine  engineering +ALL
Human science 13.4/20.5 19.5/27.8 16.8/252 15.0/23.5 20.7/28.2
Medicine 15.7/20.8 19.1/249 223/294 16.9/225 24.1/30.2
Science & engineering 13.4/18.8 159/21.4 16.6/21.8 17.8/23.8 20.6/26.8
FLORES-200 216/26.8 21.6/27.0 21.3/268 21.4/27.0 21.4/26.4

Table 7: En—Fa / Fa—En directions BLEU scores calculated for various neural machine translation
systems trained on various combinations of CCMatrix and Esposito domains.

Pretrained MNMT Models DeltalLM (ours)
Test D . Google
est Domain Translate CCMatrix+
mBART50 M2M100 NLLB-200 CCMatrix  Esposito
Human science 10.9/16.6 12.2/19.7 12.3/20.3 20.5/29.8 17.1/27.0 25.3/33.6
Medicine 12.6/159 13.9/20.3 129/21.3 224/30.4 18.7/26.8 28.5/36.0
Sclence & 11.2/145 12.3/182 11.5/197 21.7/28.0 16.4/241 26.3/31.6
engineering
FLoRESs-200 14.7/27.0 19.9/28.2 18.2/31.7 285/41.8 254/36.4 24.8/36.8

Table 8: En—Fa/ Fa—En directions BLEU scores calculated for various state-of-the-art multilingual
machine translation models and the Google Translate service compared against DeltaLM model.

against multilingual machine translation models
and the Google Translate system. As can be seen,
DeltaLM model surpasses other multilingual ma-
chine translation models, even on the FLORES-200
test set. This achievement is remarkable consid-
ering the large amount of data used for training
pre-trained multilingual models. Moreover, the
DeltaLM model fine-tuned using CCMatrix and
Esposito outperformed Google Translate by an
average of 5.1 and 4.3 BLEU scores for En—Fa
and Fa—En directions, respectively. Google Trans-
late only outperformed DeltaLM for the FLORES-200
dataset. This observation leads us to speculate that
Google Translate might have been trained on data
resembling FLORES-200, thereby contributing to its
performance advantage.

5. Conclusion and Future Works

In this paper, we introduced EsposiTo, which is a
parallel corpus containig 3.5 million sentence pairs
in English-Persian language pairs. Additionally, we
presented a manually validated domain-specific
test set, which can be used as a baseline for future
studies. We also demonstrated the usefulness of
EsposiTo in the task of English-Persian language
pair neural machine translation. Results showed
that EsposiTo can be used to improve machine
translation performance.

In the future, we plan to expand the language
pair coverage of Esposito. Moreover, we want

to expand our dataset using the back-translation
(Sennrich et al., 2016a) technique, which leverages
monolingual sentences to improve the quality of
neural machine translation systems. We also aim
to improve the domain adaptation using techniques
such as the one presented in Mahdieh et al. (2020).
Last but not least, in this paper we only evaluated
our models using the BLEU metric, which is widely
used for evaluating machine translation systems
and has various drawbacks. One drawback is that
it uses n-gram precision, which may not always cap-
ture the fluency and coherence of translation, as it
focuses on matching n-grams between the candi-
date and reference translations. We are going to
apply new evaluation metrics like ComeT (Rei et al.,
2020) to provide more comprehensive assessment
for translation quality.

6. Ethics Statement

Our parallel corpus is derived from Open-Access
(OA) journals indexes in SID. Open access litera-
ture is defined as “digital, online, free of charge,
and free of most copyright and licensing restric-
tions.” The recommendations of the Budapest
Open Access Declaration', including the use of
liberal licensing (such as CC-BY), is widely rec-
ognized in the community as a means to make a
work truly open access. Nevertheless, we should

10https ://creativecommons.org/about/
program—areas/open—access/
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note that although texts of some scientific publi-
cations are copyrighted or do not allow derivative
works, titles and abstracts by themselves constitute
freely and publicly available metadata. Therefore,
EsposiTto can be and will be made publicly avail-
able upon the acceptance of the paper.

7. Limitations

Due to the fact that our corpus only supports the
English-Persian language pair, the applicability of
our corpus to other language pairs is limited. This
constraint is a result of the resources that are at
our disposal as well as the concentration of our
research on a particular language combination.

The process used to construct our parallel cor-
pus is another drawback. Because the procedure
is automated, there might be some instances of
imprecise or erroneous translations in the corpus.
Different things, such inconsistencies in alignment
techniques, can cause these problems. Addition-
ally, the quality of only a small portion of the cor-
pus’s sentences has been evaluated by annotators.
The corpus’ overall quality can be gauged from this
sample, but it does not imply that all of the corpus’s
sentences will be equally accurate.
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