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Abstract

With the widespread adoption of automatic transcription tools, acquiring speech transcriptions within seconds has
become a reality. Nonetheless, many of these tools yield unpunctuated outputs, potentially incurring additional costs.
This paper presents a novel approach to integrating punctuation into the transcriptions generated by such automatic
tools, specifically focusing on Spanish-speaking contexts. Leveraging the RoBERTa-bne model pre-trained with
data from the Spanish National Library, our training proposal is augmented with additional corpora to enhance
performance on less common punctuation marks, such as question marks. Also, the proposed model has been
trained through fine-tuning pre-trained models, involving adjustments for token classification and using SoftMax to
identify the highest probability token. The proposed model obtains promising results when compared with other
Spanish reference paper models. Ultimately, this model aims to facilitate punctuation on live transcriptions seamlessly
and accurately. The proposed model will be applied to a real-case education project to improve the readability of the
transcriptions.
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1. Introduction

Automatic Speech Recognition (ASR) systems play
a crucial role in facilitating technology interaction,
enabling effective voice commands and transcrip-
tion services. However, the challenge that currently
confronts these systems, particularly in Spanish
speech, is their tendency to produce unpunctuated
text as output.

This paper focuses on the vital task of punctua-
tion restoration in the Spanish language as an es-
sential issue to enhance ASR system performance
and comprehension. Unpunctuated text, whether
transcribed speech, dictated notes, or spontaneous
conversations, can be challenging to decipher, es-
pecially in lengthy or complex passages (Ninčević
and Zanchi, 2012). Punctuation marks, including
periods, commas, question marks, and exclamation
points, serve as crucial cues for sentence bound-
aries, intonation, and context, significantly aiding
in the comprehension of spoken Spanish.

This endeavour gains substantial importance in
scenarios where ASR systems are deployed to
transcribe Spanish audio data for diverse appli-
cations, including transcription services, voice as-
sistants, and accessibility tools. Accurate punctu-
ation restoration not only enhances the readabil-
ity and clarity of Spanish transcriptions but also
supports downstream natural language processing
tasks such as language understanding, sentiment
analysis, and summarization (Alam et al., 2015).

In this paper, we delve into the effectiveness of
Transformer-based models for the task of punctua-

tion restoration in the Spanish language. Our goal
is to develop models capable of inferring appropri-
ate punctuation marks in unpunctuated Spanish
text, thereby improving the overall usability and util-
ity of ASR systems for Spanish speakers. Through
systematic experimentation and analysis, we aim
to uncover the nuances, challenges, and opportu-
nities inherent in this task within the context of the
Spanish language.

2. Related Work

Although advances have been made, not all ASR
provides automatic punctuation, and those that do,
like Google, do not cover all languages, as is the
case of Spanish one.

Earlier studies on punctuating speech transcrip-
tions in English restored punctuation using acoustic,
lexical, signal processing, or a combination of these
features (Gravano et al., 2009). More recent ap-
proaches combined pre-trained word vectors with
Convolutional Neural Networks (CNN) using tran-
scripts from TED talks (Che et al., 2016). Further
studies improved these approaches by ensembling
DNN, TBRNN and BLSTM-CRF models to a single
DNN student model (Yi et al., 2017) and combining
convolutional and BNN models (Vinícius Treviso
et al., 2016). (Schweter and Ahmed, 2019) tested
LSTM, Bi-LSTM and CNN architectures trained
with EuroParl (English and German) and SETimes
(several languages not including Spanish) corpus
and compared with OpenNLP. They tuned the En-
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glish hyperparameters and used them for other
languages, concluding that these models can be
considered language-independent. The authors
also tested their proposal on various low NLP re-
source languages such as Greek and Romanian.

In the last years, several approaches have been
based on pre-trained Transformer models, such
as in the ASR output of the medical domain using
BioBERT, a variation of BERT for medical corpora
(Lee et al., 2020). Based on these pre-trained mod-
els, multilingual approaches have been tested. For
example, winners of the SEPP-NLG Shared Task
use a multilingual RoBERTa model for French, Ger-
man, English, and Italian, obtaining state-of-the-
art results for these languages (Guhr et al., 2021).
Later this model was adapted to the Dutch language
with good results (Vandeghinste and Guhr, 2023).
Furthermore, BERT-based models have also been
used for low-resource languages such as Bangla,
obtaining promising results (Alam et al., 2020).

However, most available resources for train-
ing punctuation models are in English. In Span-
ish (González-Docasal et al., 2021) applies a
BERT-based approach based on BETO for Span-
ish (Cañete et al., 2020), Berteus for Basque
(Agerri et al., 2020) and IXAM-Bert for Spanish and
Basque (Otegi et al., 2020). Also (Pan et al., 2023)
also test several BERT-Based models in Spanish
and Portuguese. They obtained better results for
the Spanish language with the BETO for labels
combining punctuation and capitalization.

This paper shows a Spanish-specific approach
based on MarIA (Fandiño et al., 2022), a language
model based on a 570GB dataset from the Spanish
National Library that it is pre-trained with a huge
amount of Spanish texts.

3. Methodology

3.1. Data analysis
In the realm of Natural Language Processing (NLP),
the initial phase begins with evaluating and pro-
cessing training data. In the context of predicting
punctuation marks, it’s crucial to carefully vet and
clean the corpora to prevent the model from learn-
ing incorrect punctuation rules.

Multiple unlabeled Spanish corpora were em-
ployed to examine the impact of different corpora on
punctuation prediction. This analysis helps us un-
derstand how corpus selection affects the model’s
punctuation restoration performance. The corpora
used in this work are:

(1) Europarl: (Koehn, 2011) This dataset com-
prises the Spanish segment of the European Par-
liament records extracted from its proceedings. It
consists of 2,174,141 individual examples. This
corpus was sourced from the Opus corpora (Tiede-

mann, 2012).
(2) SQuAD: (Carrino et al., 2019) The SQuAD

corpus has been translated into Spanish, yielding a
collection of 98,165 examples. It includes ques-
tions and their corresponding answers (Carrino
et al., 2019).

(3)Mintzai: (Vicomtech, 2020) This corpus is
a Basque-Spanish parallel dataset derived from
the parliamentary sessions of the Basque govern-
ment, encompassing a total of 56,886 examples
(Etchegoyhen et al., 2020).

Given the utilization of unlabeled corpora, a pre-
processing step was employed to align the training
data with the input data used for predictions. ASR
output is typically presented in lowercase without
punctuation marks. Consequently, the utilized cor-
pora were converted to lowercase and removed
all punctuation marks. Furthermore, during the
cleaning process, meticulous attention was paid
to eradicating artefacts from the corpora, including
HTML elements, emails, partial parentheses (be-
ginning or ending, but not both), hidden characters,
symbols, numbers, and dates.

The corpora were then treated as a token clas-
sification task, where each token was associated
with the label, indicating the presence (1 to n la-
bels) or absence (0) of punctuation. For instance,
a sentence like ”Hello my name is Mario” would
be represented as tokens and labels: ”[Hello, my,
name, is, Mario] [2, 0, 0, 0, 1],” where the number
1 represents a period and number 2 a comma.

Subsequently, statistical analysis was conducted
on the corpora to assess their balance and gain in-
sights into prediction scores post-training. An imbal-
anced corpora can profoundly impact a model’s per-
formance, emphasizing the importance of achiev-
ing balance, even though it may not be entirely
feasible when working with unlabeled raw corpora.

Hence, the datasets created for this study are
organized as follows: Dataset 1 (comprising solely
the Europarl corpus), Dataset 2 (combining the Eu-
roparl and SQuAD corpora) and Dataset 3 (com-
prising the Mintzai corpus exclusively).

These consolidated datasets were partitioned
into training and testing sets with an 80/20 split
ratio.

As Table 1 illustrates, the dataset’s imbalance is
rooted in our languages’ inherent usage patterns
of punctuation marks. Periods and commas, for
instance, are highly prevalent, while colons and
semicolons are used more sparingly. To rectify
this disparity, we chose to merge different corpora,
including Europarl and SQuAD, with the primary
objective of augmenting the occurrence of question
marks. This consolidation led to an almost threefold
increase in the number of instances.
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Label Dataset 1 Dataset 2 Dataset 3
. 1.913.643 1.943.147 172.755
, 2.671.863 2.917.335 348.554
! 7204 7623 3526
¡ 6524 7363 3031
? 62.333 199.113 9639
¿ 60.745 192.075 9431
: 72.978 78.243 8719
; 39.886 43.948 6475

Total 4.835.176 5.103.286 562.130

Table 1: Comparison between datasets

3.2. Approaches
Our model is trained through fine-tuning pre-trained
models, involving adjustments for token classifica-
tion.

Token classification resembles named entity
recognition, categorizing words into specific tokens
with labels like location, person, or organization.
Therefore, each word receives a token in this task,
forming an input array with labels. During predic-
tion, the model returns the token for each word
using SoftMax to identify the highest probability
token.

We experimented with various pre-trained mod-
els for this task using Spanish-only models, partic-
ularly:

RoBERTa-bne-base (Fandiño et al., 2022): This
variant of RoBERTa (Liu et al., 2019) is a highly opti-
mized model derived from BERT, featuring a nearly
identical architecture but with distinct training char-
acteristics. Specifically, it has been trained as a
masked language model, where 15% of tokens are
masked. This encoder-only model is exclusively
trained on Spanish corpora sourced from the Na-
tional Library of Spain, with training conducted at
the Barcelona Supercomputing Center. Given its
RoBERTa-base architecture, it boasts a hidden size
of 768, an intermediate size of 3072, 12 attention
heads, and 12 hidden layers, with a token vocabu-
lary comprising 50,262 tokens.

RoBERTa-bne-large(Fandiño et al., 2022): Sim-
ilar to RoBERTa-bne-base model, RoBERTa-bne-
large is a larger version, featuring a hidden size of
1024, an intermediate size of 4096, 16 attention
heads, and 24 hidden layers.

3.3. Evaluation
To train the models, we utilized the following hy-
perparameters: AdamWeightDecay with a learning
rate set at 2.6e-05, a decay rate of 0.01, and no
warmup steps. In the case of the base version,

a batch size of 16 was employed, while it was re-
duced to 2 for the large version. These hyperpa-
rameters align with state-of-the-art configurations
for each model, as per Hugging Face guidelines,
while adhering to established standards in other
aspects.

To prevent overfitting, a training strategy consist-
ing of two epochs was employed, with the number
of training steps set equal to the product of the
dataset size and the number of epochs. Through-
out the training process, we utilized the internal
loss of the models.

The hardware configuration utilized included a
12th Gen Intel 12700k processor with 32GB of
RAM, complemented by a dedicated Nvidia 3060
GPU featuring 12GB of video memory. Notably, the
dedicated GPU was fully utilized in terms of compu-
tation and memory usage during training. Addition-
ally, mixed floating-point 16 precision was applied to
expedite training. Despite this high-end hardware
configuration, models such as RoBERTa-bne-large,
when paired with datasets 1 and 2, required a sub-
stantial 30 hours per epoch, while smaller models
completed an epoch in 3 hours.

Before we delve into the experimental results, we
must highlight that not all punctuation marks are of
equal significance. The period is critical in marking
sentence boundaries and introducing capitalization
for sentence beginnings. Close in importance are
the comma and question mark. Conversely, punc-
tuation marks like colons and semicolons bear less
weight overall. Therefore, in the context of our re-
sults, models that perform better on these pivotal
punctuation marks demonstrate superior overall
performance.

Table 2 underscores the model’s proficiency in
accurately predicting instances where punctuation
is unnecessary, labelled as ”0”. Additionally, it high-
lights the model’s ability to predict periods and com-
mas, which are fundamental punctuation marks.
Notably, including the SQuAD dataset has signifi-
cantly improved the model’s performance, particu-
larly in predicting question marks. Consequently,
the model paired with dataset 2 yields superior over-
all results.

Upon comparing the base and large versions of
RoBERTa, we notice comparable prediction accu-
racy, as outlined in Table 4. Given the significant
training time demanded by the larger model and the
similar results obtained, we focus our evaluations
solely on the RoBERTa-base model for efficiency in
both training and inference. As Table 3 illustrates,
we notice remarkably similar overall results by com-
paring datasets 2 and 3. However, a significant
distinction becomes apparent, with an 8-point ad-
vantage favouring dataset 2 in the period category,
signifying its clear advantage in sentence segmen-
tation. Additionally, the dataset 2 model demon-
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Label DS1 Precision DS1 Recall DS1 F1 DS2 Precision DS2 Recall DS2 F1
0 0.99 0.99 0.99 0.99 0.99 0.99
. 0.96 0.97 0.97 0.95 0.97 0.96
, 0.86 0.85 0.86 0.83 0.82 0.83
! 0.41 0.09 0.15 0.43 0.10 0.16
¡ 0.51 0.07 0.13 0.51 0.07 0.13
? 0.63 0.52 0.57 0.95 0.93 0.94
¿ 0.61 0.51 0.56 0.96 0.92 0.94
: 0.71 0.57 0.63 0.71 0.58 0.64
; 0.53 0.26 0.35 0.51 0.24 0.33

Table 2: Metrics comparison between datasets 1 (DS1) & 2 (DS2) testing RoBERTa base model

Label DS2 Precision DS2 Recall DS2 F1 DS3 Precision DS3 Recall DS3 F1
0 0.99 0.99 0.99 0.98 0.99 0.98
. 0.95 0.97 0.96 0.88 0.89 0.88
, 0.83 0.82 0.83 0.82 0.82 0.82
! 0.43 0.10 0.16 0.45 0.25 0.32
¡ 0.51 0.07 0.13 0.40 0.16 0.22
? 0.95 0.93 0.94 0.75 0.55 0.63
¿ 0.96 0.92 0.94 0.72 0.50 0.60
: 0.71 0.58 0.64 0.63 0.59 0.61
; 0.51 0.24 0.33 0.67 0.33 0.44

Table 3: Comparison between dataset 2 (DS2) and dataset 3 (DS3) testing RoBERTa base

Label RoBERTa base F1 RoBERTa large F1
0 0.99 0.99
. 0.96 0.96
, 0.83 0.82
! 0.16 0.15
¡ 0.13 0.11
? 0.94 0.94
¿ 0.94 0.94
: 0.64 0.64
; 0.33 0.33

Table 4: F1 comparison with RoBERTa base &
large models on dataset 2

strates significantly improved results for question
marks while exhibiting lower performance in the
case of exclamation marks and semicolons. Of
particular interest is the Mintzai corpus’s superior
performance in the prediction of exclamation marks,
a notable outcome considering its higher frequency
of occurrence for these labels. Finally, in Table
5, we present a comparison between our models
trained on dataset 2 and 3, the AutoPunct system
utilizing BERT and considering word silences, and
the AutoPunct model with only BERT (González-
Docasal et al., 2021) . Our models focus solely on
punctuation prediction, simplifying the task. AutoP-

Label DS2 F1 DS3 F1 AutoPunct
BERT+sound

AutoPunct
BERT

0 0.99 0.98 - -
. 0.96 0.88 0.87 0.86
, 0.83 0.82 0.80 0.80
! 0.16 0.32 0.03 0.13
¡ 0.13 0.22 0.16 0.24
? 0.94 0.63 0.60 0.56
¿ 0.94 0.60 0.65 0.64
: 0.64 0.61 0.47 0.48
; 0.33 0.44 0.31 0.33

Table 5: Comparison between dataset 2 (DS2),
dataset 3 (DS3) and AutoPunct system with
BERT+sound and only BERT

unct employs a combined architecture comprising
BRNN, BERT, and word silence distributions for
its training process, along with handling capitaliza-
tion, making its training process more complex and
involving more labels to predict. Despite AutoP-
unct utilizing word silences, which intuitively would
improve performance along with BERT, our pro-
posal consistently outperforms it across nearly all
punctuation labels, including question marks and
sentence segmentation, in both BERT and BERT
with word silence settings. This superior perfor-
mance could be attributed to our streamlined data
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processing and training with fewer labels, which
allows the model to train more effectively.

4. Conclusions and future work

This paper has presented a novel approach focused
on Spanish to integrate punctuation into text tran-
scriptions. The proposed approach is based on the
RoBERTa-bne model pre-trained with data from
the Spanish National Library. Our experimentation
with the transformer-based model for punctuation
restoration in Spanish has yielded promising re-
sults, improving the performance of reference pa-
per models in Spanish. The results in predicting
question marks and sentence segmentation are
remarkable.

Addressing the issue of unbalanced corpora, we
emphasize the critical need for validated, diverse
datasets in future research. Merging datasets has
yielded significant improvements in punctuation
restoration, but the reliance on curated corpora
is paramount for ensuring model reliability across
varied linguistic contexts. This necessity becomes
particularly evident in the case of the presented
model, which excels in formal speech scenarios
but, in future work, can be improved with specific
training in colloquial and chaotic conversations.

Furthermore, continued efforts in corpus merg-
ing hold promise for comprehensively addressing
underrepresented punctuation signs and advanc-
ing the field. Considering the trained model utilizes
the transformer encoder-only approach, investigat-
ing the effectiveness of generative large language
models is the logical continuation. This analysis
could provide valuable insights into the strengths
and limitations of different model architectures.

Although our training utilized only text-based cor-
pora, future works could enhance model prediction
by integrating audio cues such as pauses and varia-
tions in tone in our training pipeline. This approach
could capture additional contextual information that
may not be evident in written text alone. However,
implementing such a strategy would necessitate
modifying existing corpora to accommodate the
incorporation of auditory features.

Finally, the proposed model will be applied to a
real-case education project to improve the read-
ability of the transcriptions. In this scenario, time
consumption must be low, and accuracy is very
important.

These advancements will further advance ASR
technology for Spanish speakers, ultimately en-
hancing accuracy and usability in speech recogni-
tion applications.
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