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Abstract
This paper presents an overview of, and the results from, the 2024 Shared Task on Reproducibility of Evaluations
in NLP (ReproNLP’24), following on from three previous shared tasks on reproducibility of evaluations in NLP,

ReproNLP’23, ReproGen’22 and ReproGen’21.

This shared task series forms part of an ongoing research

programme designed to develop theory and practice of reproducibility assessment in NLP and machine learning,
against a backdrop of increasing recognition of the importance of reproducibility across the two fields. We describe
the ReproNLP’24 shared task, summarise results from the reproduction studies submitted, and provide additional

comparative analysis of their results.
Keywords: Reproducibility, Shared Task, Evaluation.

1. Introduction
Reproducibility continues to be a problem in search
of a solution in the Natural Language Processing
(NLP) field (Belz et al., 2021a, 2023). We still do
not understand well enough what makes system
evaluations, both human and metric-based, easier
or harder to reproduce, while a growing number of
reproduction studies have revealed alarmingly poor
degrees of reproducibility and numerous issues
with current evaluation practices (Belz et al., 2023).

The aim of this fifth reproduction-focused shared
task in NLP, following REPROLANG’20 (Branco
et al., 2020), ReproGen’21 (Belz et al., 2021b), Re-
proGen’22 (Belz et al., 2022), and ReproNLP’23
(Belz and Thomson, 2023), is generally to continue
to add to the body of reproduction studies in NLP
and machine learning (ML), and more specifically,
to produce and analyse multiple reproductions of
shared original evaluations, thereby creating more
reliable reproducibility results for individual evalu-
ations and evaluation methods, given that the evi-
dence is that multiple reproductions rarely produce
the same reproducibility results.

The 19 new reproduction studies that make up
ReproNLP’24 add a good number of further data
points available for investigating reproducibility, and
help to continue identifying properties of evalua-
tions that are associated with better reproducibility.

We start in Section 2 with a description of the or-
ganisation and structure of the shared task, along
with track details. Next, we summarise results
at the level of individual experiments, in terms
of the reproduction task, and different degree-of-
reproducibility assessments, first for Track B (Sec-
tion 3), then Track A (Section 4).

In Section 5, we look at the quality criteria
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assessed in evaluations and other properties of
the ReproNLP evaluation studies in standardised
terms as facilitated by HEDS datasheets, and ex-
plore if any of these show signs of affecting degree
of reproducibility (Section 5). We conclude with
some discussion (Section 6) and a look to future
work (Section 7).

2. ReproNLP 2024

ReproNLP 2024 consisted of two tracks, one an
‘unshared task’ in which teams re-run their own
or any other previous work (Track A), the other a
standard shared task in which teams re-run one of
a set of organiser-selected experiments (Track B):

A Open Track: Repeat any previously reported
work developing and evaluating systems, and
report the approach and outcomes. Unshared
task.

ReproHum Track: For a shared set of se-
lected evaluation studies (listed below) from
the ReproHum Project, participants repeat
one or more of the studies and compare re-
sults, using the information provided by the
ReproNLP organisers only, and following a
common reproduction approach.

Track B forms part of the ReproHum project? and
the studies offered in it were selected according to
criteria of suitability and balance to form part of a
larger coordinated multi-lab multi-test reproduction
study, as described in detail elsewhere (Belz et al.,
2023).

TAll information and resources relating to ReproNLP
are available at https://repronlp.github.io/.
?https://reprohum.github.io/
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An overview of the papers we selected exper-
iments from, and the complete studies the latter
formed part of, is presented below. Note that we
only include here the original papers for which we
received submissions; there were 21 papers of-
fered in the track in total (the full list can be found
on the ReproNLP website).

The information provided for each study below
covers whether the assessment of systems was
relative to other systems or absolute without com-
paritors; what the language (s) of the systems were;
how many datasets were used; how many sys-
tems were evaluated and by how many evaluators;
and whether the evaluation was run on a crowd-
sourcing platform.

1. Reif et al. (2022): A Recipe for Arbitrary Text
Style Transfer with Large Language Models:
https://aclanthology.org/2022.acl-short.94

Absolute evaluation study; English; 3 quality
criteria; 3 datasets; varies between 4 and 6
systems and between 200 and 300 evalua-
tion items per dataset-criterion combination;
crowdsourced.

Liu et al. (2021):
Time Controlled Text Generation
with Experts and Anti-Experts:
https://aclanthology.org/2021.acl-long.522

Relative evaluation study; English; 3 quality
criteria; 2 datasets; varies between 5 and 6
systems and between 960 and 1200 evalua-
tion items per dataset-criterion combination;
crowdsourced.

Atanasova al. (2020): Gener-
ating  Fact  Checking  Explanations:
https://aclanthology.org/2020.acl-main.656

Absolute evaluation study; English; 1 quality
criterion; 1 dataset; 3 systems and 240 evalua-
tion items. Relative evaluation study; English;
4 quality criteria; 1 dataset; 3 systems and 40
evaluation items per criterion.

. August et al. (2022): Generating Scien-
tific Definitions with Controllable Complexity:
https://aclanthology.org/2022.acl-long.569

Absolute evaluation study; English; 5 quality
criteria; 2 datasets; 3 systems and 300 evalu-
ation items per dataset-criterion combination;
some crowdsourced.

Hosking et al. (2022): Hierarchical Sketch
Induction for Paraphrase Generation:
https://aclanthology.org/2022.acl-long.178

Relative evaluation study; English; 3 quality
criteria; 1 dataset; 4 systems and 1800 evalu-
ation items per criterion; crowdsourced.

Yao et al. (2022): It is Al's Turn fo
Ask Humans a Question: Question-Answer

DExperts: Decoding-
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Pair Generation for Children’s Story Books:
https://aclanthology.org/2022.acl-long.54

Absolute evaluation study; English; 3 quality
criteria; 1 dataset; 3 systems and 361 evalua-
tion items per criterion.

7. Feng et al. (2021): Language Model
as an Annotator: Exploring  Di-
aloGPT for Dialogue  Summarization:

https://aclanthology.org/2021.acl-long.117

Absolute evaluation study; English; 3 qual-
ity criteria; 2 datasets; 7 systems and varies
between 70 and 700 evaluation items per
dataset-criterion combination.

8. Gabriel et al. (2022): Misinfo Reac-
tion Frames: Reasoning about Read-
ers’ Reactions to News Headlines:

https://aclanthology.org/2022.acl-long.222

Absolute evaluation study; English; 3 quality
criteria; 1 dataset; 3 systems and 588 evalua-
tion items per criterion; crowdsourced.

. Kasner & Dusek (2022): Neural Pipeline
for Zero-Shot Data-to-Text Generation:
https://aclanthology.org/2022.acl-long.271

Absolute evaluation study; English; 5 quality
criteria; 2 datasets; 6 systems and 600 evalu-
ation items per dataset-criterion combination.

Shardlow & Nawaz (2019): Neural
Text Simplification of Clinical Letters
with a Domain Specific Phrase Table:
https://aclanthology.org/P19-1037

Relative evaluation study; English; 1 quality
criterion; 1 dataset; 4 systems and 100 evalu-
ation items; crowdsourced.

Castro Ferreira et al. (2018): NeuralREG: An
end-to-end approach to referring expression
generation: https://aclanthology.org/P18-1182

10.

11.

Absolute evaluation study; English; 3 quality
criteria; 1 dataset; 6 systems and 144 evalua-
tion items per criterion; crowdsourced.

In the ReproHum multi-lab multi-test study (for
which the above papers were selected), rather than
attempt to repeat entire studies, we decided to use
our limited resources to repeat assessments of indi-
vidual quality criteria on individual datasets (which
is what we mean by a single ‘experiment’), with
specific properties so as to have equal numbers
of assessments with the specific properties the
ReproHum study is designed to compare. Some
of the properties of these individual experiments
are given in Table 2 alongside the (single) quality
criteria they assess.

Each of these experiments is being re-run in
two separate reproduction studies in ReproHum.
Those that have completed in the current batch are



included here in the ReproNLP’24 report. All exper-
iments from the current and preceding batch (the
latter reported in ReproNLP’23) were also open to
all other ReproNLP’24 participants.

Note that non-ReproHum participants were free
to include more than the ReproHum experiment in
their reproduction study, and some did (Section 4).

We obtained agreement from the original au-
thors to use their experiments in the ReproHum
project and provided very detailed information
about the experiments which were shared with all
participants.

2.1.

There were three submissions for Track A and 15
for Track B. One submission in Track A did not
meet our quality threshold and was rejected. The
ReproHum partners reporting in Track B are listed
in Table 1. The non-ReproHum participating labs
were University of Bucharest (Florescu et al., 2024)
in Track B, and Heriot-Watt University (Sasidha-
ran Nair et al., 2024) and ADAPT Centre / Dublin
City University (Lorandi and Belz, 2024) in Track A
(see Sections 4 and 3.2, respectively).

Participation

2.2. Approach to reproduction and
reproducibility assessment

We encouraged all participants to complete a
HEDS datasheet (Shimorina and Belz, 2022) in
the ReproHum version,® and to follow the Repro-
Hum Common Approach to reproduction laid out
in Appendix A which includes QRA++ (Belz, 2022;
Belz and Thomson, 2023), an approach to mea-
suring how close results from two evaluations are,
and how reproducible evaluation measures are, in
a way that accommodates multiple reproduction
studies of the same original work and is compara-
ble across different such sets of reproductions.

In this report we analyse all submissions in terms
of QRA++ measures recomputed by us to facilitate
comparison across submissions. In brief summary,
QRA++ distinguishes four types of results com-
monly reported in NLP and ML papers:

1. Type | results: single numerical scores, e.g.
mean quality rating, error count, etc.

. Type Il results: sets of related numerical
scores, e.g. set of Type | results .

Type lll results: categorical labels attached to
text spans of any length.

Type IV results: Qualitative findings stated ex-
plicitly or implied by quantitative results in the
original paper.

The above are quantitatively assessed as follows:

Shttps://github.com/nip-heds/repronlp2024
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1. Type | results: Small-sample coefficient of vari-
ation CV* (Belz, 2022).

Type Il results: Pearson’s r, Spearman’s p.

Type Il results: Multi-rater: Fleiss’s «; Multi-
rater, multi-label: Krippendorff’s a.

Type IV results: Proportion of findings that are
/ are not confirmed by the repeat experiment.
To obtain comparable results we restrict our-
selves to pairwise system ranks as findings.

In the submissions analysed in this paper we have
Type |, Il and IV results, and therefore apply the
corresponding quantitative measures above. CV*
plays a central role in our analyses, and is a version
of the standard coefficient of variation corrected for
small samples (Belz, 2022).

The ReproHum reproduction studies were
strictly controlled to be comparable to each other
and the original work. However, there was a dif-
ference between the studies reported in 2023 and
2024 in this respect. For the earlier batch, our
aim was to achieve maximum similarity between
original and reproduction studies, and we strove to
resolve every last bit of lack of clarity. In the batch
reported here, we abandoned this ultimately infea-
sible approach, recognising that evaluation exper-
iments should be robust to minor differences. As
a result, when there was insuffidient clarity about
how an aspect of an experiment was implemented,
partner labs drafted solutions which were moder-
ated by the ReproHum project team to provide an
agreed solution that both partner labs reproducing
the same experiment then used. For more details
on such cases, please see the individual submis-
sion reports in this volume.

Finally, we have by now gathered a sufficient
number of reproduction studies reporting CV* val-
ues to support the following categorisation for hu-
man evaluations: we refer to any CV* from 0 to
around 10 as indicating a good degree of repro-
ducibility, between 10 and around 30 as medium,
and anything above that as poor.

Note that high CV* scores indicate poor repro-
ducibility, and vice versa.

3. Track B

The subsections within Sections 3.1 and 3.2 each
report the results from all reproduction studies for
one of the Track B experiments, Sections 3.1 as
conducted by ReproHum partners, in Sections 3.2
by other ReproNLP participants.

In each such subsection, we start by giving a
brief summary of the experiment. Next, we show
the system-level evaluation scores from the original
study and the either one or two reproduction stud-
ies, alongside the corresponding CV* value com-
puted on all either two or three scores. We finish


https://github.com/nlp-heds/repronlp2024

Original Study Qual. Criterion #ev-  #sys items-  Labs reproducing study
ors per-sys
. . a) Heriot-Watt University
Liu et al. (2021) Fluency varies 5 192 b) U. de Santiago de Compostela
. Preservation . a) University of lllinois Chicago
Hosking et al. (2022) of meaning varies 4 450 b) Edinburgh Napier University
. a) Bielefeld University
Feng et al. (2021) Informativeness 4 7 10 b) Charles University
a) Manchester University
Atanasova et al. (2020) Coverage 3 3 13 b) Peking University
a) Tilburg University
August et al. (2022) Fluency 2 3 100 b) University of Groningen
Castro Ferreira et al. (2018) Clarity 60 6 24 a) trivago
Kasner and Dusek (2022) Number . > 6 100 a) Technological University Dublin
of redundancies
per system
Shardlow and Nawaz (2019) Ease . varies 4 25 a) University of Groningen
of understanding
Gabriel et al. (2022) Social varies 3 196 a) University of Cape Town

acceptability

Table 1: ReproNLP experiments performed by ReproHum partner labs. All experiments were in the
English language. The number of evaluators sometimes varies because some original studies did not
control for this property, but rather allowed as many crowd-source participants to rate as many items as
they wished. An item is defined as one system output evaluated absolutely, or a set of system outputs

evaluated relatively.

by reporting the pairwise Pearson’s r and Spear-
man’s p correlation coefficients (Type Il QRA) and
the proportion of findings upheld (Type IV QRA).
(See also Section 2.2.) In the present context, we
consider each pairwise system ranking to be one
finding. All scores are recomputed by us from the
results reported in participants’ papers, and those
in the original studies.

As noted above, we report Type |, II, and IV QRA
results only. This is because in most cases there
are no Type Il results, and in some cases where
there are Type lll results we do not have access
to all of the raw annotations from the original stud-
ies (which would be needed in order to calculate
Type Il QRA).

3.1.

In this section, we summarise results from the re-
production studies performed by ReproHum part-
ner labs reporting in Track B. We have five pairs
of such studies, and four single studies where a
second lab has either not yet completed and/or
been assigned.

Track B: ReproHum Partners

3.1.1. Liuetal. (2021)

In this experiment, participants were shown pairs of
outputs from a new controlled text generation sys-
tem (DExperts) and four different baselines. They
were then asked which is more fluent. The follow-
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ing table shows the proportion of times DExperts
was preferred over (>), considered equally good
as (=), or dispreferred (<), over each of the four
baselines, in original study (abbreviated O), repro-
duction 1 or R1 (Dinkar et al., 2024), and repro-
duction 2 or R2 (Gonzélez Corbelle et al., 2024).
The highest such proportion is highlighted in bold-
face. The last column shows the corresponding
CV* (n=3) values for each row, finding overall a
medium to poor degree of reproducibility.

System 0] R1 R2 CV*
DExperts > GPT-2 0.30 0.39 0.35 15.90
GPT-2 = DExperts 0.40 0.23 0.32 32.83
GPT-2 > DExperts 0.30 0.38 0.33 14.67
 DExperts > DAPT 0.26 0.42 0.30 31.16
DAPT = DExperts 0.39 0.19 0.29 42.15
DAPT > DExperts 0.35 0.40 0.41 10.16
" DExperts > PPLM  0.37 0.47 0.39 15.78
PPLM = DExperts 0.33 0.19 0.28 32.52
PPLM > DExperts 0.31 0.33 0.33 4.37
" DExperts >GeDi  0.36 0.45 0.36 16.29
GeDi = DExperts 0.35 0.20 0.29 32.96
GeDi > DExperts 0.28 0.35 0.35 15.12
"MeanCV* - — - 2199

In terms of Type Il QRA, the correlations between
each pair of columns above are as shown in the
next table below. We can see that both r and p are
negative for O and R1, and around 0 for O and R2.



In stark contrast, they are both medium to strong
in the positive direction for R1 and R2.

Study A Study B r p Type IV
0 R1 -0.36 -0.18 2/4
O R2 0.07 0.01 2/4
R1 R2 0.75 0.79 3/4

The above table also includes Type IV assessment,
which assesses the proportion of times the pair-
wise system rank (e.g. DExperts was found to be
better than PPLM) was upheld by a reproduction
experiment. For this particular experiment we de-
termined pairwise system rank as the relationship
(>, <, =) that was selected most often by partici-
pants for a given pair of systems. In this way, we
can see that both reproductions confirmed 50%
(2/4) findings from the original experiment (the
same two in both cases), while they agreed more
with each other than the original study.

3.1.2. Hosking et al. (2022)

Here, participants were shown pairs of outputs
from paraphrase generation systems and asked
which best preserves the meaning of the input
text. The below table shows scores that represent
the strength with which a system was (dis)preferred
on a scale from -100 to +100 (negative meaning
dispreferred), alongside the corresponding CV*
(n=3) values, for O (the original study), R7 (Arvan
and Parde, 2024), and R2 (Watson and Gkatzia,
2024), finding a good degree of reproducibility at
the level of system scores, with uniformly low CV*.

System 0] R1 R2 cv~
VAE 36.00 37.04 23.00 7.24
Latent Bow -16.00 -14.52 -8.67 5.45
Separator -24.00 -29.78 -17.89 9.55
HRQ-VAE 4.00 7.26 356 235
“"MeanCV* - - - 615

The correlations (Type Il QRA) between all experi-
ments are near perfect, and the pairwise ranks of
systems (Type IV QRA) are confirmed in all cases:

Study A Study B r p Type IV
0O R1 0.99 1.00 6/6
O R2 0.99 1.00 6/6
R1 R2 0.99 1.00 6/6

With all three QRA measures across both repro-
ductions strongly confirming the original results,
Hosking et al. has one of the three highest over-
all degree of reproducibility of any of the human
evaluations in ReproNLP’24 (the other two being
for Shardlow & Narwaz for ease of understanding,
and Yao et al. for readability, below).
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3.1.3. Feng et al. (2021)

For this experiment, participants were asked to
rate system outputs on a scale of 1 (worst) to
5 (best) the informativeness of paragraph-sized
summaries of multi-page meeting transcriptions.
The below table shows the mean system scores
from O (the original study), R7 (Fresen et al., 2024),
and R2 (Lango et al., 2024), alongside the corre-
sponding CV* (n=3) values, showing reproducibility
for system scores across the board.

System 0] R1 R2 Cv*
Golden 470 240 460 54.80
PGN 292 218 153 70.26
HMNet 3.52 220 2.68 4537
PGN(DKE) 3.20 218 1.93 57.24
PGN(DRD) 3.15 3.00 1.90 49.56
PGN(DTS) 3.05 227 1.85 53.55
PGN(DALL) 3.33 252 1.85 57.83
“MeanCV* - - - b552

The next table below shows that despite much
lower scores for all but the ‘Golden’ system, strong
correlations are seen between the original study
(O) and R2. However, correlations between O and
R1, and between R1 and R2, are close to 0 (no
correlation).

Study A Study B T P Type IV
O R1 0.01 0.27 12/21
O R2 099 0.85 18/21
R1 R2 -0.03 0.11 11/21

This picture is somewhat confirmed by the Type IV
QRA scores which show best confirmation of re-
sults for R2 but interestingly also show that R1, de-
spite the other QRA results above, still confirmed
about half the findings from O.

3.1.4. Atanasova et al. (2020)

Here, participants were asked to rank the justifica-
tions generated by three different systems in terms
of their coverage relative to an input claim. The
below table shows the mean rank for each system
from O (the original study), R7 (Loakman and Lin,
2024), and R2 (Gao et al., 2024), alongside the
corresponding CV* (n=3) values. The latter show
the degree of reproducibility of the mean system
rank to be good to medium for the two Explain
systems, but poor for the Just system.*

“Note that here we have a question mark over the
accuracy of the scores reported in the original study.
We had the raw responses from the original experiment
available to us and both reproducing teams recalculated
system scores on this basis, with neither team matching
the original results (or each other).



System 0] R1 R2 Cv* System O R1 cv~
Just 148 1.62 218 59.58 OnlyNames 490 492 0.51
Explain-Extr 1.89 205 1.93 10.64 Ferreira 493 469 6.28
Explain-MT 1.68 1.78 1.62 14.25 NeuralREG+Seq2Seq 4.97 4.97 0.00
“MeanCV* - - - 2816 NeuralREG+CAtt 526 497 7.03
NeuralREG+HierAtt 513 5.04 2.20
As the Type Il/IV table below shows, strong correla- Original 542 522 462
tions were found, and all findings were confirmed, = Mean CV* - - = 344

between O (the original study) and R71. However,
both QRA measures were very poor for O and R2,
and also R1 and R2.

Study A Study B r p Type IV
0 R1 0.99 1.00 3/3
0 R2 -0.43 -0.50 1/3
R1 R2 -0.31  -0.50 1/3

3.1.5. August et al. (2022)

For this experiment, participants were asked to rate
the fluency of generated scientific definitions on a
scale of 1 (not at all) to 4 (very). The below table
shows the mean system scores, alongside the cor-
responding CV* (n=3) values, for O (the original
study), R7 (van Miltenburg et al., 2024), and R2
(Li et al., 2024), finding a medium to borderline
poor degree of reproducibility for all systems, albeit
better for the SVM system.

System O R1 R2 CV*
SVM 3.71 312 3.02 19.96
GeDi 3.20 257 240 29.90
DExpert 2.33 228 1.81 30.76
" Mean CV* - - - 2687

Correlations were very strong between all studies,
with the order of pairwise ranks (Type IV) confirmed
in all cases:

Study A Study B r p Type IV
0 R1 0.95 1.00 3/3
O R2 099 1.00 3/3
R1 R2 0.99 1.00 3/3

3.1.6. Castro Ferreira et al. (2018)

Participants were shown outputs of a data-to-text
system and asked to rate their clarity on a 1 (very
bad) to 7 (very good) scale. The below table
shows the mean system ratings, alongside the cor-
responding CV* (n=2) values, for O (the original
study) and R71 (Mahamood, 2024), finding an ex-
cellent degree of reproducibility across the board.
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Correlations between R1 and O were medium-
strong, and 80% (12/15) of pairwise system rank-
ings were confirmed:

Study A Study B
O R1

r

0.78

Type IV
12/15

p
0.84

3.1.7. Kasner and Dusek (2022)

This experiment was originally an error analysis
performed by the authors, although it fits the defini-
tion of a human evaluation used in the ReproHum
Project. Participants (the two authors) were shown
the input and outputs from data-to-text systems
and asked to count the number of repetitions in
the outputs. The below table shows repetition er-
ror counts for different systems and corresponding
CV* (n=2) values for O (the original study) and R1
(Klubicka and Kelleher, 2024), finding extremely
poor degrees of reproducibility at the level of sys-
tem scores.

System O R1 cv~
Full-3-Stage 0 13 199.40
Full-2-Stage 1 11 166.17
Full-1-Stage 79 156  65.34
Filtered-3-Stage 0 9 199.40
Filtered-2-Stage 0 10 199.40
Filtered-1-Stage 41 84 68.59
"MeanCV* - - - 14972

However, Pearson’s is very nearly perfect,® with
Spearman’s a less strong 0.82, and 73% of pair-
wise system ranks confirmed:

Study A Study B
O R1

r

0.99

Type IV
11/15

p
0.82

We thus have a mixed picture here with system
score level reproducibility extremely poor, about
three quarters of findings confirmed, a reasonably
strong rank correlation and near perfect product-
moment correlation.

%1t would round up to 1.00 but our rounding policy
keeps it at 0.99 to avoid giving a false impression. See
Appendix B.



3.1.8. Shardlow and Nawaz (2019)

In this experiment, participants were shown medi-
cal texts, from four text simplification systems, and
asked to rank them from best to worst in terms of
ease of understanding. The below table shows
mean system rank for each system and the cor-
responding CV* (n=2) values for O (the original
study) and R7 (Li et al., 2024), finding a good de-
gree of reproducibility for mean rank when con-
sidering the two NTS systems, and an excellent
degree for the ORIG and PTB systems.

System 0] R1 cv~
NTS+PT 193 182 1253
NTS 234 246 855
ORIG 2.79 2.76 1.69
PTB 2.94 2.96 1.02
“MeanCV* - - - 59

There were also strong correlations between the
two studies and the pairwise ranks were confirmed
in all cases:

Study A Study B
0O R1

r

0.98

Type IV
6/6

p
1.00

With all three QRA measures across both repro-
ductions strongly confirming the original results,
Shardlow & Narwaz has one of the three highest
overall degree of reproducibility of any of the hu-
man evaluations in ReproNLP’24 (the other two
being for Hosking et al. for meaning preservation,
above, and Yao et al. for readability, below).

3.1.9. Gabriel et al. (2022)

For this experiment, participants were shown out-
put texts from three systems that generate state-
ments of the writer’s intents given news headlines
as input. Their task was to decide whether the
text was socially acceptable or not. The below
table shows the percentage of times a system
was deemed socially acceptable alongside the cor-
responding CV* (n=2) values for O (the original
study) and R7 (Mahlaza et al., 2024), finding a
good to medium degree of reproducibility.

System 0] R1 cv~
T5-base 75.30 68.67 9.18
T5-large 7466 68.31 8.86
GPT-2 (large) 74.66 65.30 13.34
"MeanCV* - - —  10.46

Pearson’s r was only moderate, with a stronger
Spearman’s p, and 67% of findings confirmed:

Study A Study B
O R1

Type IV
2/3

r

0.58

p
0.87
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3.2. Track B: Other teams

Track B of ReproNLP was also open to non-
ReproHum partner labs. Participants in this track
reproduce experiments of their choice from the
same set of Track B papers, but do not necessarily
follow the exact common approach (Appendix A)
as ReproHum partner labs do.

3.2.1. Yao et al. (2022)

Florescu et al. (2024) repeated this evaluation of
generated questions and answers for children’s sto-
ries, performing the evaluation for all three quality
criteria in the original study.

Readability: Participants are asked to rate what
was named the “readability” of the question-answer
pair. The exact prompt used, however, was “read-
ability(grammarly [sic] correct and clear language.
worst 1 to 5)”, which references three different qual-
ity criteria (readability, grammaticality and clarity),
making it a clear example of the confusion in quality
criteria found by Howcroft et al. (2020).

The below table shows the mean readability rat-
ings for each system alongside CV* (n=2) values
for the original study (O) and R7 (Florescu et al.,
2024), finding a good degree of reproducibility.

System O R1 cv*

Ours 4.71 4.52 5.24

PAQ Baseline 4.08 417 2.87

Grourldirgtij 7777777 495 471 625
" Mean CV* - - 4.79

Correlations were near perfect, and the pairwise
ranks of systems were confirmed in all cases:

Study A Study B
o] R1

r

0.99

Type IV
3/3

p
1.00

With all three QRA measures strongly confirming
the original results, Yao et al. has one of the three
highest overall degree of reproducibility of any of
the human evaluations in ReproNLP’24 (the other
two being for Hosking et al. for meaning preserva-
tion, and Shardlow & Narwaz for ease of under-
standing, above).

Relevancy (Question): The following table
shows the mean question relevancy ratings for
systems alongside the corresponding CV* (n=2)
values for the original study (O) and R7 (Florescu
et al., 2024), finding only a medium degree of re-
producibility for the system outputs, with a good
degree of reproducibility for the human-authored
ground truth.



System O R1 cv* System O R1 cv~
Ours 439 383 1795 Positive 565 626  10.21
PAQ Baseline 418 3.61 19.63 Negative 138 162  15.95
Groundtruth 492 471 5.49 Mixed Feelings 70 144  68.95
"MeanCV* - - — 1436 Neutral 398 327 19.53
Non-Malayalam 177 89 65.97

However, correlations are still perfect, with the pair- " peancvs ™~~~ - i X

wise ranks of systems confirmed in all cases:

Study A Study B
0 R1

Type IV
3/3

r

0.99

p
1.00

Relevancy (Answer): Finally, for the relevancy
of the answer, system scores are again less repro-
ducible than the ground truth, with a medium to
poor degree of reproducibility for the systems, and
good degree of reproducibility for the ground truth:

System 0] R1 cv~
QOurs 3.99 3.20 30.35
PAQ Baseline 3.90 3.20 27.37
Groundtruth 4.83 446 10.12
“MeanCV* - - - 2261

Correlations are strong with Spearman’s lower, and
the two systems being scored identically in the
reproduction experiment, as opposed to only being
similar in the original study; this also affects the
pairwise rankings confirmed score (Type IV) for the
two systems:

Study A Study B
@) R1

r

0.99

Type IV
2/3

p
0.87

4. Track A

We accepted two submissions in the open track,
where participants could carry out reproduction ex-
periments for any paper, focusing on human and/or
metric-based evaluations.

4.1. Chakravarthi et al. (2020)

In the original study, a code-mixed Malayalam lan-
guage dataset was annotated for sentiment (5 la-
bels) by human participants and then used to train
classifiers which were in turn evaluated by auto-
matic metrics. Sasidharan Nair et al. (2024) recre-
ate this complete pipeline.

4.1.1. Label counts (human evaluation)

The count of labels recorded in the reproduction
varied greatly from the original study, resulting in a
moderate degree of reproducibility for some labels,
and a very poor degree of reproducibility for others,
as shown in this table:
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However, the correlations were strong, with pair-
wise ranks also confirmed for most labels. Note
that rather than comparing systems we are com-
paring label counts of an annotated corpus.

r

0.94

Study A Study B
O R1

Type IV
8/10

p
0.70

4.1.2. Automated metrics

After completing their re-annotation of the corpus,
Sasidharan Nair et al. (2024) then evaluated LR
and BERT sentiment classifiers on both the origi-
nal corpus and their newly created one, using F1
score. The below table shows Mean CV* for O
(results from the original paper) and Re-Imp (a re-
implemented classifier by Sasidharan Nair et al.
(2024) but trained on the original corpus). The ta-
ble also shows the Mean CV* for Re-Imp and Re-
Ann, where Re-Ann refers to the re-implemented
classifier trained on the re-annotated corpus.

This reproduction study clearly shows the effect
that the reproducibility of human evaluation can
have on the reproducibility of downstream tasks.

Classifier ~Study A Study B Mean CV*
LR 0] Re-imp 7.65
BERT 0 Re-imp 22.73
LR Re-imp Re-ann 47.70
BERT Re-imp Re-ann 24.10

Note that we calculate Mean CV™* in this report
differs from how Sasidharan Nair et al. (2024) cal-
culate it, where the macro and weighted averages
of F1 score are calculated first, with the mean CV*
then calculated at that level.

In terms of Type IV results, the reproducing team
find that by both macro-average and weighted-
average, for both setups (O vs Re-imp and Re-Imp
vs Re-ann), the BERT classifier is always better
than LR. This corresponds to 8/8 findings upheld.
Even at the per-label level, 9/10 findings are upheld
for O vs Re-imp, and 8/10 for Re-Imp vs Re-ann.

4.2. Gu et al. (2022, 2023)

Lorandi and Belz (2024) reproduce original studies
found in Gu et al. (2022) and Gu et al. (2023). They
calculate the CV* between original and reproduc-



ReproNLP 2024

mean CV*

Orig Study // Repro a / Re-
pro b

measurands

3.2.1

4.3.4

438 4.1.1(4.1.2| 41.3 | a(n=2) |b(n=2)| n=3

Liu et al. (2021) // Dinkar et al.
(2024) / Gonzalez Corbelle
et al. (2024)

Fluency

UNK/96/90

AB,Tie

RQE| Good| Both| iiOR || 34.55 | 14.58 |21.99

Hosking et al. (2022) // Arvan
and Parde (2024) / Watson
and Gkatzia (2024)

Preservation of meaning

UNK/180/180

AB

RQE| Good| Cont Rtl 3.37 6.62 | 6.15

Feng et al. (2021) // Fresen
et al. (2024) / Lango et al.
(2024)

Informativeness

4/4/4

1-5

DQR| Good | Cont Rtl || 52.07 | 70.53 |55.52

Atanasova et al. (2020) //
Loakman and Lin (2024) /
Gao et al. (2024)

Coverage

3/3/3

1-3

RQE| Good | Cont Rtl || 18.49 | 32.56 |28.16

August et al. (2022) // van Mil-
tenburg et al. (2024) / Li et al.
(2024)

Fluency

2/2/2

1-4

DQE| Good| Both| iiOR || 20.50 | 40.62 |26.87

Castro Ferreira et al. (2018)
/I Mahamood (2024)

Clarity

60 /60

1-7

DQE| Good| Both| iiOR 3.44 - -

Kasner and Dusek (2022) //
Klubicka and Kelleher (2024)

Number of redundancies
per system

2/2

count

Count| Good| Cont| iiOR || 149.72 - -

Shardlow and Nawaz (2019)
/I Mondella et al. (2024)

Ease of understanding

98/40

1-4

RQE| Good| Both| iiOR || 5.95 - -

Gabriel et al. (2022) //
Mahlaza et al. (2024)

Social acceptability

UNK/ 42

Yes,No

DQE | Feature | Both | EFOR || 10.46 - -

Table 2: Summary of some properties of ReproNLP experiments performed by ReproHum partner labs,
alongside mean CV* (n=2, or n=3; shown in different columns because different samples sizes are
not directly comparable). 3.2.1 = number of evaluators in original/reproduction experiment; 4.3.4 =
List/range of possible responses; 4.3.8 = Form of response elicitation (DQE: direct quality estimation,
RQE: relative quality estimation, Cl/Lab: classification/labelling, Count: counting occurrences in text);
4.1.1 = Correctness/Goodness/Features; 4.1.2 = Form/Content/Both; 4.1.3 = each output assessed in its
own right (iiOR) / relative to inputs (Rtl) / relative to external reference (EFoR).

tion scores for each evaluation measure. Based
on these, we include per-system mean CV* scores
below, along with the maximum and minimum.

System Cv»

y Mean Min Max
Multi-CTG 1.68 0.34 5.56
Prior-CTG 1.25 0.00 414
Prior-CTG+optim 1.28 0.00 3.81

Moreover, Lorandi and Belz (2024) report correla-
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tions (Type Il) in excess of 0.99 for all reproductions
and all findings (Type V) as upheld.

A full breakdown of per-measure CV* results, as
well as other analyses, can be found in their paper.

5. Reproducibility by Quality
Criterion and other properties

We saw a wide variety of different degrees of re-
producibility for the different human evaluations



in previous sections. It seems likely that these
differences in degree of reproducibility are explain-
able by differences between the evaluations. In the
QRA++ approach (Belz, 2022; Belz and Thomson,
2023), as in metrology on which it is based, such
differences are captured by ‘conditions of measure-
ment, and HEDS was designed to capture these.

Table 2 shows some of the main HEDS prop-
erties of the experiments repeated by ReproHum
partner labs, along with mean CV* values calcu-
lated as follows:

+ a(n=2): the mean of two-way CV* values be-
tween Orig Study and Repro a.

* b(n=2): the mean of two-way CV* values be-
tween Orig Study and Repro b (if there was a
Repro b).

* (n=3): the mean of three-way CV* values be-
tween Orig Study, Repro a, and Repro b (if
there were 3 sets of results).

What we are looking for in this table is any indi-
cation that one of the HEDS properties affects
experiment-level mean CV* (last three columns).
One such property is number of evaluators (HEDS
Question 3.2.1): the pattern is for larger number
of evaluators to be associated with better repro-
ducibility, with the exception of Fluency in Liu et al.
which bucks the trend somewhat.

Another trend that is observable is that evalu-
ations that are more cognitively complex tend to
have poorer reproducibility than cognitively sim-
pler evaluations. An extreme example of this is
Kasner and Dusek’s count of redundancies per
system, which are very hard to match in reproduc-
tions. Similar results were obtained in an earlier
pair of reproductions of an error analysis experi-
ment, where some of the error counts also reached
above 140 CV* (?). Another example is Informa-
tiveness (fourth from top in table).

Cognitively simpler assessments like Clarity and
Fluency have better score-level reproduciblity. This
is a trend that we have consistently observed
across multiple reproduction experiments. Note
however that here too Fluency in Liu et al. bucks
the trend which may be explained by other experi-
mental properties we are not examining here.

6. Discussion

As we saw in previous sections, different types of
QRA++ assessments (Type |, I, and IV) can show
very different degrees of reproducibility for sets
of reproductions for the same original experiment.
For example, for Social Acceptability in Gabriel et
al. 2022, CV* levels were reasonable but Pearson’s
was only 0.58.
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Another example is Fluency in August et al.
(2022) where the CV* values are quite poor, but
Type Il and IV reproducibility is excellent.

It can also be the case that one reproduction for
the same original experiment indicates excellent
reproducibility and another shows very poor repro-
ducibility, as was the case for Content Coverage
Atanasova et al. 2020.

The latter observation (observed previously) indi-
cates the importance of conducting more than one
reproduction experiment. An alternative may be to
increase the number of individual assessments car-
ried out (Simonsohn, 2015), but it is not clear how
additional assessments should be created (more
evaluators, more system outputs, both?).

The differences between results from different
types of QRA assessment highlight that each
assesses a different aspect of reproducibility:
Type I/CV* looks at how close individual aligned
scores are; Type ll/correlations look at how simi-
lar relative increases and decreases are in aligned
sets of scores; and Type IV/findings abstracts away
from scores altogether to look at findings which we
here interpret as pairwise system ranks, i.e. which
of two systems performs better.

Ultimately, it is the latter, pairwise system ranks,
that we care most about in many contexts. What
matters is not necessarily maximising the rank cor-
relation, but the proportion of pairwise ranks that
are the same (although clearly these are linked).

In the previous section we looked at the effect
different experiment properties may have on re-
producibility. However, these cannot explain differ-
ences between reproductions of the same original
experiment where properties are the same. This
means that there are other factors affecting repro-
ducibility, e.g. evaluator sampling, and quality of the
reproduction experiment. All of this clearly makes
it harder to link properties with reproducibility.

Given the finding that score-level QRA can
show poor reproducibility even where all findings
are upheld, it might be questioned whether inter-
annotator agreement (IAA), commonly used as an
indicator of experiment quality, is really the right
measure. It might be that reproducibility tests as-
sessing multiple different QRA measures are a
better pre-experiment test of quality.

7. Conclusion

Shared task result reports tend to be written un-
der considerable pressure of time, and the present
paper is no exception. We will conduct additional
analyses and more in-depth explorations of our
data in due course, as well as reporting the re-
sults from the second batch of ReproHum multi-lab
multi-test study experiments once all have been
completed. The latter will provide more robustly



quantifiable assessment of the impact of selected
experiment properties on reproducibility.

This year’s edition of the shared task has once
again highlighted the considerable extent to which
results (i) from different reproduction experiments
of the same original experiments, and (ii) from dif-
ferent types of QRA analysis, can differ. This can
be interpreted as meaning that we should conduct
multiple reproduction experiments, and multiple
types of QRA analysis, respectively.

There continues to be little standardisation in
evaluation practices, and quality criteria names
and definitions in particular, in human evaluation in
NLP, despite numerous surveys and studies (Belz
et al., 2020; Howcroft et al., 2020; van der Lee
et al., 2021; Gehrmann et al., 2023) calling for
more standardisation to improve quality and relia-
bility. In the present context, lack of standardisation
also has the effect of muddying the waters with re-
spect to conclusions about which quality criteria
are associated with better reproducibility: if it is un-
clear, e.g. due to mere name differences, whether
the same quality criterion was in fact assessed, it
is hard to draw accurate conclusions beyond the
individual experiment.

All'in all, it seems clear that human evaluation
in NLP would benefit from more standardisation in
experimental design and execution, for better com-
parability, but also so that reproducibility, hence
reliability, of standard methods can be established,
and once established, benefited from.
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A. The ReproHum Common
Approach to Reproduction

In order to ensure comparability between studies,
we agreed the following common-ground approach
to carrying out reproduction studies:

1. Plan for repeating the original experiment in
a form that is as far as possible identical to
the original experiment, ensuring you have all

required resources in place, then apply to re-
search ethics committee for approval. If any
aspect of the original experiment is unclear,
contact the ReproHum coordinator who will ei-
ther obtain clarification from the author, or cre-
ate a sensible design that will then be used by
all partner labs reproducing that experiment.

2. If participants were paid during the original
experiment, determine pay in accordance with
the ReproHum common procedure for calcu-
lating fair pay (Belz et al., 2023).

3. Following ethical approval start the reproduc-
tion study following the steps below. Contact
the ReproHum team with any questions rather
than the original authors, as they have already
provided us with all the resources and infor-
mation they have. Don’t communicate with
other ReproHum teams about their reproduc-
tion studies. This is to avoid inadvertently af-
fecting outcomes.

4. Complete HEDS datasheet.

5. ldentify the following types of results reported
in the original paper for the experiment:

(a) Type I results: single numerical scores,
e.g. mean quality rating, error count, etc.

(b) Type Il results: sets of numerical scores,
e.g. set of Type | results .

(c) Type Il results: categorical labels at-
tached to text spans of any length.

(d) Qualitative conclusions/findings stated ex-
plicitly in the original paper.®

6. Carry out the allocated experiment exactly as
described in the HEDS sheet.

7. Report the results in the following form:

(a) Description of the original experiment.

(b) Description of any differences in your re-
peat experiment.

(c) Side-by-side presentation of all results
(8a-d above) from original and repeat ex-
periments, in tables.

(d) Report quantified reproducibility assess-
ments as follows:
i. Type | results: Small-sample oefficient
of variation CV* (Belz, 2022).
ii. Type Il results: Pearson’s r, Spear-
man’s p.
ii. Type Ill results: Multi-rater: Fleiss’s k;

Multi-rater, multi-label: Krippendorff’'s
.
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5We now call these Type IV results.
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iv. Conclusions/findings: Side-by-side
summary of conclusions/findings that
are / are not confirmed in the repeat
experiment.

B. Rounding Policy

The python script used to calculate results uses
HALF_UP rounding rather than the python de-
fault of bankers rounding. Numbers are only ever
rounded at the stage of presentation, i.e., the full-
precision CV* values are used to calculated the
means, rather than the 2 decimal place ones.

For Pearson and Spearman correlations we
never round up from 0.99 in order to avoid giv-
ing the impression of a perfect correlation where
one does not exist.
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