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Abstract

Heart sound auscultation holds significant im-
portance in the diagnosis of congenital heart
disease. However, existing methods for Heart
Sound Diagnosis (HSD) tasks are predomi-
nantly limited to a few fixed categories, framing
the HSD task as a rigid classification problem
that does not fully align with medical practice
and offers only limited information to physi-
cians. Besides, such methods do not utilize
echocardiography reports, the gold standard
in the diagnosis of related diseases. To tackle
this challenge, we introduce HSDreport, a new
benchmark for HSD, which mandates the direct
utilization of heart sounds obtained from aus-
cultation to predict echocardiography reports.
This benchmark aims to merge the convenience
of auscultation with the comprehensive nature
of echocardiography reports. First, we collect
a new dataset for this benchmark, comprising
2,275 heart sound samples along with their cor-
responding reports. Subsequently, we develop
a knowledge-aware query-based transformer to
handle this task. The intent is to leverage the ca-
pabilities of medically pre-trained models and
the internal knowledge of large language mod-
els (LLMs) to address the task’s inherent com-
plexity and variability, thereby enhancing the
robustness and scientific validity of the method.
Furthermore, our experimental results indicate
that our method significantly outperforms tra-
ditional HSD approaches and existing multi-
modal LLMs in detecting key abnormalities in
heart sounds.

1 Introduction

Heart sound auscultation is an essential part of
clinical medicine and is extensively utilized to
screen for congenital heart disease (CHD) due to
its cost-effectiveness. CHD is the most common
congenital abnormality, with 13.3 million patients
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Figure 1: Comparison between previous works and ours.
In previous works, heart sound diagnosis (HSD) was
treated as a multi-class problem with two to five cat-
egories. Our new benchmark, starting from echocar-
diography reports, treats HSD as a twelve-category
multi-label task. Furthermore, we have developed a
knowledge-aware, query-based transformer approach
that utilizes medical descriptions to address this novel
benchmark.

worldwide in 2019 (Roth et al., 2020; of the Re-
port et al., 2022). For newborn patients, around
one-third will pass away in their first year and
risk for mortality (Pan et al., 2022). So massive
promotion of heart sound auscultation is crucial.
However, its effectiveness heavily depends on the
clinician’s expertise and the human ear’s acoustic
range (Montinari et al., 2018; Mangione and Nie-
man, 1997). Consequently, the task of heart sound
diagnosis (HSD) has been highlighted (Clifford
et al.; Oliveira et al., 2021; Yaseen et al., 2018).

However, existing HSD datasets are limited to a
few diseases and are strictly categorized as multi-
class classification problems, which do not well
align with medical practice (multi-label classifica-
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tion). Besides, such datasets overlook echocardio-
graphy due to its difficult-to-obtain nature (Wang
etal., 2021), which provides a more comprehensive
set of diagnostic information yet. Hence, we aim to
combine the convenience of auscultation with the
comprehensive capabilities of echocardiography,
enabling the screening of a broader population and
providing physicians with more extensive reference
information.

In this paper, we propose a new benchmark
named HSDreport, which includes 2, 275 segments
of heart sounds and their corresponding echocardio-
graphy. Each heart sound segment spans approx-
imately 75 seconds across five body sites. Since
our dataset is derived from practical applications,
it presents unique two challenges compared to pre-
vious HSD datasets. Firstly, as echocardiography
is composed by physicians based on images from
ultrasound scans instead of directly derived from
heart sounds, it poses a challenge to discard infor-
mation that is difficult to discern from the heart
sounds alone. Secondly, due to the natural lan-
guage form of the report and the varying writing
styles of different physicians, noise is introduced
into the report. To address these issues, we lever-
age the strong semantic understanding capabilities
and extensive internal knowledge of large language
models (LLMs) (Achiam et al., 2023) to extract ab-
normalities, ultimately constructing a 12-category
multi-label benchmark.

To utilize the unique characteristics in our HS-
Dreport, we have found that existing heart sound
models (Chen et al., 2023; Cheng and Sun, 2023;
Guo et al., 2023) fail to tackle the multi-label clas-
sification problem. This is because these models
are primarily designed for multi-class classification
and are limited to a few fixed classes. Hence, we
innovatively introduce a knowledge-aware query-
based transformer for HSDreport to align the audio
and text modalities (Kritharoula et al., 2023; Kim
et al., 2022; Xiao et al., 2022; Zhang et al., 2023)
and leverage the extensive knowledge from med-
ical pre-trained models by feeding abnormalities
in textual expression. Moreover, we replace the
typical phrase-based category input with detailed
medical descriptions, enabling the model to acquire
a more comprehensive understanding of medical
diseases, their symptoms, and their characteristics,
thereby facilitating a holistic view of the disease
and enhancing classification accuracy. Considering
the diversity in medical expressions, we further em-
ploy LLMs to provide multidimensional and varied

descriptions of the same disease, thus aligning our
approach more closely with medical practice and
enhancing its robustness.

Our contributions are summarized as follows:

* A benchmark for heart sound diagnosis.
We propose HSDreport, a practical and chal-
lenging benchmark for heart sound diagnosis.
HSDreport combines the auscultation with
echocardiographic analysis for a more accu-
rate heart sound diagnosis, aiming to combine
the convenience of auscultation with the com-
prehensiveness of echocardiographic analysis,
which is not present in previous datasets and
is highly significant for medical practice.

* A knowledge-aware approach for HSD.
We propose a knowledge-aware query-based
transformer for HSD task. In addition, we use
abnormality descriptions as inputs to enhance
the model’s accuracy in abnormality under-
standing. Furthermore, during inference, we
comprehensively utilize the multidimensional
diverse descriptions generated by the LLM,
thereby further enhancing model robustness.

* Comprehensive performance evaluation.
We perform comparative analysis with state-
of-the-art heart sound models on our compre-
hensive benchmark, showcasing notable im-
provements across all metrics. This study is
the first to demonstrate the feasibility of us-
ing heart sounds to infer information from
echocardiography, also proving our model’s
ability to effectively utilize knowledge to ad-
dress multiple challenges.

2 Related Works

2.1 Heart Sound Diagnosis

The current datasets on heart sounds primarily tar-
get binary classification and multi-class classifi-
cation for a limited number of categories. (Clif-
ford et al.) categorized heart sound recordings
into three classes based on diagnostic outcomes:
normal, abnormal, and uncertain. (Oliveira et al.,
2021) approached heart sounds from the perspec-
tive of murmurs, classifying them into a binary
category of presence or absence of murmurs, and
additionally provided information on the location
and timing of these murmurs. (Yaseen et al., 2018)
collected heart sound recordings and corresponding
annotations available on the internet to construct
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a five-category dataset. Regarding these datasets,
the prevailing methodologies primarily consist of
audio feature extraction, a main network, and a
classification network. (Chen et al., 2023) initially
applied noise reduction to the audio, then used
Short-Time Fourier Transform (STFT) to obtain
the spectrogram of the audio. Their main network
was built on a CNN and incorporated an attention
module at the end. (Guo et al., 2023) employed a
combination of high-order spectral estimation and
STFT for audio feature extraction, and designed
a dual-stream CNN as the main network. (Cheng
and Sun, 2023) simplified pre-processing, automat-
ically extracting features using a one-dimensional
convolution and built their main network based on
a transformer architecture (Vaswani et al., 2017).
In contrast to previous datasets, our dataset initiates
with echocardiography reports, which serve as the
gold standard for HSD, containing a wealth of infor-
mation essential for medical practitioners. In this
paper, we process these reports into a 12-category
multi-label task. Methodologically, we depart from
the traditional paradigms of heart sound classifica-
tion models by constructing a knowledge-aware,
query-based transformer, which significantly en-
hances the model’s performance.

2.2 Query-based Transformer

Query-based transformers (Ma et al., 2023) (Dan
and Roth) (Lopez-Avila and Sudrez-Paniagua) use
adjustable query embeddings to make predictions
and benefit from global attention, enabling them
to gather information from an entire input. This
allows them to outperform convolutional networks
in terms of results. (Carion et al., 2020) first intro-
duced the query-based transformer in the object de-
tection task and viewed it as a direct set prediction
problem. (Li et al., 2022) introduces the concept
of incorporating noised ground-truth boxes as po-
sitional queries in denoising training, an approach
that has been shown to accelerate detection speeds.
In addition to detection targets, (Cheng et al., 2022)
employs mask attention for segmentation by uti-
lizing predicted masks as attention masks, which
enhances query refinement more efficiently than
other query-based models. In the HSD task, we are
the first to introduce the query-based transformer
as the principal architecture. Unlike the models
in other tasks, our queries consist of medical de-
scriptions rather than words. Additionally, during
the inference stage, we proposed a method that
comprehensively utilizes multi-dimensional and di-

versified descriptions.

3 HSDreport: New Benchmark for Heart
Sound Diagnosis

3.1 Background

The use of heart sounds as a cost-effective method
for detecting congenital heart disease (CHD) is
widely recognized. However, the current HSD
dataset is limited to distinguishing between normal
and abnormal conditions, which provides limited
information in clinical practice. Echocardiogra-
phy, on the other hand, offers more comprehensive
information but is costly and difficult to obtain.
Given the correlation between heart sounds and
echocardiography, and to leverage the affordability
of heart sound acquisition along with the compre-
hensiveness of echocardiography, we propose the
HSDreport. This initiative aims to utilize paired
heart sounds and echocardiography reports to ex-
tract key information from echocardiography re-
ports based on heart sounds.

Given an input heart sound vector h € R?,
we aim to predict the key abnormalities £ =
{E1, Es, ..., E}} extracted from the corresponding
echocardiography report. The relationship can be
modeled as:

Ei:fi(h)vie [17]{}

Here E; represents the predicted value of abnor-
mality F;, and f; is a predictive function for each
E; that maps from the heart sound input h to the
output space of abnormalities.

3.2 Data Collection

HSDreport includes 2, 275 participants and 2, 275
auscultation recordings. Specifically, digital aus-
cultation recordings of heart sounds from patients
aged <18 years who had undergone echocardio-
graphy, are collected. The auscultation protocol
consists of recordings over 5 body sites: aortic
region (right 2nd intercostal space), pulmonic re-
gion (left 2nd intercostal space, parasternal), Erb’s
point (left 3rd intercostal space aka left lower ster-
nal border), tricuspid region (left 4th intercostal
space, parasternal), mitral region (left 5th inter-
costal space, midclavicular). To detect sufficient
cardiac cycles, at least 15s of heart sound using
direct skin contact is obtained per site. The elec-
tronically amplified stethoscope (Littmann 3200,
3M) is used for data acquisition. During the ex-
amination the participant is seated, laid down, or
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[SEP] 1
nary Valve Stenosis: .
IVE ]

i1 (Ventricular septal defect (VD) is a
J |1 defect in the ventricular septum, ...

i Atrial Septal Defect: POSITIVE
i Ventricular Septal Defect: NEGATIVE

i Pulmonary Valve Stenosis: POSITIVE

Query Model
s v ¥ Audio
| Definition o Encoder | !
: ! E Classification Head | : Query Model :
i Do i | Classification Head
I Audio ---.-........A._. -
: \verage S

| Feature

Binary Cross
“~._  Entropy Loss

Figure 2: Framework overview of HSDreport, which consists of (a) Cardiac Entity Extraction to filter the hot
words from the abnormal cardiac entities and verify the existence of them with GPT-4, (b) Training stage to train
our model with extracted entity definitions and semantic descriptions paired by the heart sounds, and (c¢) Inference
stage to obtain the diagnosis for a specific entity with various definitions derived from GPT-4.

held to the most comfortable position. A complete
transthoracic echocardiography is available for all
subjects using standard views and techniques ac-
cording to established guidelines. The report is
written by professional ultrasound technicians.

During the data collection process, investigators
have taken the following steps to improve the qual-
ity of the data collected. Firstly, all investigators
remove data they deem inappropriate, including
low-quality data where heart sounds are difficult
to hear, data without corresponding echocardiogra-
phy, and data from patients over 18 years old. In
the next step, investigators review the echocardiog-
raphy entries, screening all entries for incorrectly
entered or measured values, inconsistent data, or
outliers, and delete such entries as appropriate. De-
spite these steps taken to ensure data quality, it is
important to note that the heart sounds are recorded
in an ambulatory environment. Therefore, a variety
of noisy sources are inevitably present, including
stethoscope rubbing noise, and background sounds
such as speaking, crying, or laughing. From an-
other perspective, however, this dataset is more
closely aligned with medical practice.

3.3 Data Processing

A typical echocardiography report is composed
of three primary sections: numerical indices, de-
scription, and diagnosis. Echocardiography reports
present challenges for direct learning by models,
thus necessitating an approach where we extract
all abnormalities from an echocardiography as task

annotations through a series of steps, detailed fur-
ther below and in Figure 1(a). Firstly, this report is
produced by physicians who interpret various imag-
ing modalities. Although various numerical indices
such as blood flow velocities and thicknesses are
closely related to heart sounds—where different
velocities and thicknesses may correspond to varia-
tions in heart sounds—it is challenging to directly
measure specific numerical indices solely through
heart sounds given the current data size. Therefore,
we have initially excluded all numerical informa-
tion from the report. We believe this approach
does not result in the loss of critical information, as
physicians tend to describe any abnormal indices
using natural language within the description or
diagnosis sections.

Secondly, since the description and diagnosis
sections of echocardiography reports are written by
physicians using natural language without a fixed
template, these reports contain significant noise. A
typical characteristic is that most of the content
in the description sections pertains to normal find-
ings, with abnormalities being quite sparse. Con-
sequently, it is challenging for models to directly
learn from the description sections. Moreover, the
diagnosis sections only contain the final disease
diagnoses without the associated abnormalities, re-
sulting in incomplete information. Therefore, we
believe it is necessary to integrate both the descrip-
tion and diagnosis sections and denoise them to
extract all key abnormalities for model learning.
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To achieve this, we first employ a medical entity
extraction method to extract all medical entities
from the reports and rank these entities by their
frequency of occurrence. Subsequently, we remove
non-abnormality entities and select the 12 most
frequently occurring abnormalities to represent the
potential abnormal information in an echocardiog-
raphy report. The remaining abnormalities, which
appear fewer than 20 times, are excluded from
model training due to their infrequency.

The final step involves utilizing a LLM to iden-
tify the presence of 12 categories of abnormalities
in each report. This step is necessary due to the
inherent natural language characteristics of descrip-
tion and diagnosis, which often result in irregular
forms of abnormalities. Consequently, the internal
knowledge and natural language understanding ca-
pabilities of the LLM are leveraged to accurately
detect the existence of these 12 types of abnormal-
ities. For any abnormalities not mentioned by the
physician, we assume their absence.

4 Methodology

4.1 Training

In the development of the HSDreport, we diverge
from the conventional architectural paradigm preva-
lent in previous heart sound models, which typi-
cally entails feature extraction and a linear classifi-
cation layer. Instead, we innovatively constructed
our model based on a query-based transformer.
This approach facilitates the integration of a medi-
cally pre-trained text encoder to encode each abnor-
mal entity. We argue that this method will enhance
alignment between the two modalities. Contrary
to the traditional use of query-based transformers,
where words are employed as categories, we em-
ploy medical descriptions rather than words due to
the frequent obscurity and variability in the expres-
sion of medical phrases in practice. This innova-
tive substitution allows the model to gain a more
detailed understanding of the symptoms and char-
acteristics of medical conditions, thereby offering a
holistic view of the disease. So for each abnormal
entity F;, the following applies:

tj = ftext (fdeﬁnition (E])) S Rd

Here j represents the j" class. For the i*" sam-
ple’s heart sound h; € R™!, we first extract their
spectrograms, then obtain their features through a

pre-trained audio encoder:

H; = faudio (ffeature (h@)) S RZr*d

Then we employ the semantically enriched text fea-
tures t; as the query, which, together with the heart
sound features H;, are fed into the query-based
transformer. After processing through a classifica-
tion head composed of linear layers, the predicted
values E” are obtained:

Eivj = fiinear (ftransformer (Hi, tj)) cR

Then we can compute the binary cross-entropy loss
(BCE) as follows:

Lpce = — g g i {si,] log (E‘LJ> + (1 —s;,;)log (1 — E‘l,j)]

i=1j=1

2

Here s; ; is the label. To further align the audio
and textual modalities, we choose to employ the
semantic description R;, composed of the entity
names in textual form, annotations, and the delim-
iter [SEP]. The rationale for using names instead of
medical descriptions is that concatenating all medi-
cal descriptions results in excessive length. After
R; is processed through the text encoder to obtain
r; € R?, we compute the contrastive loss between
r; and the audio features H;:

Loon =—% ENl (log Zglrl:(:;./r; 7 +log Zgi<::<lr{;,>r/1;>/7>
)]

Here the operation (.,.) first applies average
pooling to Hj, followed by the computation of the

cosine similarity and 7 represents the temperature.
Finally, we sum the two losses to obtain the final
loss, where the weight )\ is a learnable parameter:

L =LpcE+ Acon (2)

4.2 Inference

Considering the diverse nature of medical ex-
pressions, we utilize an LLLM to generate multi-
dimensional and diverse descriptions of the same
disease. During the inference stage, we integrate
these descriptions to align our approach more
closely with medical practice and enhance its ro-
bustness. Specifically, for the j* class of abnormal
entity F;, we generate p descriptions using the
LLM and input them collectively into the model:

Ei,j = flincar (fs (Hi, tj1,...,tjp)) € RP
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Figure 3: Data distribution. The total number of samples
is 2275, and the numbers in the figure represent the
number of positives in that category.

Here H; represents the audio feature of the i
sample, while t;,, denotes the feature of the pth
description generated for class j. The function
f+ refers to the query-based transformer. Subse-
quently, we compute the average of Ei, ; to obtain
the final result for that class.

5 Experiments

5.1 Experimental Setup

Datasets The dataset utilized in our study com-
prises 2, 275 heart sounds paired with the echocar-
diography reports, each approximately 75 seconds
long, split into training and test sets respectively in
a 9:1 ratio. The extracted abnormal entities from
the paired reports are filtered and categorized into
7 diseases: Atrial Septal Defect (ASD), Ventricu-
lar Septal Defect (VSD), Pulmonary Valve Steno-
sis (PVS), Patent Ductus Arteriosus (PDA), Patent
Foramen Ovale (PFO), Aortic Stenosis (AS), Pul-
monary Hypertension (PH), and 5 symptoms: Pro-
lapse, Regurgitation, Shunt, Hypertrophy, and Dila-
tion. The distribution is demonstrated in Figure 3.

Baselines We adopt three state-of-the-art heart
sound auscultation methods as our baselines: STFT-
HSC (Chen et al., 2023), DS-CNN (Guo et al.,
2023) (both CNN-based), and CTENN (Cheng and
Sun, 2023) (transformer-based). To enable them to
adapt to our multi-label classification task, we have
modified their classification heads and retrained
them following the instructions. Due to the existing
LLMs’ capability for audio processing, we also
adopt GPT-40 as an LLM baseline.

https://openai.com/index/hello-gpt-40/

Training Stage At the training stage, we utilize
the filter banks of heart sounds as the audio features,
with a frame length of 100ms and a frame shift of
40ms. Chunk dropping, speed perturbation, clip-
ping, noising, amplifying, and SpecAugment (Park
et al., 2019) are applied with the SpeechBrain li-
brary as data augmentation. The definition for each
entity is derived from Wikipedia. For the text en-
coder and audio encoder, we adopt pre-trained Pub-
MedBERT and ResNet50 as the initialization. We
use an AdamW optimizer with a learning rate of
Se-5 and a weight decay of 0.02. We train on an
A100 GPU for 100 epochs with 20 for warming up,
and the cosine learning rate schedule is applied. A
in Equation (2) is initialized to 1.

Inference Stage At the inference stage, we uti-
lize GPT-4 to generate 100 descriptions for each
class. We adopt precision, recall, and F1 scores as
the evaluation metrics and set 0.5 as the discrimi-
nant threshold.

5.2 Results
5.2.1 Multi-label Classification

We conduct experiments on the proposed multi-
label benchmark HSDreport and compare the di-
agnosis performance with the state-of-the-art ap-
proaches. The precision, recall, and F1 scores of
each category and the averaged values are reported.
As demonstrated in Table 1, Our approach attains
the highest F1-scores in nearly all categories and
exceeds the best baseline by 9.4%, demonstrating
the effectiveness of the proposed knowledge-aware,
query-based transformer for HSD task. Among the
baselines, the transformer-based method (CTENN)
outperforms those based on CNNs (STFT-HSC and
DS-CNN). In addition, GPT-4o0 struggles with this
task, achieving the lowest scores. We attribute this
performance to the limited size of heart sound data
in the public dataset and the absence of annotations
similar to those in the HSDreport, which prevents
GPT-40 from generalizing to our benchmark.
Ulteriorly, we split the evaluation metric into
precision and recall, where recall is particularly
important for medical diagnosis. Obviously, our
approach exhibits the most superiority in the recall
score for various diseases and symptoms. Such a
superiority means that our method can reduce the
false dismissal rate and avoid disease misdiagnosis

https://huggingface.co/NeuML/
pubmedbert-base-embeddings
torchvision.models.resnet50
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Method ASD VSD PVS PDA PFO AS PH  Prolapse Regurgitation Shunt Hypertrophy Dilation ‘ Average
Precision
GPT-40 38.04 37.83 48.83 44.57 41.09 4935 4630  48.26 18.48 24.35 40.87 46.96 40.33
STFT-HSC | 88.54 88.61 47.83 94.96 89.47 4935 4629  48.26 68.99 67.93 77.60 46.96 67.89
DS-CNN 6228 82.17 47.81 8533 8456 4935 4630  48.26 67.13 70.89 81.93 46.94 64.41
CTENN 61.43 8283 69.69 7293 86.82 99.78 80.03 48.26 57.46 69.19 69.27 57.11 71.23
Ours 68.78 90.28 84.31 93.65 7848 99.78 76.89  86.39 73.40 72.35 81.62 51.57 79.79
Recall
GPT-40 50.00 50.00 50.00 50.00 50.00 50.00 50.00 50.00 50.00 50.00 50.00 50.00 50.00
STFT-HSC | 52.73 80.71 50.00 54.00 64.37 50.00 49.77  50.00 69.98 67.23 66.00 50.00 58.73
DS-CNN 57.87 75.09 49.54 57.76 61.67 50.00 50.00  50.00 64.91 69.48 81.33 49.77 59.79
CTENN 61.14 7898 7341 60.78 6532 83.33 55.65 50.00 57.85 68.88 65.06 52.65 64.42
Ours 68.31 86.66 84.31 75.75 70.78 83.33 5835  68.52 73.28 71.93 88.06 51.25 ‘ 73.38
F1 Score
GPT-40 4321 43.07 4889 47.13 45.11 49.67 48.08 49.12 26.98 32.75 4498 48.44 43.95
STFT-HSC | 48.70 83.67 48.89 54.75 68.53 49.67 4796  49.12 69.20 66.70 69.14 48.43 58.73
DS-CNN 5853 77.62 48.66 60.78 64.81 49.67 48.08  49.11 65.38 68.70 81.62 48.31 60.11
CTENN 61.28 80.61 7136 63.84 69.50 89.89 58.18 49.12 57.43 68.61 66.62 53.35 65.82
Ours ‘ 68.53 88.27 8431 81.78 73.57 89.89 61.80 74.33 73.34 71.64 84.20 51.35 ‘ 75.25

Table 1: The precision, recall, and F1 scores of GPT-4o0, three state-of the-art models for HSD, and our method on
the multi-label benchmark. Our model achieves significant improvements in all three metrics.

effectively. It is also noticed that all of the methods
are not able to recognize the existence of Dilation
effectually, and we guess it’s because the charac-
teristics of Dilations may hardly be identified by
heart sounds.

0 Ventricular Septal Defect Patent Ductus Arteriosus

o
= 0.5 4
—— STFT-HSC —— STFT-HSC
—— DS-CNN —— DS-CNN
CTENN 1 CTENN
—— Ours —— Ours
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10 Shunt 10 Hypertrophy
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—— DS-CNN —— DS-CNN
! CTENN CTENN
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0.0 T 0.0 T
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FPR

FPR

Figure 4: ROC curves of four classes in the benchmark:
VSD, PDA, Shunt, and Hypertrophy.

5.2.2 ROC Curve

To further analyze the robustness under different
discrimination thresholds, we plot the receiver oper-
ating characteristic (ROC) curve of diseases (VSD
and PDA) and symptoms (Shunt and Hypertrophy)

respectively. As shown in Figure , the area under
the ROC curve (AUC) for our approach is notably
superior and maintains the highest values compared
to that of the established baselines, which not only
signifies the discriminatory capacity of our model
between positive and negative cases but also un-
derscores its robustness and generalizability across
different threshold settings.

5.3 Ablation Study

We conduct ablation studies for the training and
inference stage respectively to verify the effective-
ness and robustness of each counterpart in the pro-
posed method.

5.3.1 Training Stage

We first establish the ablation by systematically dis-
abling components during the training stage. This
involves, specifically, replacing the pre-trained ini-
tializations of both the text encoder and audio en-
coder with random initialization procedures indi-
vidually. Additionally, we excise the contrastive
loss component from the overarching loss function
outlined in Equation 1. Lastly, we substitute the
comprehensive entity definitions with the entity
words in our model’s architecture. The outcomes
of these ablation experiments are documented in
Table 2, revealing the indispensable nature of each
module in the diagnostic process as any module
removal brings a distinct decline in performance.
Among these, replacing the entity definition exerts
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Method ‘ ASD VSD PVS PDA PFO AS PH  Prolapse Regurgitation Shunt Hypertrophy Dilation ‘ Average
Ours ‘ 68.53 88.27 84.31 81.78 73.57 89.89 61.80 74.33 73.34 71.64 84.20 51.35 ‘ 75.25
- Text Encoder 68.50 84.46 83.69 79.03 7222 89.89 61.09 67.40 76.48 72.09 86.41 52.95 74.52
- Audio Encoder | 65.39 82.56 69.22 68.96 6504 49.56 64.97 70.53 66.23 71.24 82.87 52.94 67.46
- Lcon 66.78 87.40 67.56 78.19 75.23 83.11 64.04 67.40 74.44 74.30 85.94 47.72 72.68
- Entity Definition | 55.28 8229 58.18 74.82 6490 48.77 61.85 63.40 72.20 73.46 89.46 52.26 66.41

Table 2: This table presents an ablation study to assess the validity of the text encoder, audio encoder, contrastive
loss, and entity definition input during the training stage. F1 scores are reported for each category. The table

demonstrates the efficacy of all modules.

Text Input ‘ ASD VSD PVS PDA PFO AS PH  Prolapse Regurgitation Shunt Hypertrophy Dilation ‘ Average
Only Entity | 69.27 87.40 80.78 77.95 73.04 71.66 61.80 70.53 71.06 70.32 84.97 55.81 72.88
N =1 68.12 87.57 76.87 79.92 7052 89.89 61.09 65.77 73.74 71.28 84.20 59.69 74.05
N =10 68.53 88.27 84.31 81.78 73.57 89.89 61.80 74.33 73.34 71.64 84.20 51.35 75.25
N =50 68.12 87.57 84.31 79.92 73.04 89.89 61.80 67.40 73.34 72.42 84.20 58.68 75.05

Table 3: This table presents an ablation study aggregating descriptions generated by different quantities of GPT-4
during the inference stage. The F1 scores are reported for each category. The table demonstrates that using ten

descriptions is the most effective method.
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Figure 5: The distribution of F1 scores for VSD, PDA,
Shunt, and Hypertrophy categories.

the most significant impact, substantiating our as-
sertion that medical terminology is characterized
by rare and diverse issues, with the lexical seman-
tics being insufficient for models to comprehend
diseases. Replacing the audio encoder also has a
substantial effect, likely due to the complexity of
audio features, which are difficult to learn from
a random state given the current sample size. In
contrast, replacing the text encoder and contrastive
loss has a relatively minor impact.

5.3.2 Inference Stage

During the inference stage, we validate the out-
comes under various quantities of GPT-4-generated

entity definitions. Specifically, we substitute the
text input for the inference stage with the entity
words (which means N = 0) and varying numbers
of generated entity definitions and document the
performance as shown in Table 3. It is evident that
using the entity definition as a text query consis-
tently yields superior results compared to merely
utilizing the entity words. This also substantiates
the usefulness of medical descriptions in the HSD
task, which possess more precise semantics. Ad-
ditionally, such performance enhancement can be
further amplified by increasing the number of en-
tity definitions. This enhancement stabilizes when
N = 10, which also serves as the default setting in
our experiments. No further changes in outcomes
were observed with an increase in the number of
entity definitions beyond this point, likely because
ten descriptions are sufficiently diverse and rich for
most categories as generated by GPT-4.

To further analyze the generality of our model,
we feed 100 definition descriptions generated by
GPT-4 for the same diseases (VSD and PDA) and
symptoms (Shunt and Hypertrophy) and record the
distribution of the resulting F1 scores. As illus-
trated in Figure 5, the performance can be affected
by varied definition descriptions, which also sup-
ports the necessity of our aggregation strategy.

6 Conclusion

This study introduces HSDreport, a new benchmark
and method designed to revolutionize HSD by inte-
grating the diagnostic gold standard of echocardiog-
raphy with the accessibility of auscultation. By col-
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lecting a novel dataset of 2,275 heart sound samples
paired with echocardiography, we set the stage for
a more detailed approach to diagnosing heart con-
ditions. The development of our knowledge-aware
query-based transformer model marks a significant
advancement in the field, effectively harnessing the
potential of medically pre-trained models and the
nuanced understanding of LLM.

Limitations

The dataset used in this study focuses exclusively
on pediatric subjects, offering valuable insights
specific to this demographic but may not be en-
tirely representative of broader population dynam-
ics. Moreover, our novel dataset is enriched with
detailed ultrasonography report data, allowing for
potential stratification of severity in abnormal con-
ditions based on numerical indicators. However,
the current methodology primarily addresses the
presence rather than the severity of these abnormal-
ities, suggesting an avenue for future enhancement.
Lastly, due to the multiple inferences required by
our approach, the inference speed is slightly slower
compared to the baseline model, mainly because
we prioritize accuracy over speed.

Ethical Considerations

This study was conducted with a strong commit-
ment to ethical standards in medical research, en-
suring the protection and confidentiality of partic-
ipant data and compliance with relevant regula-
tions. Here we outline the ethical considerations
addressed in this study.

Informed Consent All patients, or their legal
guardians in the case of minors, provided informed
consent for the use of their medical data in this
research. Prior to data collection, participants were
adequately informed about the nature of the study,
the type of data to be collected (heart sounds and ul-
trasound reports), and the intended use of this data
in research. This process was conducted in accor-
dance with the Declaration of Helsinki regarding
ethical principles for medical research involving
human subjects.

Data Confidentiality and Security Rigorous
measures were taken to ensure the confidentiality
and security of the data collected. Personal iden-
tifiers were removed from all datasets to achieve
anonymization. Additionally, all digital data were

stored in an encrypted environment to prevent unau-
thorized access, ensuring that the privacy of the
participants was maintained throughout the study.

Compliance with Regulatory Standards The
study strictly adhered to national laws and regula-
tions concerning medical research and data protec-
tion. This adherence was continuously monitored
by our legal and ethical advisory board to ensure
ongoing compliance throughout the study’s dura-
tion.

Ethical Review and Oversight The research pro-
tocol was thoroughly reviewed and approved by an
independent ethics committee. This committee pro-
vided continuous oversight and guidance to ensure
that all aspects of the study were conducted ethi-
cally and that the welfare of the participants was
prioritized at all times.
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