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Abstract

There is a variety of multimodal data perti-
nent to public companies, spanning from ac-
counting statements, macroeconomic statistics,
earnings conference calls, and financial reports.
These diverse modalities capture the state of
firms from a variety of different perspectives
but requires complex interactions to reconcile
in the formation of accurate financial predic-
tions. The commonality between these differ-
ent modalities is that they all represent a time
series, typically observed for a particular firm
at a quarterly horizon, providing the ability to
model trends and variations of company data
over time. However, the time series of these di-
verse modalities contains varying temporal and
cross-channel patterns that are challenging to
model without the appropriate inductive biases.
In this work, we design a novel multimodal
time series prediction task that includes numeri-
cal financial results, macroeconomic states, and
long financial documents to predict next quar-
ter’s company earnings relative to analyst ex-
pectations. We explore a variety of approaches
for this novel setting, establish strong unimodal
baselines, and propose a multimodal model that
exhibits state-of-the-art performance on this
unique task. We demonstrate that each modal-
ity contains unique information and that the
best performing model requires careful fusion
of the different modalities in a multi-stage train-
ing approach. To better understand model be-
havior, we conduct a variety of probing experi-
ments, reveal insights into the value of different
modalities, and demonstrate the practical utility
of our proposed method in a simulated trading
setting.

1 Introduction

Investors are faced with the consumption of a myr-
iad of diverse datasets relevant to public companies,
spanning modalities, genres, and sources. In gen-
eral, this data is released on a quarterly basis, and
includes accounting statements, financial reports,
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Figure 1: Overview of our multimodal time series
prediction task and proposed multi-stage, modality-
adaptive encoder fusion method. The inputs consist of
the following time series: AR = autoregressive earnings
surprise lags, FIN = tabular financial variables, ECT
= earnings call transcripts, QFR = quarterly financial
reports, and MAC = macroeconomic variables. These
inputs are processed by the following model compo-
nents: TSM = time series encoder, MTFE = multi-stage
textual feature extraction, CMF = cross-modality fusion.
The output is: ES = predicted Earnings Surprise (§3.1).

and earnings calls that comprehensively detail the
current operations of the firm, recent financial per-
formance, and discuss future business prospects
and risks. While the accounting statements typi-
cally receive the most attention from investors, the
textual content provided in earnings conference
calls and financial reports is of equal importance
as it reflects a direct communication between com-
pany executives and shareholders (Brown et al.,
2004). This textual content provides two impor-
tant qualitative sources of information relative to
the financial metrics. First, it provides manage-
ment context about how to interpret the current
and historical financial results. Second, it also al-
lows management to express their views about the
future prospects of the company, providing the op-
portunity to capture the tone and sentiment from
the most well-informed stakeholders. For instance,
during periods of macroeconomic shocks, such
as COVID-19, financial variables tend to capture
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backward-looking performance that may not ap-
ply in a new economic regime, while the textual
commentary continues to provide forward-looking
content (§6.2).

However, most work in financial prediction fo-
cuses on the most recently reported financial results
and textual documents in isolation, without consid-
eration of the temporal context of their historical
patterns. While the most recent data point may be
the most important, the historical context provides
the ability to contextualize the current value and
measure trends over time that help better predict
future performance, as evidenced in both financial
metrics and executive language patterns (Akbas
et al., 2017; Huang et al., 2019; Cohen et al., 2020).

While financial analysts consume this data to
make their quarterly earnings forecasts, it is dif-
ficult to quantitatively reconcile this complex, di-
verse information across sources and modalities to
arrive at accurate estimates. While financial ana-
lyst estimates of company earnings are generally
regarded as market expectations, they have been
shown to exhibit predictable biases that can be ex-
ploited by machine-based methods (De Silva and
Thesmar, 2021; Van Binsbergen et al., 2023). For
instance, financial analysts often do not fully incor-
porate the subtle signals in macroeconomic shocks
(Ball and Ghysels, 2018) or long financial docu-
ments (Frankel et al., 2018; Koval et al., 2023) into
their earnings estimates. Therefore, we hypothe-
size that it is possible to use machine learning to
effectively analyze this multimodal data and learn
complex interactions between disparate sources of
information that can be used to forecast earnings
surprises months in advance of the report date.

In this work, we consider a multimodal time se-
ries forecasting problem in which we investigate
the value of financial text, time series, and their
interaction in predicting next quarter’s company
performance relative to market expectations. In do-
ing so, we introduce a new multimodal time series
dataset and challenging financial prediction task,
and propose a novel method that learns rich tempo-
ral and cross-channel features from the numerical
and textual content of noisy financial time series.
In summary, we make the following contributions:

1. We design a novel multimodal time series pre-
diction task that spans different tabular and tex-
tual financial time series from diverse sources
(§4, §3, Appendix A).

2. We propose a multi-stage training process to ef-

fectively extract predictive long context embed-
dings from long financial documents and demon-
strate that these text-based features add signif-
icant value to traditional financial variables in
forecasting future company performance, par-
ticularly during periods of economic shocks,
which we attribute to their ability to capture
forward-looking content and contextualize his-
torical behavior (§5.2, Table 2).

3. We systematically explore the value of each
modality and temporal context across financial
time series and propose a simple yet effective
method that allows modality-specific temporal
dynamics while still capturing complex cross-
modal patterns that outperforms existing meth-
ods on this challenging task (§5).

4. We probe our proposed method through quanti-
tative and qualitative interpretability methods to
reveal insights into the value of each modality
and our proposed multimodal method.

5. We demonstrate the economic value of our
model predictions in a real-world trading set-
ting with portfolio simulations that result in eco-
nomically and statistically significant gains in
investment performance (§6.6).

Broader Impact We hope this work will inspire
future research in multimodal time series model-
ing with textual and tabular data from different
sources, particularly as the context length and mul-
timodal capabilities of LLMs continues to grow, as
our findings suggest that small yet specialized fine-
tuned models currently outperform LLMs on this
task. We release the dataset and code at: https:
//github.com/rosskoval/multimodal_ts_ff.

2 Related Work

2.1 Text Embeddings

In the broader NLP literature, there has been great
interest recently in extending the context length
of Transformer-based language models (Dai et al.,
2019; Beltagy et al., 2020; Zaheer et al., 2020;
Guo et al., 2022; Jiang et al., 2023). However,
most of these methods are not well suited for pro-
ducing semantic document embeddings that either
perform well for zero-shot feature extraction or
provide a strong parameter initialization for down-
stream finetuning. While there are many pretrained
models and training methods proposed for seman-
tic text embeddings, such as SBERT (Reimers and
Gurevych, 2019), SimCSE (Gao et al., 2021), and
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DiffCSE (Chuang et al., 2022), most of them have
a short context length intended for sentence or
paragraph-level tasks. Recently, Wang et al. (2023)
demonstrate strong performance with a contrastive
method for finetuning long context LLMs across di-
verse tasks with instructions. However, they mostly
evaluate their model on short text tasks with the
exception of synthetic retrieval.

2.2 Financial Prediction

There has been an extensive set of company finan-
cial variables derived from their accounting state-
ments and stock market behavior that have been
found to predict future firm performance (Novy-
Marx, 2013; Chordia and Shivakumar, 2006; Fama
and French, 2015a; Gu et al., 2020; Chen et al.,
2021). Further, it has also been found that the text
of company financial documents, such as earnings
calls and financial reports, contains signal that is
predictive of future company performance (Kogan
et al., 2009; Loughran and Mcdonald, 2011; Lar-
cker and Zakolyukina, 2012; Cohen et al., 2020;
Koval et al., 2023), but most work has focused pri-
marily on the most recent document in isolation
without context of related documents. However,
Koval et al. (2024) found benefit in aligning consec-
utive financial reports to identify the most salient
business risks. Other work has combined the tex-
tual reports with multimodal data, such as audio,
graphs, videos, and tabular features to enhance pre-
dictions (Qin and Yang, 2019; Sang and Bao, 2022;
Sawhney et al., 2020; Feng et al., 2021; Alanis
et al., 2022; Mathur et al., 2022a; Ang and Lim,
2022; Mathur et al., 2022b). Similarly, related work
has found benefit in modeling cross-channel infor-
mation from related time series across different
sources, such as Google Trends & Weather, for pre-
dicting key financial indicators (Zhou et al., 2020;
Cao et al., 2023). However, our focus in this work
is on jointly modeling the time series of paired tex-
tual financial documents and their corresponding
tabular financial variables from the same firm; we
do not focus on the cross-firm relationships (Ang
and Lim, 2022).

3 Problem Statement

3.1 Task Formulation

We propose a multimodal financial time series task
in which we predict a company’s next quarter’s
earnings surprise (ES) from the time series of their
financial, textual, and macroeconomic data. We

believe these modalities and sources capture the
information available to financial analysts when
making their earnings forecasts, so our experiments
present a unique exercise between the forecasting
ability of human experts and machines. We select
the Standardized Unexpected Earnings (Latane and
Jones, 1979) as our measure of earnings surprise,
which represent the operating performance of a
company relative to market expectations and are
highly followed by equity investors (Doyle et al.,
2006). It is important to note that there is roughly a
3-month time horizon between prediction date and
the report date, making this long horizon prediction
task particularly challenging.

ESt =
RepEPSt−Avg(EstEPSt)

Std(EstEPSt)

Since the measure is a continuous variable with
approximate normal distribution, we use Mean
Squared Error (MSE) as the loss function and to
evaluate performance.

Multimodal Inputs We use data from a variety
of modalities and sources, described in detail be-
low, to understand the current state of a company
from different perspectives. For all variables, we
use quarterly data aligned with each company’s
reporting period and the values of the previous 8
quarters as the input time series. In this work, we
refer to data source and modality interchangeably.

3.2 Autoregressive Variables (AR)
The persistence of earnings surprises is well docu-
mented in the financial literature (Kama, 2009; Loh
and Warachka, 2012) with streaks found to persist
up to 12 quarters, so we use the historical values of
the target variable AR as an input.

ARt = [ARt−8, ...,ARt−1] ∈ R1×8

3.3 Financial Variables (FIN)
Additionally, we include the time series of 15
well-documented firm-level financial characteris-
tics FIN from the asset pricing literature (Fama
and French, 2015b; Cohen et al., 2020; Alanis
et al., 2022; Swade et al., 2023) derived from a
company’s accounting statements and stock price
behavior, detailed in Appendix A, including valu-
ation, profitability, growth, volatility, and momen-
tum. We compute these variables on a quarterly
basis and normalize them to have zero mean and
unit variance. While this set is not exhaustive, re-
cent work (Swade et al., 2023) has showed that it
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largely spans the principal components of the full
set of firm-level financial characteristics.

FINt = [FINt−8, ...,FINt−1] ∈ R15×8

3.4 Earnings Conference Calls (ECT)
We include the text of quarterly earnings confer-
ence calls in which company executives discuss the
recent performance of the firm, their prospects, and
answer questions from financial analysts covering
their firms. These calls provide a rare opportu-
nity to detect diverse signals, which can vary from
clear sentiment to more subtle signs of deception
(Larcker and Zakolyukina, 2012) or obfuscation
(Bushee et al., 2018), that may reveal important
information about the current and future prospects
of the company.

ECTt = [ECTt−8, ...,ECTt−1]

3.5 Quarterly Financial Reports (QFR)
We include the text of the Management Discussion
and Analysis (MDA) section from the quarterly
reports (10Q/10K) of US-based public companies.
This section is intended to provide management’s
perspective on the business results of the past year
and their future prospects for the upcoming year,
including information about key business risks. 1

While there are other sections, we choose to focus
on the MDA because it reflects a direct communi-
cation from company management to its sharehold-
ers.

QFRt = [QFRt−8, ...,QFRt−1]

3.6 Macroeconomic State (MAC)
Finally, we include the time series of macroeco-
nomic data (MAC) that represents the broader state
of the US economy at each point in time to capture
exogenous demand and supply-side shocks with
varying impact per industry. Theses monthly in-
dices include the following variables: Industrial
Production, Inflation, Consumer Sentiment, 3M
Treasury Yield, 10YR Treasury Yield, Term Spread,
Default Spread, and Oil Prices. Following Ball and
Ghysels (2018), we compute quarterly growth rates
for each variable to arrive at our macroeconomic
time series of 8 channels.

MACt = [MACt−8, ...,MACt−1] ∈ R6×8

We merge this time series to align with each com-
pany’s prior fiscal quarter end date.

1https://www.sec.gov/files/reada10k.pdf

4 Data

Train Validation Test

Start Date Jan-2010 Jan-2016 Jan-2017

End Date Dec-2015 Dec-2016 Dec-2020

# Samples 7,188 1,362 5,723

# Firms 710 638 708

# Modalities 4 4 4

# Time Steps 8 8 8

Table 1: Summary Statistics on each sample split.

Data Acquisition and Curation We source Re-
ported Earnings per Share (EPS) and Analyst Con-
sensus Estimates of EPS from FactSet Fundamen-
tals and Consensus Estimates, respectively, to com-
pute the Earnings Surprise target variable. We col-
lect English conference calls from FactSet Docu-
ment Distributor. We source quarterly and annual
reports from Notre Dame Software Repository for
Accounting and Finance. We collect the monthly
macroeconomic indices from the ST. Louis FED.
Please see §A.2 for further details on the extensive
data curation process.

Data Statistics and Task Formulation We focus
our analysis on the largest publicly trade compa-
nies in the US (MSCI USA Index) and require that
each sample point possess valid data for each input
variable across historical time steps. Then, we tem-
porally partition the data into train (2010-2015),
validation (2016), and test (2017-2020) sets. We
provide summary statistics in Table 1.

5 Methods

We systematically explore a comprehensive set
of unimodal baselines and propose a novel mul-
timodal method that significantly outperforms the
best unimodal models.

5.1 Multivariate Time Series
Since each of our modalities constitutes a multi-
variate time series with complex cross-channel in-
teractions, we consider Time Series Mixer (Chen
et al., 2023) as our backbone time series encoder
because of its strong performance on multichan-
nel time series forecasting. TSM is a simple yet
effective all-MLP neural architecture that performs
alternating forms of feature mixing across the time
(TM) and channel dimension (CM) in each layer
of the network. We denote the time series model
as TSM, with input X ∈ RT×C , T time steps,
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C channels, and returns features H ∈ RT×C after
interaction across the temporal and channel dimen-
sions, expressed below:

TMl(X) = BN(X + σ(WTMX∗,t + bTM))

CMl(X) = BN(X + σ(WCMXc,∗ + bCM))

TSMl(X) = CMl(TMl(X))

We perform ablations of this choice in §6.5. In
each modality time series, we use the last T = 8
quarters of values as inputs. We conduct a grid
search over the model architecture hyperparameters
detailed in §A.6.

5.2 Multi-Stage Textual Feature Extraction
(MTFE)

Since ECTs and QFRs are long textual documents
(5K+ tokens each) and thus cannot be concatenated
over the time series (50K+ tokens) and trained end-
to-end with limited computational resources, we
propose a novel multi-stage training method to ex-
tract predictive features from them. It is important
to note that most of the text embedding literature
(Muennighoff et al., 2022) has focused on short-
context texts at the sentence or paragraph-level,
such as consumer reviews, which contains distinct
characteristics from our problem setting.

We initialize our text encoder with the pretrained
BigBird (Zaheer et al., 2020) checkpoint due to
its long context length and strong performance in
long document understanding tasks. This process
consists of the following steps.

1 Multitask Domain Adaptation: Domain adap-
tation is important to the success of using pre-
trained language models for domain-specific text
(Han and Eisenstein, 2019; Gururangan et al.,
2020). Since we believe our tasks require a special-
ized understanding of financial language, we con-
duct multi-task domain-adaptive pretraining (MT-
DA).

To do so, we adapt the BigBird-base model (Za-
heer et al., 2020) to the financial domain by jointly
performing long context masked language model-
ing (LC-MLM) and long-context DiffCSE (LC-
DiffCSE), in which we adapt the contrastive pre-
training framework DiffCSE (Chuang et al., 2022)
designed for short-context models to long-context
BigBird. We do this by prepending and assigning
global attention to the original document embed-
ding in the replaced token detection objective to
encourage the model to use that information to

predict the replaced tokens, resulting in more fine-
grained document representations. We conduct this
pretraining of over a pooled corpus of in-domain
ECTs and QFRs that occur during the training date
period for a total of 25K training steps.

This multi-task pretraining process serves sev-
eral purposes. Firstly, LC-MLM adapts the model
to the complex language of the financial domain.
Secondly, LC-DiffCSE learns to produce aggre-
gated document representations that are sensitive
to topically similar but semantically different finan-
cial text. We believe both of these steps are critical
towards capturing strong document representations
and we demonstrate their value in Table 3.

2 Supervised Finetuning (SFT): We finetune the
adapted model on the text of the last time step ECT
and QFR (single document) and the corresponding
earnings surprise measure to learn task-specific
features.

Ŷt = ENCECT(ECTt),ENCQFR(QFRt)

3 Feature Extraction: We extract features from
the last layer embeddings E of the [CLS] token
from the finetuned encoder ENC for each docu-
ment.

EECT = ENCECT(ECT);EQFR = ENCQFR(QFR)

These features contain richer information than
solely the output predictions, allowing the time
series model to capture multifaceted trends in ex-
ecutive language patterns over time. We compare
our approach with existing pretrained embedding
models in §6.3.

5.3 Multimodal Fusion Methods

We explore three multimodal fusion methods to
mix the time series across modalities with varying
channel dimensionality, using TSM as the time
series encoder.

There are two paradigms of approaches in multi-
variate time series forecasting and we explore them
both here as baselines. Firstly, Channel-Mixing
(Chen et al., 2023), in which all univariate chan-
nels are concatenated together and treated as a sin-
gle multi-channel signal, assumes that there exists
cross-channel information. In this case, since each
input modality contains a different number of di-
mensions, we project them all into the same vector
dimension and space before concatenating. We
label this approach cross-modality mixer CMM.
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Alternatively, Channel-Independence assumes
that the relationship between each univariate time
series is independent and should be processed sep-
arately but with shared model weights across chan-
nels (Nie et al., 2022). This approach has found
success particularly when the cross-channel signal
is weak, and thus cross-channel interaction leads
to overfitting. We apply this approach with the
original model (PatchTST) and an architecture-
controlled version (TSMixer), labeled modality in-
dependent, channel independent (MICI).

However, we believe that these two baseline ap-
proaches are not well suited to this multimodal
problem for two reasons. Firstly, we hypothesize
that each modality contains rich cross-channel pat-
terns that Channel-Independence cannot capture.
Secondly, we believe that differences in the tem-
poral dynamics of each modality could lead to sta-
tistical noise and incompatibilities if relying on a
single model, and that mixing modalities too early
in the feature learning process is likely to lead to
overfitting.

Therefore, we propose an different approach that
imposes this inductive bias and treats each modality
(AR+FIN, ECT, QFR, MAC) as a separate multi-
channel time series. In our modality-independent,
channel mixing method (MICM), we first process
each modality multi-channel time series indepen-
dently using modality-adaptive time series models
and then linearly project them into the same space
and dimension.

XAR+FIN = WAR+FINTSMAR+FIN([AR; FIN])

XECT = WECTTSMECT(EECT)

XQFR = WQFRTSMQFR(EQFR)

XMAC = WMACTSMMAC(MAC)

This approach allows the the modality-specific
models to learn cross-time and cross-channel pat-
terns that are adaptive to each modality and pro-
duce features that can be fused across modalities at
a later stage. We concatenate the resulting mixed
features together and introduce a cross-modality
fusion (CMF) module to interact cross-modality
channels based upon temporal similarity. This mod-
ule consists of a cross-channel multihead attention
mechanism (MHA) and layer normalization (LN)
with residual connections.

XMM = [XAR+FIN;XECT;XQFR;XMAC]

XO = LN(XMM +MHAc,:(XMM , XMM , XMM ))

Again, this design imposes the inductive bias
that while cross-modality channel patterns exist,
they should be carefully interacted late in the net-
work base upon temporal similarity in a learned
projection space. We flatten the output and include
a 2-layer MLP head for prediction:

Ŷt = MLP(Flatten(XO))

We conduct a grid search over the TSM model
architecture over each modality in isolation (uni-
modal), detailed in Appendix A, allowing each
modality-specific time series model to have a dif-
ferent representational capacity to adapt to varying
complexities of temporal and cross-channel pat-
terns.

6 Experimental Results and Analysis

6.1 Value of Multiple Modalities
The results in Table 2 highlight the challenging na-
ture of the task, but we find broad consistency in
the relative performance of each method across
modalities and time periods.

We find that all input features benefit from in-
cluding the time series context in addition to the
most recent time step albeit modestly. While the
benefit is modest in magnitude, we note the consis-
tency in positive improvements across modalities
and time periods. We find that the QFRs tend to
benefit the most from this temporal context. This is
result is consistent with recent work (Cohen et al.,
2020) because there is considerable boilerplate con-
tent in financial reports that does not vary much
year to year, making it difficult to identify new
information, and therefore requiring the historical
context to identify and contextualize the differences
over time.

We also find that both sources of textual data
provide considerable value beyond the financial
time series variables. However, we find that the
marginal benefit of ECTs is greater than that of
the QFRs. We suspect this is because the ECTs
contain richer information in the form of both less
scripted language by the company executives and
the inclusion of analyst question-answer exchanges
that provide an additional perspective of analyst
context.

We conjecture that the complementary nature
of the textual and tabular data is partly due to the
fact that tabular data captures the past performance
while the text-based models contextualize the per-
sistence of that performance with qualitative in-
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Input Modality Time Steps MSE2017 MSE2018 MSE2019 MSE2020 MSE

AR TABULAR 1 1.33 1.52 1.60 2.50 1.77
AR TABULAR 8 1.30 1.50 1.58 2.45 1.71

FIN TABULAR 1 1.33 1.51 1.60 2.47 1.77
FIN TABULAR 8 1.29 1.48 1.56 2.44 1.72

ECT TEXT 1 1.19 1.46 1.47 2.35 1.62
ECT TEXT 8 1.18 1.46 1.47 2.29 1.60

QFR TEXT 1 1.27 1.46 1.64 2.29 1.68
QFR TEXT 8 1.27 1.44 1.52 2.18 1.62

AR + FIN TABULAR 8 1.22 1.38 1.42 2.29 1.60
AR + FIN + ECT* MULTIMODAL 8 1.17 1.34 1.35 2.04 1.48*

AR + FIN + ECT + QFR** MULTIMODAL 8 1.14 1.30 1.31 1.96 1.44**
AR + FIN + ECT + QFR + MAC MULTIMODAL 8 1.13 1.28 1.30 1.92 1.42

Table 2: Main Results (smaller is better, best in bold): Model performance on the test set of our multimodal
Earnings Surprise Prediction task. All results use our proposed multimodal method, including modality-specific
TSMixer encoders, MTFE to extract textual features, and cross-modality fusion CMF to mix modalities. "Time
Steps" indicate how many quarters of data are used in the time series model. AR = autoregressive earnings surprise
lags, FIN = tabular financial variables, ECT = text features from earnings call transcripts, QFR = text features
from quarterly financial reports, and MAC = Macroeconomic indicator variables. *, ** indicates the performance
of the specified model is statistically better (p < 0.05) than that of the next best performing model on the test set
according to the Wilcoxon Signed-Rank Test.

formation and augment it with forward-looking
content, which we investigate further in the next
section.

6.2 Case Study and Qualitative Analysis

To further understand the value of the textual
modalities, we analyze model behavior during the
2020 time period, which was characterized by a sig-
nificant economic shock caused by the COVID-19
pandemic. While we observe larger errors during
the period, we also observe the largest improve-
ment from the incorporation of text-based time
series. We believe the value of Text to be most
significant in the 2020 (COVID-19) regime shift
likely because the executive commentary contained
in the text contains forward-looking content about
the future prospects of the company in a new eco-
nomic regime while AR+FIN largely captures his-
torical behavior under an old economic regime. For
example, it is well known that Internet Technology
companies performed well during this period as
people were confined to their homes and more ac-
tive on the internet, while Hotels & Restaurants
struggled. This regime shift would not be cap-
tured in the historical time series of company fi-
nancial performance but would be reflected in the
executive discussions contained in their forward-
looking disclosures. We confirm this by comparing
the differences between model predictions for Q2-
2020. We find that the models with text-based
inputs (AR+FIN+ECT+QFR) have 0.47 higher

average prediction values for companies in the In-
ternet Technology industry than those that only
rely on financial variables (AR+FIN). Conversely,
we find that the models with text-based inputs have
0.38 lower average prediction values for companies
in the Hotels & Restaurants industry than those that
only rely on financial variables.

6.3 Text Encoding Methods

In Table 3, we compare our MTFE approach
with strong pretrained baselines to demonstrate
the value of our approach. Firstly, we compare
with Mistral-Embedding, which is a state-of-the-
art finetuned embedding checkpoint (Wang et al.,
2023) of the Mistral-7B model (Jiang et al., 2023),
a decoder-only language model that supports long
contexts. The model has been finetuned with con-
trastive learning on a collection of document pairs
across diverse tasks. We also include a version E5-
LongEmbed of the weakly supervised embedding
model E5 (Wang et al., 2022) that was optimized
for long context lengths (Zhu et al., 2024). Sec-
ondly, we also compare with short-context models,
including SBERT (Reimers and Gurevych, 2019),
which was contrastively pretrained on a massive
corpus of 1B weakly supervised text pairs, as well
as with domain-specific language model FinBERT
(Huang et al., 2022). We apply the short context
models at the sentence level and average the result-
ing embeddings over all sentences in each docu-
ment. Finally, we include a pretrained financial
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sentiment classifier FinBERT-Sent (Araci, 2019)
applied at the sentence-level (Alanis et al., 2022),
detailed in Appendix A.

We find that BigBird with MTFE provides
considerable improvement over these SOTA pre-
trained models, suggesting that the task requires a
specialized understanding of financial language,
task-specific predictive features, and document-
level context. This improvement over Mistral-
Embedding suggests that smaller encoder-only
models with specialized training can outperform
much larger, general-purpose decoder-only LLMs
on domain-specific tasks, consistent with the recent
findings of Shah and Chava (2023). We conjecture
that the benefits of MTFE arises from a combina-
tion of specialized domain and task adaptation to
capture subtle signals, and a bidirectional encoding
that provides better relative importance estimation
within a long context (Liu et al., 2023).

Text Encoder Params ECT QFR

MTFE 150M 1.60* 1.62*
w/o LC-DiffCSE 150M 1.64 1.65

w/o LC-MLM 150M 1.66 1.68
w/o SFT 150M 1.75 1.77

FinBERT-Sent 130M 1.91 1.94
SBERT 120M 1.72 1.75

FinBERT 130M 1.75 1.77
Mistral-Embedding 7B 1.70 1.72

E5-LongEmbed 110M 1.70 1.73

Table 3: Results indicate MSE on the test set using
different textual encoding methods for feature extraction
from the specified financial documents and demonstrate
the value of each step of our MTFE process. * indicates
the performance of the specified model is statistically
better (p < 0.05) than that of the next best performing
model on the test set according to the Wilcoxon Signed-
Rank Test.

6.4 Multimodal Fusion Methods
In Table 4, we our compare modality-independent,
channel mixing with late stage cross-modality fu-
sion method MICM with the cross-modality chan-
nel concatenation CMM (typically used in multi-
variate time series forecasting), and channel inde-
pendence across modalities MICI. While all multi-
modal methods outperform the unimodal baselines,
we find that our proposed method MICM performs
significantly better than CMM and MICI. We be-
lieve this result is due to: (1) differential tempo-
ral patterns across modalities and the resulting
incongruence that results from treating them
equally (CMM); (2) the rich cross-channel in-

teractions that exists within each modality time
series that independence ignores (MICI).

6.5 Time Series Encoder

In Table 4, we ablate our choice of TSMixer as
our time series encoder with generic neural models
(MLP, Transformer) and channel-independent, time
series model PatchTST to further justify our use of
a specialized temporal model with cross-channel
interaction in the proposed method. We find that
TSMixer demonstrates strong performance on this
task due to its ability to both capture intra-channel
temporal patterns as well as cross-channel interac-
tions.

Method MSE

TSMixer-MICM 1.42*
TSMixer-CMM 1.49
TSMixer-MICI 1.47

MLP 1.57
Transformer 1.50
PatchTST 1.48

Table 4: Comparison of the performance of using differ-
ent time series encoders and modality fusion methods.
* indicates the performance of the specified model is
statistically better (p < 0.05) than that of the next best
performing model according to the Wilcoxon Signed-
Rank Test.

6.6 Portfolio Simulations

In Table 5, we demonstrate the economic value of
our model predictions using portfolio simulations.
We form monthly long-short (market-neutral) quin-
tile portfolios (Fama and French, 2015a) by sorting
stocks based on (test set) model predictions, de-
tailed in §A.1. We follow Cong et al. (2021) in
reporting net portfolio performance that includes
conservative estimates of the impact of transaction
costs on portfolio implementation. The resulting
performance of our proposed method generates
strong investment performance that is that is eco-
nomically and statistically better than the tabular
financial time series baseline. These results demon-
strate that the model predictions contain significant
signal that is not priced into the market with sub-
stantial value in a real-world trading setting.

7 Conclusion

In conclusion, we introduce a new multimodal fi-
nancial time series prediction task. We propose a
novel textual feature extraction process and mul-
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Statistic AR +FIN+MAC +ECT+QFR

Net Return 4.51 7.08 9.74
Volatility 9.64 9.68 9.47

Net Sharpe Ratio 0.47 0.73 1.03

Table 5: Annualized portfolio statistics of simulated
investment performance, expressed in percentage units.
"Net" performance includes an estimate of the impact
of transaction costs, detailed in §A.1.

timodal fusion method that demonstrates state-of-
the-art performance on this challenging task. Our
extensive experimental results and interpretabil-
ity analysis reveal insights into the value of each
modality and our proposed method. Notably, we
find that the greatest gains in performance are
achieved when jointly considering both the tem-
poral and cross-modal context that are not possible
with either context alone.

Limitations

While we demonstrate that small encoder-only lan-
guage models with in-domain, task specialized
training can outperform SOTA LLMs in producing
long text embeddings for this task, we acknowl-
edge that there may exist better prompts or other
ways to use LLMs in the textual feature extraction
process and leave it to future work to perform more
extensive prompt engineering on the task instruc-
tions.

Our experiments also demonstrate that the inclu-
sion of text and time series data improves the ability
of the model to predict future earnings surprises,
and that those improvements translate to gains in
simulated investment performance. However, we
also acknowledge that the simulated investment
performance does not include the impact of transac-
tion costs from portfolio turnover, which can erode
gains if not carefully managed, and therefore does
not necessarily directly translate to a live trading
setting. We leave it to future work to assess their
utility in real-world portfolio management.
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A Appendix

A.1 Portfolio Simulations
In Table 5, we demonstrate the economic value of
our model predictions using portfolio simulations.
We form monthly long-short (market-neutral) quin-
tile portfolios (Fama and French, 2015a) by sort-
ing stocks based on (test set) model predictions
from the most recently reported quarter, and buy-
ing those in the top 20% and shorting those in the
bottom 20% on a monthly basis in equal propor-
tions.

In Table 5, we report net portfolio performance
that includes conservative estimates of the impact
of transactions costs on portfolio implementation.
We follow the turnover-based method used in Cong
et al. (2021), which conservatively estimates the
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annual transaction cost as 0.01 times the annual
1-way portfolio turnover, to compute net returns.
Since the data is updated quarterly and the invest-
ment universe consists of large, liquid US stocks,
the proposed trading strategy is likely to have rela-
tively low turnover and incur very modest transac-
tion costs.

A.2 Data Curation
We merge all data across modalities to align with
the quarterly fiscal period end dates for each com-
pany. Therefore, for each Earnings Surprise fore-
cast quarter date (e.g. Q2 2020), we select data that
was available within 5 business days of the end of
the previous quarter fiscal end date, including all
financial variables, quarterly financial reports, earn-
ings conference calls, and macroeconomic data.
Although some of this data is available at a higher
frequency than once a quarter, such as stock price-
based financial variables or monthly economic in-
dicators, we only select the values of such data that
were available as of 5 business days after the last
fiscal period end date. Thus, our predictions are
always made 3 months in advance of the earnings
report date. We leave it to future work to explore
the value in updating the predictions at a higher
frequency.

A.3 Pretrained Language Models
We develop all Transformer-based models in Py-
Torch and source all pretrained checkpoints from
HuggingFace.

A.4 Textual Feature Extraction
We include pretrained financial sentiment classifier
FinBERT-Sent + Linear (Araci, 2019) applied at
the sentence-level (Alanis et al., 2022):

FinBERT-Sent = #PositiveSentences - #NegativeSentences
#TotalSentences

A.5 Firm Financial Variables
We select 15 commonly used market price and
accounting-based financial variables available at
the time of the report date from the definitions and
cluster classifications in Swade et al. (2023). This
set includes dividend yield (Value), earnings-to-
price (Value), sales-to-price (Value), book value-
to-price (Value), sales growth (Growth), earnings
growth (Growth), gross profit to assets (Profitabil-
ity), net income to equity (Profitability), net income
to assets (Profitability), medium-term price momen-
tum (Momentum), short-term price reversal (Rever-
sal), price volatility (Low Risk), market leverage

(Debt Issuance), share turnover (Low Risk), and
market capitalization (Size). This set of variables
is not exhaustive but has been shown to span the
set of principle components of firm characteristics.

A.6 Training Details and Hyperparamter
Tuning

We perform all experiments on a single Tesla A100
GPU with 40GB in memory. We use AdamW to op-
timize all parameters. We conduct an extensive grid
search over the neural architecture of the time se-
ries encoder for each modality in isolation, includ-
ing number of layers {1, 2, 4, 6, 8, 10} and hidden
sizes {16, 32, 64, 128, 256, 512}, as well as learn-
ing rates {1e−5, 5e−4, 1e−4, 5e−3, 1e−3, 5e−
3} and batch sizes {32, 64, 128, 256}. We train all
models for 20 epochs and select the best check-
point based off validation set performance for test
evaluation. For computational constraints, we train
all models using mixed precision training, and ap-
ply gradient checkpointing to satisfy GPU memory
constraints, and clip gradient norms.

A.7 MT-DA Pretraining Details
We conduct the MT-DA pretraining process for the
document-level, BigBird backbone models for a
maximum of 25K training steps or until the loss
on the validation set increases, using the same hy-
perparameter configuration and settings as Chuang
et al. (2022). This pretraining process takes mul-
tiple days of run time for each framework and in-
dicates the difficulty of pretraining these Efficient
Transformers models on domain relevant text. We
adapt the DiffCSE objective to the long context
BigBird model by prepending and assigning global
attention to the original document embedding in the
RTD objective to encourage the model to use that
information to predict the replaced tokens, result-
ing in more fine-grained document representations.
We conduct this pretraining process over a pooled
corpus of in-domain ECTs and QFRs that occur
during the training date period for a total of 25K
training steps. We use pretrained checkpoint of
BigBird-base as the fixed generator (masked lan-
guage model) model because there are no widely
accepted distilled or smaller versions. We tune the
tradeoff between the LC-MLM and LC-DiffCSE
loss weight in the multitask DA objective over
{0.1, 0.25, 0.5, 0.75, 0.90} according to validation
set performance. Please see Chuang et al. (2022)
for more details on the DiffCSE framework.
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