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Abstract

Zero-shot Relation Extraction (ZSRE) aims to
predict unseen relations between entity pairs
from input sentences. Existing prototype-based
ZSRE methods encode relation descriptions
into prototype embeddings and predict by mea-
suring the similarity between sentence embed-
dings and prototype embeddings. However,
these methods often overlook abundant side in-
formation of relations and suffer from a signifi-
cant encoding gap between prototypes and sen-
tences, limiting performance. To this end, we
propose a framework named AlignRE, based
on two Alignment methods for ZSRE. Specifi-
cally, we present a novel perspective centered
on encoding schema alignment to enhance
prototype-based ZSRE methods. We utilize
well-designed prompt-tuning to bridge the en-
coding gap. To improve prototype quality, we
explore and leverage multiple side information
and propose a prototype aggregation method
based on semantic alignment to create compre-
hensive relation prototype representations. We
conduct experiments on FewRel and Wiki-ZSL
datasets and consistently outperform state-of-
the-art methods. Moreover, our method ex-
hibits substantially faster performance and re-
duces the need for extensive manual labor in
prototype construction. Code is available at
https://github.com/lizehan1999/AlignRE.

1 Introduction

Relation Extraction (RE) extracts structured facts
from unstructured text, aiming to predict a relation
between two entities in a sentence. Despite the im-
pressive performance achieved by supervised RE
(Zheng et al., 2021; Shang et al., 2022; Zhang et al.,
2023b), in real scenarios, these methods have diffi-
culty adapting to relations that are unseen during
training (Han et al., 2021). Zero-shot Relation Ex-
traction (ZSRE) aims to predict unseen relations
by leveraging prior knowledge from seen relations.
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(a) Traditional Method (b) Our Method (AlignRE)

[CLS] Karol Pavelka is a Slovak 

football striker who currently plays 

for SC Schwanenstadt 08 . [SEP]

[CLS] Karol Pavelka is a Slovak football 

striker who currently plays for SC 

Schwanenstadt 08 . [SEP]

The relation between [MASK] Karol Pavelka

and [MASK] striker is "[MASK]". [SEP]
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Figure 1: Comparison between traditional method (a)
and our method (b). The colored words indicate the
features used in constructing sentence embeddings.

In contrast to supervised RE, ZSRE does not ne-
cessitate an abundance of labeled instances, which
possesses the capacity to classify unseen relations
not present in the training data (Wang et al., 2019).

Presently, the main strategies for address-
ing ZSRE can be roughly classified into three
types: prototype-based, classification-based, and
generation-based methods. As shown in Figure
1(a), traditional prototype-based methods (e.g., ZS-
BERT (Chen and Li, 2021)) obtain representations
of different features of a sentence, concatenate
them, and reduce dimensionality to encode sen-
tence embeddings. Then, they match it with pro-
totype embeddings constructed from descriptions
of relations. However, on one hand, prototype em-
beddings are encoded by computing the mean pool-
ing of all tokens (Reimers and Gurevych, 2019).
When calculating the matching similarity between
sentence embeddings based on concatenation
and prototype embeddings based on mean pool-
ing, differences in feature representation methods
may lead to semantic matching gaps in feature
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space, possibly causing challenges in aligning em-
beddings and complicating model convergence. On
the other hand, the previous prototype-based meth-
ods mainly rely on the quality of relation descrip-
tion information, and any noise in the description
information has the potential to compromise the
faithfulness of the prototype embeddings. Other
side information related to the relations, such as
label names and aliases of relations, may contribute
to making prototype embeddings more robust.

In this work, we propose AlignRE, a simple
yet effective ZSRE framework based on encoding
schema alignment and prototype semantic align-
ment. Firstly, we propose a new perspective based
on encoding alignment to eliminate the gap be-
tween sentence and prototype embeddings. In-
spired by prompt-tuning (Han et al., 2022a; Liu
et al., 2023), we devise a unified prompt contain-
ing [MASK] to guide the model to capture more
accurate semantic information at the positions of
[MASK] (Figure 1 (b)). On this basis, we obtain
sentence representation using the same encoding
schema as the prototype. Secondly, to enhance the
quality of prototypes, we propose a prototype ag-
gregation method based on semantic alignment to
aggregate multiple types of side information, such
as label names, descriptions, and aliases of rela-
tions. We assign higher attention to more represen-
tative prototypes and then aggregate them to obtain
a comprehensive relation prototype representation.
We finally match the sentence and prototype em-
beddings after aligning the encoding and semantics
to complete prediction.

In summary, our contributions are as follows:

• We for the first time propose a new perspective
based on encoding schema alignment to im-
prove prototype-based ZSRE. We innovatively
unified encoding schemas of relation proto-
types and sentences through well-designed
prompt-tuning to bridge the encoding gap.

• We explore and leverage side information be-
sides relation descriptions to construct multi-
ple prototypes for each relation and propose
a prototype aggregation method based on se-
mantic alignment, further refining features of
relation prototypes.

• We conduct multiple experiments on FewRel
and Wiki-ZSL datasets and report average
results. AlignRE consistently outperforms
state-of-the-art methods in terms of F1 (+2.33

on FewRel and +1.47 on Wiki-ZSL). Specif-
ically, by utilizing alignment-based sentence
embedding instead of the traditional methods,
the F1 score of ZSRE can be significantly
improved by approximately 33. Moreover,
AlignRE exhibits faster performance com-
pared to classification-based and generation-
based methods, reduces the need for manual
labor in prompt and prototype construction.

2 Related Work

Zero-Shot Relation Extraction (ZSRE) was first in-
troduced by Levy et al. (2017), and existing meth-
ods can be roughly categorized into three types.

Prototype-based Methods transform relation
descriptions into prototype embeddings. They
minimize the distance between sentence embed-
dings and prototype embeddings, employing near-
est neighbor search techniques to predict unseen
relations (Chen and Li, 2021). Zhao et al. (2023)
manually designs templates for each relation, fa-
cilitating more fine-grained semantic matching be-
tween sentences and prototypes. Classification-
based Methods (Obamuyide and Vlachos, 2018;
Sainz et al., 2021; Liu et al., 2022) integrate classi-
fication networks into their frameworks. However,
as the unseen relations increases, the computational
cost of these methods also rises (Zhao et al., 2023).
Generation-based Methods generate relation la-
bel directly for the input sentence (Lu et al., 2022;
Chia et al., 2022). Recently, large generative lan-
guage models (Huang et al., 2023; Ma et al., 2023)
have injected new vitality into ZSRE tasks (Wei
et al., 2023; Zhang et al., 2023a; Li et al., 2023),
but they also come with elevated inference costs.

Moreover, the recent prompt-tuning techniques
(Zhang et al., 2022) have been applied into the su-
pervised RE task (Han et al., 2022b; Chen et al.,
2022), achieving promising results. Recent work
(Sainz et al., 2021; Chia et al., 2022) also effec-
tively utilizes prompts in ZSRE. Different from
these methods, our approach is based on the pro-
totype framework and for the first time considers
the alignment of encoding schemas of sentences
and prototypes. To this end, we construct only a
unified prompt template with [MASK] to accom-
modate all relations, avoiding the complexity of
prompt design. Further, we innovatively propose
a method utilizing a weighted pooling mechanism
of [MASK] embeddings for generating sentence
embeddings. We also propose a prototype aggre-
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'relation': 'P3373'

'label name': 'sibling'

'description': 'the subject 
has the object as their 
sibling...'

'aliases': 'sister', 'sis', 
'brother', 'bro', 'has 
brother', 'has sister', 'sib',  ...
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[CLS] He defeated incumbent [e1] Rob Ford [\e1] 's brother [e2] Doug [\e2] and former NDP MP Olivia Chow . [SEP]
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Figure 2: Framework of the proposed AlignRE.

gation method based on semantic alignment to en-
hance the quality of prototypes. Our method signif-
icantly reduces training and inference costs while
also achieving SOTA results in multiple settings.

3 Methodology

3.1 Task Definition
Given an instance I = (x, eh, et, r), consisting of
the input sentence x, the head entity eh, the tail
entity et, and their relation r. The training dataset
S contains n seen relations rs ∈ Rs along with
side information, which includes the label name,
description, and alias of rs. The objective of ZSRE
is to learn from S and transfer knowledge to predict
unseen relations ru ∈ Ru in the test dataset U .
Prediction is solely based on the side information
of ru. There is no overlap between Rs and Ru.

3.2 Framework of AlignRE
As shown in Figure 2, AlignRE consists of two
modules, Encoding alignment-based Sentence
Representation (EaSR) and Semantic alignment-
based Relation Prototype Aggregation (SaPA).

In the EaSR module, we first feed the input and
well-designed unified prompt with [MASK] for all
relations into a sentence encoder. Then, we extract
embeddings of [MASK] tokens corresponding to
the head entity, tail entity, and relation, respectively.
Unlike previous methods that directly concatenate
all tokens to obtain sentence embeddings, we for
the first time propose the idea of aligning sentence
encoding with prototype encoding. To achieve this,
we employ only the above three [MASK] tokens
with a weighted pooling mechanism as the sentence

representation. Such a seemingly simple method
can eliminate the gap between encoding schemas
of sentences and prototypes, and thus achieves sig-
nificant performance improvements.

In the SaPA module, the label names, descrip-
tions, and randomly selected aliases of relations in
the side information are separately fed into a proto-
type encoder, resulting in several initial prototype
embeddings. We propose a prototype aggregation
method based on semantic alignment to aggregate
them to obtain final prototype embeddings.

It’s worth noting that during the training phase,
we optimize only the sentence encoder, which
means that prototype embeddings are fixed and
can be computed in advance.

3.3 Encoding alignment-based Sentence
Representation

Given an input sentence X = {w1, w2, . . . , wn},
following the conventional setup (Wu and He,
2019), we first introduce entity markers [e] and
[\e] into X , placing them on both sides of the head
entity eh and tail entity et to indicate their positions.
The obtained X ′ can be represented as:

X ′ ={w1, w2, . . . , [e1], e
h, [\e1],

. . . , [e2], et, [\e2], . . . , wn}.
(1)

As illustrated in Figure 2, we design a unified
prompt template and transform the input sentence
X into Xprompt. Considering that the type infor-
mation of entities is crucial for relation extraction
(Yao et al., 2019; Lyu and Chen, 2021), we intro-
duce three [MASK] tokens into the prompt, where
[MASK]r denotes the relation slot in the prompt
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template, and [MASK]h and [MASK]t represent
the type information of the head entity and the tail
entity, respectively. The representation of Xprompt
can be expressed as:

Xprompt ={wp1, wp2, . . . , [MASK]he
h, . . . ,

[MASK]te
t, . . . , [MASK]r, . . . , wpm},

(2)
where wp1, wp2, . . . , wpm represent tokens in our
constructed prompt, e.g., the prompt in Figure 2.
We will analyze the impact of different prompt
templates on performance in Section 5.2 in detail.

We concatenate X ′ and Xprompt, using [SEP]
as the separator token. As a result, the final input
structure for prompt-tuning is as follows:

X ′
prompt = [CLS]X ′[SEP]Xprompt[SEP]. (3)

Then we feed X ′
prompt into the sentence encoder.

Traditional prototype-based methods (Chen and Li,
2021; Zhao et al., 2023) obtain sentence embed-
dings by concatenating tokens and then reducing
dimension. However, they calculate prototype em-
beddings of relations by pooling all tokens, there
may be a semantic matching gap as mentioned in
Section 1. Hence, we for the first time propose the
idea of aligning sentence encoding schema with
prototype encoding schema. We first directly ex-
tract H[MASK]h , H[MASK]t , H[MASK]r , denoting the
embeddings associated with the head entity, the
tail entity, and the relation, respectively. Then,
we obtain the final sentence embedding through
a weighted pooling mechanism, with hyperparam-
eters α, β, γ governing their respective contribu-
tions. The main motivation behind this is that using
the same encoding schemas can make prototype
embeddings and sentence embeddings more eas-
ily matchable in the feature space. Experimental
results indicate that this alignment approach signif-
icantly improves model’s performance. The final
embedding of input sentence X is formulated as:

HX = α∗H[MASK]h+β∗H[MASK]t+γ∗H[MASK]r .
(4)

3.4 Semantic alignment-based Relation
Prototype Aggregation

The traditional prototype-based methods mainly
depend on the quality of relation description infor-
mation. Noise in this information may undermine
the accuracy of prototype embeddings. In order
to enhance the quality of prototypes, we propose

to leverage side information besides relation de-
scriptions, and propose a prototype aggregation
method based on semantic alignment. As shown in
Figure 2, each relation has a unique label name, a
description, and several aliases. Different types of
side information have distinct characteristics. They
delineate distinct embedding spaces by virtue of
disparities in data distribution, and we furnish an
exhaustive analysis of them in Section 5.4.

To benefit collectively from side information,
we design a prototype aggregation method based
on semantic alignment. We construct a weight
matrix to amalgamate information of diverse types
pertaining to the same relations.

Specifically, we employ a prototype encoder to
embed the side information sidei for each relation
ri, yielding a set of initial prototype embeddings
{p1i , p2i , . . . , pni }. Then, we assign weights to each
side information to characterize the importance of
different side information.

As shown in Figure 2, the weight for the j-th
side information can be expressed as follows:

Wj =
exp

(∑n
k=1 sim(pki , p

j
i )
)

∑n
l=1 exp

(∑n
k=1 sim(pki , p

l
i)
) . (5)

We adopt cosine similarity as the measurement
function sim(·), with n denoting the number of
side information. The final prototype embedding
of the i-th relation can be computed as:

Pi =

n∑

j=1

Wj ∗ pji . (6)

3.5 Train and Test
Our training objective is to minimize the distance
between sentence embeddings and prototype em-
beddings of positive relations, while maximizing
the distance between sentence and prototype em-
beddings of negative relations. In order to enhance
model robustness, we employ the margin loss as the
objective function, which is formulated as follows:

L =

N∑

i=1

max(0,max(sim(HX,i, Pj))

− sim(HX,i, Pi) + ∆), i ̸= j,

(7)

where N represents the batch size.
The objective is to ensure that the distance be-

tween sentence embeddings and positive prototype
embeddings is greater than the distance between
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Unseen Labels Model
Wiki-ZSL FewRel

P. R. F1 P. R. F1
R-BERT (Wu and He, 2019)† 39.22 43.27 41.15 42.19 48.61 45.17
ZS-BERT (Chen and Li, 2021)† 71.54 72.39 71.96 76.96 78.86 77.90
LaVeEntail (Sainz et al., 2021)∗ 77.39 75.90 76.63 91.14 90.86 91.00

m = 5 RelationPrompt (Chia et al., 2022)∗ 70.66 83.75 76.63 90.15 88.50 89.30
RE-Matching (Zhao et al., 2023)∗ 78.19 78.41 78.30 92.82 92.34 92.58
SUMASK (Li et al., 2023)† 75.64 70.96 73.23 78.27 72.55 75.30
AlignRE(ours) 83.11 80.30 81.64 93.30 92.90 93.09
R-BERT (Wu and He, 2019)† 26.18 29.69 27.82 25.52 33.02 25.52
ZS-BERT (Chen and Li, 2021)† 60.51 60.98 60.74 56.92 57.59 57.25
LaVeEntail (Sainz et al., 2021)∗ 71.86 71.14 71.50 83.05 82.55 82.80

m = 10 RelationPrompt (Chia et al., 2022)∗ 68.51 74.76 71.50 80.33 79.62 79.96
RE-Matching (Zhao et al., 2023)∗ 74.39 73.54 73.96 83.21 82.64 82.93
SUMASK (Li et al., 2023)† 62.31 61.08 61.69 64.77 60.94 62.80
AlignRE(ours) 75.00 73.26 74.10 86.41 85.14 85.75
R-BERT (Wu and He, 2019)† 17.31 18.82 18.03 16.95 19.37 18.08
ZS-BERT (Chen and Li, 2021)† 34.12 34.38 34.25 35.54 38.19 36.82
LaVeEntail (Sainz et al., 2021)∗ 62.13 61.76 61.95 72.83 72.10 72.46

m = 15 RelationPrompt (Chia et al., 2022)∗ 63.69 67.93 65.74 74.33 72.51 73.40
RE-Matching (Zhao et al., 2023)∗ 67.31 67.33 67.32 73.80 73.52 73.66
SUMASK (Li et al., 2023)† 43.55 40.27 41.85 44.76 41.13 42.87
AlignRE(ours) 69.01 67.52 68.26 77.63 77.00 77.31

Table 1: Main results on Wiki-ZSL and FewRel datasets. We report the average results across five random seeds.
The results indicated by † and ∗ are reported in SUMASK (Li et al., 2023) and RE-Matching (Zhao et al., 2023),
respectively. Here, P., R. and F1 denote Precision, Recall and F1 score, respectively. Best results are in bold.

sentence embeddings and negative prototype em-
beddings, and this difference must surpass a pre-
defined threshold denoted as ∆. We randomly
selected 7 different Pj within the same batch as
negative prototype embeddings.

4 Experiments

4.1 Setup

Dataset: We evaluate our model on two bench-
mark datasets: FewRel and Wiki-ZSL. FewRel
(Gao et al., 2019) comprises a total of 56,000 in-
stances, representing 64 relations from the training
set and 16 relations from the validation set. Wiki-
ZSL (Chen and Li, 2021) is generated through a
distant supervision approach using the Wiki-KB
(Sorokin and Gurevych, 2017), which comprises
113 relations and 94,383 instances. The description
of relations can be obtained from (Chen and Li,
2021) or directly accessed from Wikidata. Simi-
larly, the other side information, including label
names and aliases of relations, can also be directly
accessed from Wikidata.

Training and Evaluation: Following the stan-
dard experimental setup (Chen and Li, 2021), we

utilize the union of their respective training and
validation sets from FewRel and Wiki-ZSL, and
randomly select m relations as unseen labels and
partition the dataset into training and validation
subsets. It is ensured that there exists no overlap
between the sets of seen and unseen relations. Our
experiments encompass the most widely used vari-
ations of m values, specifically, m = 5, 10, 15. We
selected the label name, the description, and three
random aliases of relations from the side informa-
tion as the initial prototypes.

Implementation Details: We establish consis-
tent hyperparameters for all experiments. To ensure
the comparability of results, we conduct all our
experiments across five different random data parti-
tion seeds, which remain consistent with those used
by Zhao et al. (2023). We use bert-base-uncased
(Kenton and Toutanova, 2019) as the sentence en-
coder and stsb-bert-base (Reimers and Gurevych,
2019) as the prototype encoder, both of which have
110 million parameters. We utilize the AdamW
optimizer with a learning rate of 2e−6, ∆ at 0.1,
5 epochs, and a batch size of 64. We test with
different values of α, β, and γ, choosing α and
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Label Name Relation Description Relation Aliases Semantic Aggregation
A1 concat([e1], [e2]) 34.67 35.61 32.68 43.71
A2 concat([CLS],eh, et) 36.23 36.89 33.14 52.80
A3 concat([MASK]prompt,[e1], [e2]) 39.30 38.52 28.87 50.38
A4 concat([MASK]prompt,eh, et) 44.19 32.86 32.66 42.74
A5 [MASK]prompt 70.58 68.65 68.41 77.31

Table 2: Ablation experiments (F1) on the FewRel dataset with m = 15. Semantic Aggregation denotes the results
of employing our semantic alignment-based prototype aggregation method on the label name, relation description,
and three random relation aliases. The results of AlignRE are denoted in bold.

β from the set {0, 0.1, 0.2, 0.33, 0.4, 0.5}, and γ
from the set {0, 0.2, 0.33, 0.6, 0.8, 1}. We conduct
experiments on the FewRel dataset with m = 15
and select the hyperparameters α = β = γ = 0.33
when the model performs the best. All experiments
are conducted on a 24GB NVIDIA 3090Ti GPU.

Baseline: We compare three types of baseline
models in this study. These types include prototype-
based methods, such as ZS-BERT (Chen and Li,
2021) and the recent competitive RE-Matching
(Zhao et al., 2023); classification-based methods,
including R-BERT (Wu and He, 2019) and LaVeEn-
tail (Sainz et al., 2021); and generation-based
methods RelationPrompt (Chia et al., 2022) and
SUMASK (Li et al., 2023). Our method is based
on prototypes. Compared to Classification-based
methods and Generation-based methods, our ap-
proach significantly reduces training and inference
costs by directly matching embeddings. In con-
trast to other Prototype-based methods, we align
the encoding method of sentence encoder with pro-
totype encoder and reduce additional manual labor
through prototype aggregation.

4.2 Main Results

All experimental results are presented in Table 1.
Our model consistently outperforms all baselines
in F1 on two datasets. Moreover, we draw several
interesting conclusions:

(1) Compared to the classification-based method
(LaVeEntail) and the generation-based method (Re-
lationPrompt), AlignRE demonstrates significant
performance advantages with fewer parameters.
Even the method based on powerful large language
models (SUMASK), it still cannot handle the ZSRE
task well, showcasing the potential of the prototype-
based framework.

(2) Compared to the other prototype-based
method (ZS-BERT), with the expansion of the set
of unseen relations, AlignRE maintains stable per-
formance. Compared to the SOTA prototype-based
method RE-Matching, AlignRE performs better on

P. R. F1
[CLS] 73.83 72.73 73.27
MEAN(X ′) 74.79 72.95 73.85
MEAN(X ′

prompt) 74.78 73.13 73.94
MEAN([MASK]) 77.63 77.00 77.31

Table 3: Comparison of selecting different tokens for
generating sentence embeddings on FewRel (m = 15).

both datasets and achieves an average F1 improve-
ment of 2.33 on the FewRel and 1.47 on Wiki-ZSL.

(3) Moreover, RE-Matching manually extracts
entity type information from relation descriptions.
LaVeEntail manually designs different prompt tem-
plates for each relation. Our results demonstrate
that even in scenarios where no additional manual
labor is required, our model still shows the superi-
ority of the method.

4.3 Ablation Experiments

We conduct ablation experiments under the setting
of m = 15 on the FewRel dataset. The results are
shown in Table 2. A1 and A2 are methods without
prompt-tuning, also utilized in ZS-BERT (Chen
and Li, 2021) and RE-Matching (Zhao et al., 2023)
for building sentence representations. A3 and A4
are methods using [MASK]-based prompt-tuning
while concatenating specific tokens. The last one
[MASK]prompt is our method proposed in Section
3.3.

To investigate the effectiveness of encoding
schema alignment for the ZSRE task, we extract
feature embeddings such as [CLS], the head entity
eh, the tail entity et, entity markers’ starting tokens
[e1], [e2], and concatenate them to form different
semantic representations. The results indicate that,
when utilizing any of the same prototype infor-
mation, the results obtained by our prompt-based
sentence encoding method (A5) significantly out-
perform others (an average F1 improvement of
close to 33).
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Prompt Template P. R. F1
P1 [MASK] eh [MASK] [MASK] et 76.78 75.38 76.07
P2 [MASK] eh is [MASK] of [MASK] et 76.71 75.53 76.11
P3 The relation between eh and et is " [MASK] " 77.42 76.35 76.87
P4 The relation between [MASK] and [MASK] is " [MASK] " 75.20 75.31 75.25
P5 The relation between [MASK] eh and [MASK] et is " [MASK] " (without entity marker) 77.42 77.15 77.28
P6 The relation between [MASK] eh and [MASK] et is " [MASK] " 77.63 77.00 77.31

Table 4: Comparison of different prompt templates on the FewRel dataset with m = 15.

We conduct an analysis to elucidate potential
reasons for the observed results. Prototype em-
beddings are generated by computing the mean
pooling of embeddings for each token in the proto-
type without fine-tuning. Sentence embeddings in
the tradition models (ZS-BERT, RE-Matching) use
concatenation by joining tokens (such as [CLS] or
markers for the entities). Although the concatena-
tion method is intuitive in traditional supervised RE
(Wu and He, 2019; Soares et al., 2019), we argue
that it is not suitable for ZSRE. The different ways
of generating embeddings may prevent ZSRE mod-
els from fully leveraging the pre-training knowl-
edge. This could make it more challenging for
sentence embeddings to approach prototype em-
beddings, leading to a rapid decline in performance
as the number of unseen relations increases. Our
approach addresses this by aligning the encoding
schemas of prototypes and sentences, making pro-
totype embeddings and sentence embeddings more
closely aligned and eliminating this gap. This strat-
egy thus yields superior results, as shown in the
comparison of A5 with A1-A4 in Table 2.

To investigate the influence of semantically ag-
gregated prototype embeddings on the ZSRE task,
we conduct experiments employing distinct proto-
types. The results in Table 2 reveal a notable en-
hancement in model performance with Semantic
Aggregation, which use the label name, descrip-
tion, and three random aliases of the relation.

It is noteworthy that, in contrast to description of
relations, the encoding schema alignment approach
appears to derive greater benefits from simplistic
label names of relations. We posit that one expla-
nation for this phenomenon lies in the fact that
relation descriptions tend to contain a higher de-
gree of noise, which may compromise the quality
of prototypes and consequently lead to diminished
discriminative power. Conversely, MLM (Masked
Language Modeling) operates at the token-level
rather than the sentence-level, utilizing relation
names that share common words with relation pro-

totypes, which inherently facilitates the matching
process with the [MASK] token in the prompt.

5 Analysis

5.1 Effectiveness of Selected [MASK] Tokens
We change the schema of encoding sentence em-
beddings in ZSRE, advocating for aligning it with
the encoding method of prototype embeddings
(mean pooling). The ablation experiments in Sec-
tion 4.3 have demonstrated the effectiveness of en-
coding schema alignment. When we encode sen-
tence representation, we design a [MASK]-based
prompt, and propose to employ only three [MASK]
tokens with a weighted pooling mechanism as the
sentence embedding. Therefore, to verify the effec-
tiveness of our carefully selected tokens method,
we compare the effects of using different tokens
for mean pooling.

As shown in Table 3, [CLS] represents using
only this token to denote sentence embedding.
MEAN(X ′) represents the mean pooling of all to-
kens in the sentence. MEAN(X ′

prompt) denotes
the mean pooling of all tokens in the sentence and
prompt. MEAN([MASK]) represent the method
we used, using only the mean pooling of three
[MASK] tokens. The results show that using only
the [MASK] tokens in the prompt leads to a per-
formance improvement of 3.37-4.04 compared to
using the other tokens, demonstrating that our
[MASK]-based prompt-tuning and our carefully
selected tokens can capture more accurate semantic
information about relations, which aids in aligning
and matching with relation prototypes.

5.2 Impact of Prompt Templates
To analyze the impact of different prompt formats
on the model’s performance, we conduct experi-
ments using various types of prompts. As indicated
in Table 4, within the realm of semantically coher-
ent expressions, different prompt formats exhibit
no significant differences in effectiveness, affirm-
ing the stability of our method.

2963



Strategy F1

S1 name description aliases 72.61
S2 name (also known as

aliases) is description 71.52
S3 avg.(pname, pdescription, paliases) 76.88
S4 align.(pname, pdescription, paliases) 77.31

Table 5: Comparison across different prototype aggre-
gation methods on the FewRel dataset under the setting
of m = 15. And p represents the initial prototype em-
bedding.

Our findings underscore the necessity of includ-
ing entity names within the prompt, as illustrated
by P4 and P6. The results of P3 and P6 demon-
strate that introducing [MASK] tokens of two enti-
ties can further enhance performance. Additionally,
as shown by P5 and P6, the inclusion of entity
markers in the input sentences yields marginal im-
provements in results.
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Figure 3: F1 scores for five random seeds under the
FewRel dataset with m=15 setting. The dashed line
represents the average of the five results. l+d+3a rep-
resents the result of semantic aggregation of the label
name, description, and three aliases of relation (similar
for others).

5.3 Analysis on Aggregation Strategy
To investigate the impact of different information
aggregation methods on prototype quality, we con-
duct experiments involving four distinct aggrega-
tion strategies as shown in Table 5. Strategies S1
and S2 concatenate different side information with
template to generate prototype embeddings through
prototype encoder.

Strategy S3 aggregate initial prototype embed-
dings of different side information via mean pool-
ing, while Strategy S4 represents our semantic
alignment-based aggregation approach. The results
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Figure 4: Analysis of model performance (F1) and in-
ference time under the FewRel dataset with m = 10.

indicate that embedding different side information
separately and then aggregating them is better than
directly concatenating them and then embedding.
Moreover, the use of semantic alignment-based ag-
gregation demonstrates a pronounced advantage.

5.4 Analyzing the Contribution of Different
Side Information to Prototype

In order to investigate the contributions of various
types of information to the prototypes, we conduct
separate experimental analyses for each.

Figure 3 illustrates the results of our experiments
across five different seeds. In most of the seed con-
figurations, relation description information does
not confer an advantage in prototype generation.
Conversely, more concise relation names are better
suited to represent the essence of relations. More-
over, the results indicate that a greater variety and
quantity of side information can lead to more sta-
ble and reliable prediction results. However, the
degree of improvement tends to plateau as informa-
tion accumulates. Therefore, we advocate for the
creation of highly discriminative prototypes as a
more cost-effective approach in ZSRE task.

5.5 Efficiency Comparison

In Figure 4, we compare the performance of differ-
ent baselines in terms of test time with m = 10 on
the FewRel dataset.

The results indicate that prototype-based meth-
ods (ZS-BERT, RE-Matching, and AlignRE), com-
pared to the other classification-based (LaVeEn-
tail) and generation-based (RelationPrompt) meth-
ods, use fewer parameters and simpler encoding
processes, thus significantly improving inference
speed. RE-Matching gain an advantage in both
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time and performance due to its fine-grained mod-
eling, though it is slightly slower than ZS-BERT
due to the increased number of matches. Although
our method AlignRE incurs additional encoding
costs for prompts, AlignRE does not add addi-
tional linear layers for feature dimension reduc-
tion, thus maintains high inference efficiency and
performance.

6 Conclusion

In this paper, we propose a simple and effective
ZSRE framework named AlignRE, based on en-
coding schema alignment and prototype semantic
alignment.

We for the first time propose the idea of align-
ing encoding schemas of sentences and prototypes,
achieving this through well-designed prompt-
tuning and careful token selection, bridging the
encoding gap and significantly enhancing the per-
formance of ZSRE. We also leverage multiple side
information to construct prototypes for relations,
and propose a aggregation method based on seman-
tic alignment to obtain a comprehensive relation
prototype. Moreover, our method exhibits substan-
tially faster performance and reduces the need for
extensive manual labor in prototype construction.

In future work, our goal is to further optimize
prototype representations and extend the task to set-
tings involving a wider range of unseen relations.

Limitations

Due to noise in low-resource scenarios, different
dataset partitions have an impact on the perfor-
mance of AlignRE. We currently adopt the most
widely used segmentation settings in existing work,
namely m = 5, 10, 15. The performance of the
model under a wider range of segmentation set-
tings requires further exploration. Additionally,
our used prototype information in the datasets is
sourced from Wikidata, where varying degrees of
noise may compromise prototype quality. How to
effectively enhance the model robustness and the
prototype quality are worthy of attention.
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