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Abstract

Coherence in writing, an aspect that second-
language (L2) English learners often struggle
with, is crucial in assessing L2 English writing.
Existing automated writing evaluation systems
primarily use basic surface linguistic features
to detect coherence in writing. However, little
effort has been made to correct the detected
incoherence, which could significantly bene-
fit L2 language learners seeking to improve
their writing. To bridge this gap, we introduce
DECOR, a novel benchmark that includes ex-
pert annotations for detecting incoherence in
L2 English writing, identifying the underlying
reasons, and rewriting the incoherent sentences.
To our knowledge, DECOR is the first coher-
ence assessment dataset specifically designed
for improving L2 English writing, featuring
pairs of original incoherent sentences alongside
their expert-rewritten counterparts. Addition-
ally, we fine-tuned models to automatically de-
tect and rewrite incoherence in student essays.
We find that incorporating specific reasons for
incoherence during fine-tuning consistently im-
proves the quality of the rewrites, achieving
a result that is favored in both automatic and
human evaluations.'

1 Introduction

Automatic English writing tools have gained ex-
tensive popularity among second-language (L2)
learners. These tools serve as a cost-effective
supplement to traditional, expensive human tu-
toring, providing learners with timely and con-
structive feedback. Much progress in this area
includes automatic grammar correction systems
(Omelianchuk et al. 2020; Yasunaga et al. 2021;
Tarnavskyi et al. 2022; Cao et al. 2023) and tools
to improve the vocabulary usage of learners (John-
son et al. 2016; Gonzdlez 2017; Zhang et al. 2024).
However, these tools primarily focus on the word

'Data and code available: https://github.com/
BillyZhang24kobe/writing2coherence

and sentence-level issues that affect L2 writing
rather than discourse-level issues.

An aspect of L2 writing that could also benefit
from automated tools is the overall textual coher-
ence which is a requirement to efficiently convey
one’s ideas. To improve L2 writing skills, whether
it is part of a course assessment or standardized
test of English ability, learners are often required
to carefully organize their thoughts in response to
a predetermined writing prompt. Previous research
has identified coherence as a crucial feature to mea-
sure when assessing L2 writing proficiency, as it is
an aspect that students often struggle with (Schnei-
der and Connor 1990; Bitchener and Basturkmen
2006; Cooley and Lewkowicz 1995; Lorenz 1999).
Current automated writing evaluation tools primar-
ily provide learners with scores that indicate the
level of coherence in their writing (Naismith et al.,
2023). They primarily detect coherence with sim-
ple surface linguistic features, such as syntax and
parts of speech (McNamara et al., 2010; Crossley
et al., 2016). However, merely detecting coherence
in writing is insufficient to help L2 English writers
enhance their writing. An automated system capa-
ble of detecting incoherence in L2 writing, identify-
ing the underlying reasons, and correcting the inco-
herent sentences would be immensely valuable for
both language learners and instructors. However,
the absence of a benchmark dataset specifically de-
signed for incoherence detection, reasoning, and
rewriting in L2 English essays significantly im-
pedes the development of such systems.

Hence, we introduce DECOR, a novel bench-
mark dataset that can be used to improve coherence
in L2 English writing. To construct DECOR, we
start by creating context-sentence pairs from the
TOEFL-11 corpus (Blanchard et al., 2013), follow-
ing the incremental annotation protocol suggested
by Maimon and Tsarfaty (2023). We then design a
language-learning-oriented annotation scheme that
guides expert annotators to detect incoherence in
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these pairs, identify specific reasons for incoher-
ence, and rewrite the incoherent sentences. Figure
1 demonstrates the overview of DECOR and the
three tasks. To our knowledge, DECOR is the first
benchmark to feature expert annotations for inco-
herence detection, reasoning, and rewriting, specifi-
cally tailored for L2 English writing. The resulting
parallel corpus with pairs of original incoherent
sentences and their expert-revised versions, pro-
vides a valuable resource for evaluating coherence
in automated writing evaluation systems.
Moreover, while previous research demonstrated
the effectiveness of using GPT-4 to assess writing
coherence (Naismith et al., 2023), challenges per-
sist, particularly for users in developing countries
(Bubeck et al., 2023; Firdaus et al., 2023). These
include limited access to GPT-4, the high cost as-
sociated with its usage, and its tendency to pro-
duce overly invasive and non-essential revisions (as
shown in Figure 1). Consequently, building smaller
and more accessible models tailored specifically to
our dataset could bring significant benefits. Hence,
we develop models to automatically perform the
proposed three tasks on DECOR. The findings from
our experiments indicate that our incoherence de-
tection models deliver performance comparable to
GPT-4 in zero-shot and few-shot scenarios, despite
being significantly smaller and less costly. We also
demonstrate that both automatic and human evalua-
tions affirm that fine-tuning rewriting models with
specific reasons for incoherence consistently en-
hances their ability to produce rewrites that match
the quality of those generated by human annotators.
Overall our contributions are three-fold:

* We introduce a novel benchmark DECOR,
comprising 1,352 context-sentence pairs,
which can serve as a valuable resource for as-
sessing coherence in automated writing evalu-
ation systems.

* We produce the first parallel corpus that in-
cludes 213 pairs of original incoherent sen-
tences as well as their expert-rewritten coun-
terparts.

* We fine-tuned models using task-specific syn-
thetic data and evaluated them on DECOR.
These models achieve results comparable to
GPT-4 in detecting incoherence and produc-
ing rewrites that match the quality of those
generated by human experts.

Step 1: Create Context-Sentence pairs

Context (C)
... In general, many people think young
people enjoy life more than older people h
do. | agree with this statement in terms of | First of all, | wanna introduce
young men's advantages. There are three young people's active points in
main reasons that my ideas support comparison with older people. OErIT
effectively, like action, study and s
knowledge.

Current Sentence (S)

-—

Step 2: Incoherence Detection between C and S Step 4: Incoherence Rewriting
The new information "active points”
is inconsistent with “action”
introduced in the context C

Is the current sentence S incoherent
with the context C ?
Answer: Yes Suggested edits based on Ra:

“Align th et
¥ Incoherent (C, S) pair lign the new information wi

Step 3: Incoherence Reasoning Ra

What are the specific reasons that *
cause the incoherence?

the previous information to make
the new information consistent
with the context”

GPT-4Rewrite ¥ 4 Human Rewrite

First of all, | want to
emphasize the advantages of
youth in terms of activity
compared to older people.

First of all, | wanna introduce
young people's actions in

* Ra: Consistenc
. v comparison with older people's

Q Minimal and acceptable edits

€ invasive and unnecessary edits
that improve coherence

Figure 1: The overview of DECOR, containing three
tasks: incoherence detection, reasoning, and rewrit-
ing. An example human rewrite is generated for the
given context-sentence pair. GPT-4 rewrite is unaccept-
able since it generates more invasive and unnecessary
changes.

2 Related Work

2.1 Definitions of coherence in English writing

Earlier efforts at defining coherence in English,
such as Halliday and Hasan (1976), focus on ex-
plicit cohesive ties (e.g. semantic relations between
elements). In particular, Halliday and Hasan (1976)
define cohesion as a combination of lexical and
grammatical items that facilitate sentences to be
understood as connected discourse rather than in-
dividual sentences. Moreover, Lautamatti (1978)
defined Topical Structure Analysis (TSA) that fo-
cuses on different types of progression that are
used to create coherence in a text to advance the
discourse topic (Knoch, 2007). Additionally, Rein-
hart (1980) introduced three conditions for a text to
be coherent: cohesion, consistency, and relevance,
capturing various aspects of the text. In developing
our annotation scheme, we referred to these previ-
ous efforts and established a useful guideline that is
beneficial for annotating incoherence in L2 English
writing.

2.2 Assessing coherence in machine-generated
texts and human-written texts

Machine-generated texts Following the linguis-
tic definition of coherence established in Reinhart
(1980), a more recent work by Maimon and Tsar-
faty (2023) incorporated these conditions into a
novel benchmark, namely CoheSentia, and pro-
posed a new coherence-annotation protocol that
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aligns better with human judgments. Unlike previ-
ous work that assigns a single holistic coherence
score to each target text (Lai and Tetreault, 2018),
CoheSentia provides incremental coherence label-
ing on a sentence-by-sentence basis, enabling hu-
mans to identify the specific reasons for incoher-
ence. In our human annotation process, we fol-
low the CoheSentia protocol to create the context-
sentence pairs incrementally. We expand the lin-
guistic fundamentals applied in CoheSentia and
devise an annotation scheme that is tailored to in-
coherence detection and rewriting in L2 English
writings.

Human-written texts NLP techniques of Coher-
ence detection for human-written texts primarily
identified simple surface feature proxies. McNa-
mara et al. (2010) developed Coh-Metrix that mea-
sures cohesion from a wide range of linguistic in-
dexes. Similarly, Crossley et al. (2016) proposed a
toolkit for automatic analysis of text cohesion. Re-
cent work by Naismith et al. (2023) investigated the
ability of GPT-4 to produce ratings for discourse
coherence assessment.

3 DECOR Benchmark and Annotation
Scheme

In this section, we detail the data creation process
for DECOR (Section 3.1). We also outline the
specific annotation schemes for each proposed task:
Incoherence Detection (Section 3.2), Incoherence
Reasoning (Section 3.3), and Incoherent Sentence
Rewriting (Section 3.4).

3.1 Data Creation

We propose DECOR, a benchmark for assessing
the writing coherence in L2 English essays. To con-
struct the dataset, we first sampled 100 medium-
level essays from the TOEFL-11 dataset (Blan-
chard et al., 2013). Note that sentences from
the TOEFL-11 dataset often have basic grammar
mistakes like spelling errors or missing be-verbs,
which can make the intended meaning unclear.
Therefore, we used a grammar error correction
model from Zhang et al. (2024) to fix these mis-
takes without changing the overall meaning of
the sentence. Then, we incrementally constructed
context-sentence pairs (C, S) for each essay, fol-
lowing the protocol suggested by Maimon and Tsar-
faty (2023). In these pairs, sentence .S is the current
sentence to be assessed, and context C' includes all
preceding sentences in the essay up to and includ-

ing the sentence immediately before .S. Overall,
we constructed 1,352 (C, S) pairs from the 100 es-
says. The general statistics of DECOR are shown in
Table 1. More detailed statistics, such as the num-

Items Count
# of essays 100
# of words 26,376
# of context-sentence pairs 1,352
# of coherent sentences 906
# of incoherent sentences 446
# of human rewrites 213

Table 1: Overall statistics of DECOR.

ber of sentences and words per essay, are shown in
Figure 5 in the Appendix. Next, for each context-
sentence pair (C, .S), we ask our human annotators
to complete three tasks according to our annotation
schemes: incoherence detection, reasoning, and
rewriting. These three tasks are the main features
of DECOR. We discuss these features and their
specific annotation schemes below.

3.2 Incoherence Detection Annotation Scheme

Inspired by the linguistic fundamentals of coher-
ence (i.e. cohesion, consistency, and relevance)
defined in Reinhart (1980), we expanded these fun-
damentals with reference to previous work in order
to apply the task of incoherence detection to L2
English writing. We describe five specific criteria
for detecting incoherence in each context-sentence
pair below.

Semantic connection serves as the criterion
that is based on the expanded categories of dis-
course progression for TSA proposed in Lautamatti
(1978), where a sentence’s semantic connection
with the context of discourse is defined by its ap-
propriate use of the sequential progression of topics
from sentence to sentence that contributes to local
coherence (Reinhart 1980; Knoch 2007). Entity
reference refers to the requirement for writers to
establish a link between the topics of the current
sentence and the context of the discourse and is re-
lated to cohesion. Accurate anaphoric pronominal
use is a key component of this criterion (Knoch,
2007). For instance, in the passage Learning about
ideas and concepts is essential for all students. For
example, they help students to apply their knowl-
edge in new ways., the pronoun they in the second
sentence agrees in person and number with the
referent ideas and concepts in the first sentence.
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Label Codes Descriptions

Examples

The sentence S does not connect semantically

R .
with the context C'.

: Semantic connection

The current sentence S discusses an entity that

R2: Entity reference has not been introduced in C' yet, or

sentence S discusses an entity that is ambiguous in C.

The relation between sentence .S and previous
ones in C' doesn’t make sense due to a missing
discourse marker.

R3: Discourse relation

R4: Consistenc The current sentence S contradicts or is inconsistent
: y with previously presented information.

The current sentence .S introduces information that
RS5: Contextual relevance . .
is completely irrelevant to the context.
The current sentence S introduces information that
is tangential or unnecessary for the development
of the context.
Other reasons that are not listed above. For example,
the comment (rheme/focus) of the sentence does
not agree with the topic of the sentence.

R6: Tangential relevance

R7: Others

C'": If students study ideas and concepts, they can explore new areas of research.
S: We need to make effort to apply our knowledge

S': They need to make effort to apply their knowledge.

C': Some people enjoy tours.

S: Guides provide a lot of value for tourists.

S":Traveling in tour groups provides a lot of value for them.

C' Advertisements are not good for consumers.

S: They only show the good features of a product.

S': For example, they only show the good features of a product.

C': Because gas is getting more expensive, less people will drive in the future.
S: Scientists are finding ways to make gas cheaper for drivers.

S’ Scientists are researching alternative sources of energy.

C'": To become successful, people need to take risks.

S: I think fear controls our decision making process.

S': Risks are important for people to learn what works and what doesn’t work.
C': Young people tend to not help the people of their community.

S: When I was younger I used to volunteer at a retirement home.

S":As a result, there may be a lack of volunteers an places like retirement homes.

S: My pet fish is flying in the sky.
S’: My pet fish is swimming in its tank.

Table 2: Label codes for the specific reasons for incoherence during annotation. The rewrites S’ are provided for
each incoherent (C, S) pair. The erroneous parts in .S are marked in red, and the corrections are marked bold in S’

Discourse relation is concerned with how the sen-
tence is related to the overall context through the
use of explicit cohesive ties that refer to the seman-
tic relations between an element in a text and some
other element that is crucial to the interpretation of
it (Halliday and Hasan, 1976). Consistency is asso-
ciated with the logical requirements for a sentence
to align with the preceding sentences in the context
(Maimon and Tsarfaty, 2023). Relevance dictates
a sentence must be related to previous sentences in
the discourse and the underlying discourse topic of
the global context (Maimon and Tsarfaty, 2023).

If the given context-sentence pair violates any
of the aforementioned criteria, it is considered in-
coherent, necessitating the subsequent step (de-
scribed in Section 3.3) to identify the specific rea-
sons causing sentence .S to be incoherent to context
C; otherwise, the sentence is labeled as coherent.
The detailed annotation guidelines for this task are
demonstrated in Appendix A. Note that annotators
are instructed to evaluate the entire context when
determining if a sentence is incoherent. If the con-
text pertains to a fictional setting, such as a dream
about fiction, these instances will not be considered
incoherent.

3.3 Incoherence Reasoning Annotation
Scheme

In addition to detecting incoherence, annotators
are tasked with identifying the specific reasons for
incoherence in the context-sentence pairs that are
labeled as such. Drawing on the linguistic prin-
ciples of coherence outlined in Reinhart (1980),
three primary factors contribute to incoherence:
Cohesion, Consistency, and Relevance. Given that

Cohesion pertains to the linear sequencing and con-
nections of sentences, we specifically designated
three label codes for annotations within this cate-
gory: semantic connection, entity reference, and
discourse relation. For Consistency, we use a sin-
gle code: consistency. Regarding Relevance, we
have devised two codes: contextual relevance and
tangential relevance. Other possible reasons that
are not listed above are referred to as others. De-
tailed descriptions and examples of each label code
are illustrated in Table 2.

3.4 Incoherent Sentence Rewriting
Annotation Scheme

After selecting all applicable reasons, sentence S
is rewritten by the annotators to convert it to be co-
herent with context C'. Concretely, annotators are
asked to make the least invasive changes necessary
to improve the coherence based on the identified
reasons. For example, if Discourse relation is se-
lected as the reason, annotators are instructed to
add or change a discourse marker that ties sentence
S with context C. The complete list of suggested
edits is described in Appendix A.2. Considering
the challenges of providing all possible edits to
sentence S during the annotation process, we in-
structed our annotators to provide only one possible
edit that addresses at least one selected reason from
the previous step. We leave the exploration of mul-
tiple edits for future work.

4 Data annotation process and statistics

Considering the need for substantial experience in
English essay grading, we recruited two annota-
tors with extensive teaching experience in English
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and advanced degrees in Applied Linguistics, spe-
cializing in English language education. Before
annotating DECOR, we conducted a tutorial ses-
sion to train the two annotators and familiarize
them with our annotation scheme. Subsequently, in
accordance with our specified scheme, we tasked
them with annotating five sample essays, which
comprised 72 sentence-context pairs.

We calculated the inter-annotator agreement for
these pairs using Cohen’s Kappa (Cohen, 1960).
The two annotators achieved a x value of 0.83
for Incoherence Detection, indicating an almost
perfect agreement. For Incoherence Reasoning,
they reached an average x = 0.90 across all rea-
son types, also reflecting almost perfect agreement.
The specific agreement scores for each reason type
and more justifications for the annotation process
are presented in Appendix B. As for Incoherent
Sentence Rewriting, the leading authors validated
whether the new sentences are acceptable. In partic-
ular, a new sentence S’ is acceptable if it preserves
the semantic meaning of the original sentence S
and is coherent with the given context C'. Overall,
the rewrites by the two annotators were deemed
acceptable at rates of 88% and 89%, respectively.

Subsequently, the two annotators worked inde-
pendently on the test set, with each annotating
around 700 (C, S) pairs that are constructed from
Section 3. Overall, among all 1,352 (C, S) pairs,
906 sentences are coherent with their correspond-
ing contexts, whereas 446 sentences are labeled
as incoherent. We present the number of words
per rewrite in Figure 4. Note that we do not con-
sider rewrites marked as DELETE, resulting in 213
rewrites that contain more than one word. In addi-
tion, we presented the distribution of the annotated
reasons for incoherence in Figure 2. Our analysis
shows that the medium-level essays, randomly sam-
pled from the TOEFL-11 corpus, generally main-
tain consistency and rarely contradict the context.
Moreover, we also find that the primary sources
of incoherence in these essays are related to Rele-
vance and Cohesion, with issues of tangential rele-
vance and weak discourse relations being the most
prevalent.

5 Incoherence Detection, Reasoning and
Rewriting

We propose DECOR to benchmark the model’s
ability in incoherence detection, reasoning, and
rewriting for English essays written by L2 language

mmm Cohesion
mm Consistency

Relevance
200 = Other

Number of Sentences

o

Cohesion Consistency Relevance Other

(a) Distribution of reasons for incoherence clustered
into groups.

== Semantic connection
e Entity reference
= Discourse relation
mmm Consistency

mmm Contextual relevance
mmm Tangential relevance
150 Others

Number of Sentences

RL R2 R3 R4 R5 R6 R7

(b) Distribution of specific reasons for incoherence.

Figure 2: Distribution of specific reasons for incoher-
ence, and those clustered into groups.

learners. In this section, we will outline each of
the three tasks and describe their specific task for-
mulations, evaluation metrics, data, baselines, and
results and analysis.

5.1 Incoherence Detection
5.1.1 Task formulation

In this task, the model will assess the given context-
sentence pairs that are extracted from essays writ-
ten by L2 learners, determining whether the sen-
tence S maintains coherence with the context C.
This task is specifically designed to evaluate the
effectiveness of systems in capturing coherence
within learner-written texts.

5.1.2 Evaluation metrics

Given the class imbalance in our test set, where
906 instances are labeled as coherent and 446 as
incoherent, we opt to use the weighted F1 score
as a metric to assess the performance of different
models. This approach ensures a fair evaluation by
accounting for the disproportionate distribution of
classes.

5.1.3 Data

Given the absence of a dedicated incoherence de-
tection corpus for language learners suitable for
model training purposes, we followed the approach
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Models ‘ DIntcolt).erenlcye ‘ Incoherence Reasoning (%)

‘ etection (%) ‘ Cohesion  Consistency Relevance Others

De 63.04 48.17 93.76 28.47 .
BERT-base ' 66.43 4438 75.41 4637 8036

_ De 62.21 47.93 93.88 29.45 -
DeBERTa-base /)~ 68.54 4836 77.17 4514 7420

De 59.52 43.93 93.65 28.87 -
Llama2-78 =, 66.08 46.63 83.55 4720  87.78
GPT.a T 66.56 51.03 93.02 56.60  87.93
16 69.33 48.71 90.10 6554  85.64

Table 3: Evaluation of models on DECOR using weighted F1 scores in percentages (%) for Incoherence Detection
and Incoherence Reasoning tasks. For each task, the task-specific synthetic training data is denoted as D7, whereas
the out-of-domain training data is denoted as D. We also conducted zero-shot (zero) and in-context learning
(16-shot) with GPT-4. Since Others is not specified in D¢, we exclude it for evaluation.

recommended by Zhang et al. (2024) and synthe-
sized task-specific incoherence detection data using
GPT-4 (OpenAl, 2023).2 The prompt we used for
GPT-4 is shown in Appendix E.1. To start with,
we randomly sampled 800 medium-level essays
from the TOEFL-11 dataset and generated 11, 267
context-sentence pairs. We then used GPT-4 to
analyze these pairs for incoherence, producing a
label for each. In this process, 6,422 sentences
were identified as coherent, while 4, 845 were la-
beled as incoherent. For the training process, we
allocated 90% of this synthetic data for training
purposes, denoted as D, and reserved the remain-
ing 10% for validation. Moreover, we also utilized
out-of-distribution (OOD) training data proposed
in Maimon and Tsarfaty (2023), denoted as Dc.
To our knowledge, D¢ is the only dataset featur-
ing human annotations for coherence detection and
incoherence reasoning in machine-generated texts.
We incorporated D¢ as OOD training data to as-
sess whether models trained exclusively on it could
achieve strong performance in DECOR. This exper-
iment aims to determine whether using OOD data
can improve the detection of incoherence in texts
authored by L2 speakers.

5.1.4 Baselines

We conducted experiments with classification-
based models that consist of encoder-only architec-
tures equipped with a classification head. Specifi-
cally, we tested models such as BERT (Devlin et al.,
2018) and DeBERTa (He et al., 2021) with their
base and large variants. Each model generates pre-
dictions with two labels—yes or no—to determine

>Throughout this paper, we employ GPT-40 as the default
model unless otherwise specified.

if the sentence S is coherent with the context C.
The input to the model’s encoder is structured in
the format "C' <SEP> S," facilitating the assess-
ment of coherence between the given context and
sentence.

In light of the burgeoning field of powerful
instruction-following models (Ouyang et al., 2022;
Bai et al., 2022; OpenAl, 2023), we also ex-
plored two generation-based large language mod-
els: Llama 2 (Touvron et al., 2023) and GPT-4. For
Llama 2, we fine-tuned its 7B variant using our
synthetic dataset D for this task. With GPT-4, we
tested in both zero-shot and 16-shot settings. De-
tails of the prompts used in the GPT-4 experiments
are provided in Appendix G.

5.1.5 Results and analysis

The results for the task of incoherence detection
are demonstrated in Table 3. As observed, training
with our task-specific synthetic dataset Dt yielded
superior results compared to using the OOD dataset
D¢. This improvement is attributed to the fact
that D¢ consists solely of machine-generated texts,
which introduces a significant distribution shift.
Additionally, while GPT-4 with 16-shot examples
surpassed all other models, smaller models trained
on our synthetic data Dp, such as BERT-base and
Llama-2-7B, achieved performance comparable to
GPT-4 in a zero-shot setting. Moreover, DeBERTa-
base matched GPT-4’s performance in the 16-shot
setting and even exceeded it in the zero-shot sce-
nario. We also experimented with combining both
D¢ and Dy during training; however, this did not
lead to improved results. Details of the experiment
are provided in Appendix F.
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5.2 Incoherence Reasoning
5.2.1 Task formulation

The incoherence reasoning task aims to develop
models capable of identifying the specific causes
of incoherence in context-sentence pairs labeled as
such. Due to the sparse distribution of incoherence
reason types depicted in Figure 2b, we focus on the
four high-level causes previously introduced: Cohe-
sion, Consistency, Relevance, and Others. For each
of these four causes of incoherence, we developed
specialized models capable of determining whether
the incoherence stems from a specific cause. This
approach divides the overall incoherence reasoning
task into four distinct sub-tasks, each targeting a
different cause.

5.2.2 Evaluation metrics

In Figure 2a, DECOR exhibits class imbalance
across the four reason types of incoherence. Hence,
we report weighted F1 scores for each of the four
sub-tasks to account for this imbalance.

5.2.3 Data

We adopted a similar approach as described in Sec-
tion 5.1.3 to synthesize the training data for all
four sub-tasks. Specifically, we prompted GPT-4
to identify all potential reasons for each instance
of incoherence detected from Section 5.1.3, based
on the seven predefined causes outlined in Table 2.
The prompts we used for data synthesis are demon-
strated in Appendix E.1. Furthermore, we post-
processed the resulting data to create four distinct
datasets, each serving as the training data for de-
tecting Cohesion, Consistency, Relevance, and Oth-
ers. For instance, in creating the training set for
detecting Cohesion as the cause, an instance is la-
beled "Yes" if GPT-4 identifies R1, R2, or R3 as
the cause of incoherence for that instance; other-
wise, the label is "No", indicating that the incoher-
ence is caused by other factors. Similar to 5.1.3,
the synthetic datasets are denoted as Dr. The de-
tails for the post-processing and statistics of the
resulting data for each sub-task are described in
Appendix E.2.

5.2.4 Baselines

We adopted the same set of baseline models
that are tested in the incoherence detection task:
classification-based models (i.e. BERT and De-
BERTa), and generation-based models (i.e. Llama
2 and GPT-4). Similarly, for each sub-task of the
incoherence reasoning, each model predicts with

two labels (i.e. yes or no) to determine if the sen-
tence S is incoherent with the context C due to a
specific cause. We fine-tuned BERT, DeBERTa,
and Llama2-7B models on the task-specific syn-
thetic data Dp for each sub-task as well as the
out-of-distribution data Dc. We also prompted
GPT-4 under both zero-shot and 16-shot settings.
The prompts for GPT-4 experiments are shown in
Appendix G.

5.2.5 Results and analysis

The results for incoherence reasoning in terms
of the four sub-tasks are demonstrated in Table
3. It was observed that training DeBERTa-base
and Llama2-7B models with D7 resulted in en-
hanced performance for Cohesion and Relevance
when compared to training with D¢c. For Cohe-
sion, DeBERTa-base outperforms the Llama2-7B
model and is close to the performance of GPT-
4. In comparison, for the Consistency task, all of
our models demonstrate markedly enhanced per-
formance when trained with D rather than Dp.
This improvement is likely attributed to the imbal-
anced training data distribution in D¢, which more
closely mirrors the Consistency class distribution
in DECOR. For the task of Others, we have omit-
ted D¢ from the table because the category Others
is not included in Dy. Our Llama2-7B model,
fine-tuned with D, achieved results comparable
to GPT-4 in both zero-shot and 16-shot settings.
We further explored the effects of combining Dr
and D¢ as training data to fine-tune our models for
tasks excluding Others. The results varied across
different tasks and are presented in Table 8 in Ap-
pendix F.

5.3 Incoherence Rewriting
5.3.1 Task formulation

The incoherence rewriting task is designed to assess
the model’s capability to edit a given incoherent
sentence S to a revised sentence S’ that restores
the coherence with context C, based on the iden-
tified reasons R for incoherence. Specifically, we
prefer edits that not only enhance the coherence of
the original sentence but also minimize alterations,
ensuring the changes are as unobtrusive as possible.

5.3.2 Evaluation metrics

We measured the systems’ performance on the task
of incoherence rewriting with the acceptance rate.
This metric was determined by calculating the pro-
portion of revised sentences S’ that both achieve co-
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Training Acceptance Win

Model Condition  Rate (%) Rate (%)
w/ reason 75.59 69.16

Llama2-78 w/o reason 74.65 69.01
w/ reason 77.46 72.30

Llama3-8B-Instruct o, con 7512 71.83

Table 4: Automatic evaluation of models for the in-
coherence rewriting task. The win rate is calculated
by adopting GPT-4 as a judge to compare the system-
generated rewrites against human-written references.

herence with context C' and maintain minimally in-
vasive edits, out of all evaluated incoherent context-
sentence pairs. We specifically employed GPT-4
with 16-shot examples (with the best performance
in the incoherence detection task) to determine if
the rewrites S’ are acceptable. Additionally, in line
with the recent practices of evaluating instruction-
following LLMs (Zhou et al., 2024; Dubois et al.,
2024), we asked GPT-4 to rank a pair of generated
rewrites (one from the human-written reference,
the other from the tested models) to decide which
one is more coherent to the context C. For each
tested model, we collect its win rate against the hu-
man reference. Note that we randomly shuffle the
ordering of the pair-wise outputs to avoid position
biases. The prompt we adopted for GPT-4 judging
is shown in Appendix H.

5.3.3 Data

Given the reasons generated from the incoherence
reasoning task, we prompted GPT-4 to generate the
rewrites based on the identified reasons for incoher-
ence. These rewrites are used as the training data
for the incoherence rewriting task. The prompt we
used for the rewrite synthesis and relevant statistics
are shown in Appendix E.1. For automatic evalu-
ation, we used all 213 rewrites generated by our
annotators, and we randomly selected a sample of
100 for human evaluation.

5.3.4 Baselines

We conducted experiments with two advanced
open-sourced generative LLMs, Llama 2 (Touvron
et al., 2023) and Llama3 (Al@Meta, 2024), for
the incoherence rewriting task. Specifically, we
fine-tuned Llama2-7B and Llama3-8B-Instruct us-
ing our synthetic rewriting dataset under two ex-
perimental conditions: training with reasons for
incoherence and without reasons.

= Win

Tie mmm Lose

Llama2-78
without reason

19%

Llama2-7B
with reason

0 20 0

60 80 100
Percentage (%)

Figure 3: Human expert as a judge evaluation results
with GPT-4 rewrites as the baseline. We sample 100
examples and ask our human expert for each pair of
comparisons. A higher win rate and a lower loss rate
indicate superior quality.

5.3.5 Results and analysis

Automatic Evaluation The automatic evaluation
results for incoherence rewriting are shown in Ta-
ble 4. As observed, fine-tuning both the Llama2-
7B and Llama3-8B-Instruct models with reasons
for incoherence consistently results in better per-
formance compared to their counterparts trained
without such reasons, achieving higher scores in
both acceptance rate and win rate. Table 9 demon-
strates the qualitative comparisons among example
rewrites produced by our fine-tuned models.

Human Evaluation Moreover, we conducted
a human evaluation where we asked our human
expert to judge and compare system-generated
rewrites with those produced by GPT-4.% The de-
tailed information for the human evaluation pro-
cess is shown in Appendix D. Additionally, the
human evaluator was also tasked with a pairwise
comparison between human-written references and
the same set of GPT-4 rewrites. The results are
shown in Figure 3. As expected, our human judges
predominantly preferred rewrites produced by hu-
man experts over those generated by GPT-4, with
the highest win rate reaching 74%. Consistent with
the results in Table 4, fine-tuning Llama 2 with
reasons for incoherence resulted in a higher win
rate and a significantly lower loss rate compared to
fine-tuning without reasons. A chi-square test in-
dicates a significant difference between these two
conditions (with p-value < 0.01). This supports
our hypothesis that rewriting incoherent sentences
with an understanding of their underlying causes
produces higher-quality rewrites.

3To avoid biases, instead of the same annotators, we asked
one of our leading authors to conduct the human evaluation.
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6 Conclusion and Future Work

We propose a novel benchmark DECOR aiming
to assess and improve coherence in L2 English
writing. Specifically, DECOR contains three tasks:
incoherence detection, reasoning, and rewriting.
Our annotation scheme allows us to produce a
corpus comprising 1,352 context-sentence pairs
with coherence labels, as well as the first paral-
lel corpus featuring 213 pairs of original incoher-
ent sentences and their expert-rewritten counter-
parts. Additionally, we fine-tuned various models
with task-specific synthetic data, achieving results
comparable to GPT-4 in coherence detection and
generating rewrites favored by both automatic and
human evaluations. In future work, we plan to en-
hance DECOR by expanding its size and quality,
ensuring more balanced reasoning types and multi-
ple edits for each incoherent context-sentence pair.
This enhancement will create a more comprehen-
sive evaluation set for incoherence detection and
correction, specifically tailored to L2 writing.

7 Limitations

While our benchmark may contribute to building
the systems that can improve the coherence in L2
English writing, there were a number of limitations
to our study.

First, the distribution of incoherence reason
types is unbalanced, with the Consistency category
containing the fewest annotations among the four
high-level reason types. This is due to the fact that
medium-level essays from the TOEFL-11 corpus,
the source of all context-sentence pairs, generally
maintain consistency and seldom contradict the
context. We leave our future work to diversify and
balance the reason types in DECOR, potentially by
including low-level essays written by English L2
learners.

Additionally, the texts sampled from the TOEFL-
11 corpus for synthesizing our training data were
limited by the specific writing prompts they ad-
dressed. This limitation may hinder the system’s
ability to detect coherence in learner-produced writ-
ing that responds to out-of-domain prompts not in-
cluded in the TOEFL-11 corpus. Future extensions
of our work include incorporating other L2 English
writing corpora.

Finally, regarding the general design of our an-
notation scheme for coherence detection, we con-
sidered all sentences in the context up until the
target sentence. However, as we found during our

annotation tutorial session, sometimes issues of co-
herence occur due to the structuring of information
that is contained in sentences that come later in the
text. Future work might focus on these specific
types of coherence breaks and their prevalence in
L2 writing.

8 [Ethics Statement

Reproducibility In this work, we utilized GPT-
4 to synthesize our task-specific training data for
coherence detection, reasoning, and rewriting. We
also used it during the evaluation. To facilitate the
reproducibility of our data synthesis process and
evaluation results, we included all relevant prompts
that were used in our paper. In addition, all the
other models used in this research, are publicly
available in peer-reviewed articles and referenced
in this paper. All datasets, including our synthetic
fine-tuning dataset and the annotated test set, are
released.

Biases We did not explicitly handle any bias that
exists in the pre-trained language models we exper-
imented with in this paper.

Human Annotators Both annotators were
specifically recruited from the linguistics depart-
ment, and they are both associate professors with
extensive experience in teaching English as a for-
eign language and have advanced degrees in Ap-
plied Linguistics. They were paid at a rate of $12
per hour. To protect privacy and anonymity, con-
tributors’ personal and demographic information
was not collected.
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A Detailed annotation scheme for
DECOR

A.1 Incoherence detection and reasoning

In the coherence detection process, coherent (C, .S)
pairs are marked with a 1, while incoherent ones
are marked with a —1. For cases unrelated to writ-
ing coherence (e.g., sentence parsing errors), a 0 is
assigned and they will be excluded from the result-
ing dataset.

To complete this task, annotators were instructed
that for each sentence there is a topic 7', and a con-
text C, which comprises all preceding sentences
up to and immediately before sentence S in the
essay and for all incoherent sentences to provide
all possible reasons (R1-R7) for the break in co-
herence. They were also instructed to determine if
each sentence S is coherent with context C' based
on the provided instructions. Lastly, for each inco-
herent sentence S, annotators were asked to revise
S to improve its coherence, taking into account
the types of edits suggested for each identified rea-
son. Below is the complete list of reasons that were
provided to the annotators.

¢ (1) The sentence S is coherent with the con-
text C' as:

— The sentence .S semantically connects to
the context ', (i.e. with proper use of
reference words, repeated words/ ideas,
and substitution), and

— All entities discussed in the new sentence
S have been introduced in C, and

— The new sentence S demonstrates rea-
sonable discourse relation with previous
ones, and

— The new sentence S contains a meaning
consistent with previously presented data
in C' and

— The new sentence S contains a meaning
relevant to previously presented data in

C

¢ (-1) The sentence S is not coherent with C' as:

— R1: (Semantic connection) The sentence
S does not connect semantically with the
context C;

— R2: (Entity reference) The new sentence
S discusses an entity that has not been
introduced in C' yet, or the new sentence
S discusses an entity that is ambiguous
in C or

— R3: (Discourse relation) The relation be-
tween sentence .S and previous ones in
C doesn’t make sense due to a missing
discourse marker.

— R4: (Consistency) The new sentence .S
contradicts or is inconsistent with previ-
ously presented information, or

— R5: (Contextual relevance) The new sen-
tence S introduces information that is
completely irrelevant to the context

— R6: (Tangential relevance) The new sen-
tence S introduces information that is
either tangential or slightly irrelevant to
the context.

— R7: (Others) Other reasons that are not
listed above. For example, the comment
(rheme/focus) of the sentence does not
agree with the topic of the sentence.

* (0) Other cases that have nothing to do with
writing coherence

For incoherent reasons, annotators were asked
to mark “1” in the corresponding reason column
of the annotation document and leave the others
empty. For example, if sentence .S is incoherent to
context C' due to reason 2 (Entity reference) and
reason 3 (Discourse relation), mark “1” in both R2
and R3 columns, and leave the others empty.

A.2 Types of edits for incoherent sentence
rewriting

Given an incoherent sentence-context pair (C, .S),
annotators are instructed to make the least invasive
changes to rewrite sentence S. The suggested edits
are described as follows:

» Semantic connection: add reference words or
repeated words/ideas or substitution that can
semantically connect sentence S to context C'.

 Entity reference: link the newly introduced
entity or ambiguous entity in sentence S to
context C.

* Discourse relation: add or change a discourse
marker that ties sentence S with context C.

* Consistency: align the newly introduced in-
formation in sentence S with previously in-
troduced information in context C' so that the
new information does not contradict the con-
text.
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* Contextual relevance: modify sentence .S so
that it is relevant to the context established by
the writer.

* Tangential relevance: delete the sentence and
edit with "DELETE".

e Others: rewrite the sentence so that the com-
ment of the sentence agrees with the topic of
the sentence.

Note that we recommend "DELETE" if sentence
S is tangential, as its presence following context C'
is unnecessary.

B More details about inter-annotator
agreement

B.1 Inter-annotator agreement scores across
different reason types

The specific inter-annotator agreement scores for
both incoherence detection and reasoning tasks are
shown in Table 5. Overall, our annotators achieved
very high agreement on both tasks.

Group Cohen’s k
Coherence 0.83
Cohesion 0.80
Consistency 1.00
Relevance 0.86
Others 1.00

(a) Inter-annotator agreement on incoherence de-
tection and reasons clustered into groups.

Reasons Cohen’s k
R1 0.84
R2 0.74
R3 0.88
R4 1.00
R5 1.00
R6 0.86
R7 1.00

(b) Inter-annotator agreement on specific reasons.

Table 5: Inter-annotator agreement scores for annota-
tions.

B.2 The achievability of high inter-annotator
agreement on DECOR

We achieve a high inter-rater agreement for our
dataset through our meticulously structured and

Number of Words.

Figure 4: The number of words per rewrite.

clearly defined annotation process and scheme.
Specifically, we recruited two expert annotators
who are both professors with extensive experi-
ence in teaching English as a foreign language
and have advanced degrees in Applied Linguis-
tics. Before starting, we delivered a comprehensive
tutorial and thoroughly reviewed our detailed anno-
tation guidelines with the annotators. To familiar-
ize them with our annotation scheme, we selected
eight medium-level essays from TOEFL-11, gener-
ating 109 context-sentence pairs. The tutorial was
structured into three sessions to ensure thorough
coverage of all instances. During these sessions,
annotators collaboratively labeled the samples. We
also refined the annotation scheme as necessary.
Additionally, we incorporated examples of errors
encountered during these tutorial sessions into the
annotation scheme. Subsequently, to quantitatively
assess the inter-annotator agreement, we sampled
an additional five medium-level essays, distinct
from those used in the tutorial sessions, resulting
in 72 context-sentence pairs.

Among the 72 samples, the first annotator la-
beled 35 context-sentence pairs as incoherent, and
30 as coherent. The second annotator labeled 39
pairs as incoherent, and 28 as coherent. Note that
the rest were labeled as “uncertain”. Therefore,
the resulting annotations for the 72 samples were
relatively balanced. Given the high inter-annotator
agreement achieved by the two annotators, with
Cohen’s Kappa scores of 0.83 for incoherence de-
tection and 0.90 for incoherence reasoning, we sub-
sequently assigned them to independently annotate
the entire test set.

C Additional statistics of DECOR

We show the overall distribution of rewrite lengths
measured by the number of words in Figure 4. We
also illustrate the distribution of essays measured
by the number of sentences and words in Figure 5.
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(a) The number of sentences
per essay.

(b) The number of words per
essay.

Figure 5: Distribution of essays by number of sentences
and number of words.

D Human evaluation details

During human evaluation, our human expert was
asked to compare system-generated rewrites with
those produced by GPT-4. Specifically, we con-
ducted three sets of pair-wise comparisons: 1)
human-generated rewrites VS GPT-4; 2) rewrites
generated by Llama2-7B trained with reasons VS
GPT-4; and 3) rewrites generated by Llama2-7B
trained without reasons VS GPT-4. For each set
of pair-wise comparisons, for each pair of outputs
(e.g. system 1 output VS system 2 output) the
human expert was asked “Between system 1 and
system 2 outputs, select the output that provides
better rewrite based on the reason for incoherence;
otherwise, choose “Tie” to indicate equal quality”.

After human evaluation, we interviewed the hu-
man expert and asked for his feedback on the sys-
tem outputs. In general, the evaluator was surprised
that our fine-tuned system can generate rewrites of
decent quality. Among the three sets of compar-
isons, he was not able to tell which one was gener-
ated by humans. This indicates that our fine-tuned
smaller language models are already capable of cor-
recting the incoherence well based on the reasons
behind it.

E Synthesizing training data with GPT-4

E.1 Dataset Synthesis

A large portion of the training set of DECOR is
synthesized by GPT-4 based on human-annotated
examples in order to increase generalizability and
variety. Table 6 shows the prompt we used.

E.2 Post-Processing

As described in Section 5.2.3, we prompted GPT-4
to identify all potential reasons for each incoher-
ent context-sentence pair. To obtain the training
data for detecting Consistency as the cause, an in-
stance is labeled as "Yes" if GPT-4 identifies R4

as the cause of incoherence for that instance; oth-
erwise, the label is "No". We conducted similar
post-processing steps to create the training data for
Relevance and Others tasks. Given that the initial
data after post-processing is extremely unbalanced
for each sub-task. We downsampled instances of
the majority class to achieve a more balanced train-
ing dataset. The statistics of the resulting data for
each sub-task are shown in Table 7.

F Details of Experiments

F.1 Classification-based models

For training the BERT and DeBERTa models, we
established our pipeline based on the platform de-
veloped by (Maimon and Tsarfaty, 2023). Specifi-
cally, for the incoherence detection and reasoning
tasks, we train these two models on both the Cohe-
Sentia dataset D¢ and the synthetic training data
D, as well as a combination of the two, D¢ + Dr.
For validation purposes, we utilized the existing
validation dataset from CoheSentia. Additionally,
we allocated 10% of the synthetic dataset for eval-
uating models trained with D7. Note that since
DECOR and CoheSentia has different definitions
for the Others category, it is not possible to evalu-
ate a model trained with D¢ for this category on
DECOR, nor does it make sense to combine the
datasets for this category. All models are trained
for 10 epochs on their respective dataset with a
learning rate of 2 x 1075 and batch size of 8 on
a single NVIDIA A100-80G GPU. Based on the
results from the validation set, we evaluate the best
checkpoint on DECOR for each task.

F.2 Generation-based models

For the task of incoherence detection and reasoning,
we fine-tuned Llama2-7B under three experiment
settings (i.e. D, D¢, and Do + Dr). For the
task of incoherence rewriting, besides Llama2-7B,
we additionally fine-tuned Llama3-8B-Instruct on
our synthetic training data generated by GPT-4.
Specifically, we referred to the platform developed
by Zheng et al. (2023) to construct our training
pipeline. For all settings, we fine-tuned it for a
maximum of 5 epochs, using a single NVIDIA
A100-80G GPU. Additionally, we configured the
training batch size per device to 1 and established
the initial learning rate at 1 x 107>, with a linear
learning rate scheduler. The best checkpoints were
selected based on the performance on the validation
data.
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You are an English teacher aiming to improve coherence in student writing. You are about to synthesize data for the coherence detection task. Concretely, for each data point,

you will be given: a sentence S and a context C, which comprises all preceding sentences up to and immediately before sentence S in an essay written by an English second

language learner. Then, you should follow the following steps to create a complete data point:

1) For sentence S and context C, determine if sentence S is coherent with context C. You need to output 1 for [Coherence] if the sentence S is coherent when appended to the

context C; otherwise, output 0;

2) Then, if you output 1 in the previous step, output "Done" and finish; otherwise, move on to the following steps;

3) You need to output 1 for [Reason 1] if the sentence S does not connect semantically with the context C; otherwise, output 0;

4) You need to output 1 for [Reason 2] if the new sentence S discusses an entity that has not been introduced in C yet, or the new sentence S discusses an entity that is

ambiguous in C; otherwise, output 0;

5) You need to output 1 for [Reason 3] if the relation between sentence S and previous ones in C doesn’t make sense due to a missing discourse marker; otherwise, output 0;

6) You need to output 1 for [Reason 4] if the new sentence S contradicts or is inconsistent with previously presented information in C; otherwise, output 0;

7) You need to output 1 for [Reason 5] if the new sentence S introduces information that is completely irrelevant to the context C; otherwise, output 0;

8) You need to output 1 for [Reason 6] if the new sentence S introduces information that is either tangential or slightly irrelevant to the context C; otherwise, output 0;

9) You need to output 1 for [Reason 7] if the comment (rheme/focus) of the sentence does not agree with the topic of the sentence; otherwise, output 0

10) [Rewrite] You should modify sentence S as minimally as possible to improve its coherence based on the following suggestions for each reason you might select above:

- [Reason 1]: add reference words or repeated words or substitutions that can semantically connect sentence S to the context C;

- [Reason 2]: link the newly introduced entity or ambiguous entity in S to the given context C

- [Reason 3]: add or change a discourse marker that ties the sentence S with the given context C

- [Reason 4]: align the newly introduced information with previously introduced information so that the new information in S does not contradict the context C

- [Reason 5]: modify the sentence S so that it is relevant to the context C established by the writer

- [Reason 6]: only output "DELETE" for deleting the sentence S

- [Reason 7]: rewrite sentence S so that the comment of sentence S agrees with the topic of sentence S

Please disregard any incoherences in context C. You should output 1 for [Coherence] only if:

a) sentence S semantically connects to context C, and

b) all entities discussed in the new sentence S have been introduced in C, and

c) sentence S demonstrates reasonable discourse relation with previous ones, and

d) sentence S contains a meaning consistent with previously presented data in C, and

e) sentence S contains a meaning relevant to previously presented data in C.

Here are some examples:

C: I believe that young people nowadays do not give enough time to helping their communities.

S: This, i believe is caused by the environment we live in.

- [Coherence]: 1

- Done

C: Then, I wanna indicate that young people can study many things that are interesting or exciting things for young people.

S: About students, they can learn various fields that students want to study.

- [Coherence]: 0

- [Reason 1]:

- [Reason 2]:

- [Reason 3]:

- [Reason 4]:

- [Reason 5]:

- [Reason 6]:

- [Reason 7]: O

- [Rewrite]: For example when they study, they can learn various fields that they want to study.

C: There are three main reasons that my ideas support effectively, like action, study and knowledge.

S: First of all, I wanna introduce young people’s active points in comparison with older people.

- [Coherence]: 0

- [Reason 1]:

- [Reason 2]:

- [Reason 3]:

- [Reason 4]:

- [Reason 5]:

- [Reason 6]:

- [Reason 7]: O

- [Rewrite]: First of all, I wanna introduce young people’s actions in comparison with older people’s.

C: These publicity agents use a lot of techniques to make the products look better, for example they use specialized software like photoshop to increase the size of the

product or make it brighter, or maybe an artificial imitation of the product that does not necessarily have the same texture of look.

S: Even though one can observe this situation mostly in food products.

- [Coherence]: 0

- [Reason 1]: 0

- [Reason 2]: O

- [Reason 3]: 0
0
0
1

SO O = O =

== e =

- [Reason 4]:

- [Reason 5]:

- [Reason 6]:

- [Reason 7]: O

- [Rewrite]: DELETE

C: I, however, think in terms of physical and mental factors young people are superior to older people.

S: For example, in the case of sports young people can run and jump, and they can train their muscles that are used in each sport such as transitional sports or silence sports.
- [Coherence]: 0

- [Reason 1]:
- [Reason 2]:
- [Reason 3]:
- [Reason 4]:
- [Reason 5]:
- [Reason 6]:
- [Reason 7]: 1

- [Rewrite]: For example, in the case of sports young people can run and jump, and they can train their muscles for sports more than older people can.
Now, please generate:

S oo oo

Table 6: The prompt for GPT-4 to generate synthetic training data. We provide 4 human-annotated examples in
order to constrain its output format.
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Label Cohesion Consistency Relevance Other
Yes 827 511 460 387
No 825 848 848 848

Table 7: Statistics of synthetic training data for the
incoherence reasoning task.

F.3 Additional results

The additional results for the incoherence detec-
tion and reasoning tasks are shown in Table 8. We
can see that training with the DECOR training set
D usually outperforms training with the out-of-
distribution dataset D¢, and training with the com-
bined dataset D¢ + D can result in a performance
uplift, possibly thanks to greater generalizability.
A notable point is that for the consistency test set,
the labels are relatively imbalanced as mentioned
in Section 4, i.e. there are a lot more consistent
examples than inconsistent examples, so models
that tend to bias towards predicting all examples as
consistent would score higher at weighted F1. This
could be corrected by using macro F1 or expanding
the test set to include more inconsistent examples,
which we plan to explore in the future.

G GPT-4 Prompts for Detection,
Reasoning, and Rewriting

To leverage the in-context learning capabilities of
LLMs, we also prompt GPT-4 in a zero-shot and
few (16)-shot setting to establish our baseline re-
sults.

G.1 Detection

For coherence detection, Table 10 shows the zero-
shot prompt while Table 11 shows the 16-shot
prompt.

G.2 Reasoning - Cohesion

For reasoning about the current sentence’s cohe-
sion, Table 12 shows the zero-shot prompt while
Table 13 shows the 16-shot prompt.

G.3 Reasoning - Consistency

For reasoning about the current sentence’s consis-
tency, Table 14 shows the zero-shot prompt while
Table 15 shows the 16-shot prompt.

G.4 Reasoning - Relevance

For reasoning about the current sentence’s rele-
vance, Table 16 shows the zero-shot prompt while
Table 17 shows the 16-shot prompt.

G.5 Reasoning - Others

For reasoning about the current sentence’s inco-
herence that belongs to neither of the above three
categories, and instead is a disagreement of the sen-
tence topic with its comment, Table 18 shows the
zero-shot prompt while Table 19 shows the 16-shot
prompt.

H GPT-4 Judge Prompt

For the incoherence rewriting task, we employ GPT-
4 as a judge to conduct the pairwise evaluations
and determine which one is better than the other,
as explained in Section 5.3. The prompt we use is
shown in Table 20.
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| Training | Incoherence |  Incoherence Reasoning Selection (%)
‘ Data ‘ Detection (%

Models

)‘Cohesion Consistency Relevance Others

Classification-based
D¢ 63.04 48.17 93.76 28.47 -
BERT-base Dy 66.43 44.38 75.41 46.37 80.36
D¢ + Dr 65.64 47.64 80.40 46.52 -
D¢ 64.21 45.93 93.76 28.47 -
BERT-large Drp 65.71 44.75 93.99 48.34 82.65
D¢e + Dy 66.26 45.67 93.99 42.00 -
D¢ 62.21 47.93 93.88 29.45 -
DeBERTa-base Dy 68.54 46.47 77.17 45.14 74.20
D¢ + Dr 67.52 48.50 77.97 45.53 -
D¢ 53.78 45.93 93.99 28.47 -
DeBERTa-large Dy 53.78 45.93 92.74 41.36 89.70
D¢ + Dr 67.05 47.68 84.73 47.02 -
Generation-based
De 59.52 43.93 93.65 28.87 -
Llama2-7B  Dr 66.08 46.63 83.55 47.20 87.78
D¢ + Dp 67.29 43.40 88.26 45.65 -

Table 8: Evaluation of more BERT and DeBERTa models on DECOR using weighted F1 scores for Incoherence
Detection and Incoherence Reasoning tasks. Task-specific synthetic data that was used in training is denoted as Dr
and out-of-distribution training data from Maimon and Tsarfaty (2023) is denoted as D¢ . For each task, we also
combine their respective D¢ and D to train models.

Models ‘ Context ‘ Current Sent ‘ R Conditi Rewrite
. . However, if someone tries a new thing,
So many investors struggled to make extraordinary shops. . . . . w/ reason s .
R But if someone tries a new thing, he | Discourse he doesn’t have to worry about the rival.
Llama2-7B ' And they also have to care about the location of the shop doesn’t have to worry about the sival. | marker
and the menu. Because there are rival shops. " Y . For example, if someone tries a new thing,
w/o reason s .
he doesn’t have to worry about the rival.
. I R . You can never achieve big success without
I found in several books of scientists, universities magazines, . . . w/ reason . .
Llama3-8B R - You can never do big money with Semantic taking risks.
Instruct that people who want to succeed need to take risks, risk in the reeular risks connection
research, risk in budgets, contracts, borrow investment. & . wio reason For example, you can never do big business

with regular risks.

Table 9: Example rewrites produced by our fine-tuned models, using incoherent context-sentence pairs as input. The
reason for the incoherence is also specified. The parts of the sentence that is causing the incoherence are marked
as red. Important information from the context is marked with blue. These examples demonstrate that fine-tuning
with reasons for incoherence yields better rewrites compared to those produced by the model trained without such
reasons.

You are about to perform the task of coherence detection for the sentences written by second-language English learners.

In this task, given a sentence S and a context C, you need to output 1 if S is coherent with C based on the following instructions;
otherwise, output 0. You should output 1 only if:

a) sentence S semantically connects to context C, and

b) all entities discussed in the new sentence S have been introduced in C, and

¢) the relation between sentence S and previous ones in C makes sense due to proper use of discourse markers, and

d) the new sentence S does not contradict or is not inconsistent with previously presented information in C, and

e) the new sentence S introduces information that is relevant to the context C established by the writer.

Now, please generate:

C: [context]
S: [sentence]

Table 10: Zero-shot prompt for GPT-4 coherence detection.
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You are about to perform the task of coherence detection for the sentences written by second-language English learners.

In this task, given a sentence S and a context C, you need to output 1 if S is coherent with C; otherwise, output 0 and provide
a concise explanation. Please disregard any incoherences in context C. Specifically, output 0 if:

a) the sentence S does not connect semantically with the context C; or

b) the new sentence S discusses an entity that has not been introduced in C yet, or the new sentence discusses an entity that is
ambiguous in C; or

c) the relation between sentence S and previous ones in C doesn’t make sense due to an inaccurate discourse marker; or

d) sentence S contradicts or is inconsistent with previously presented information in C; or

e) sentence S introduces information that is completely irrelevant to the context C; or

f) sentence S introduces information that is either tangential or slightly irrelevant to the context C; or

g) the comment of the sentence does not agree with the topic of the sentence itself, or some terms in S are not semantically
consistent with each other.

Here are some examples:

C: I believe that young people nowadays do not give enough time to helping their communities.

S: This, i believe is caused by the environment we live in.

Answer: 1

... (14 more examples)

C: I, however, think in terms of physical and mental factors young people are superior to older people.

S: For example, in the case of sports young people can run and jump, and they can train their muscles that are used in each sport
such as transitional sports or silence sports.

Answer: 0

Concise explanation: "transitional sports" and "silence sports” are not semantically consistent with each other. They also do not
agree with the topic of the sentence.

Now, please generate:

C: [context]
S: [sentence]
Answer:

Table 11: 16-shot prompt for GPT-4 coherence detection.

In this task, given a sentence S that is incoherent with a context C, you need to detect the reason that causes the incoherence.
There are seven possible reasons that can cause incoherences:

a) sentence S is incoherent with C because S does not connect semantically with C;

b) sentence S is incoherent with C because S discusses an entity that has not been introduced in C yet, or the new sentence S
discusses an entity that is ambiguous in C;

¢) sentence S is incoherent with C because the discourse relation between S and previous ones in C doesn’t make sense due to
an incorrect discourse marker;

d) sentence S is incoherent with C because S contradicts or is inconsistent with previously presented information in C;

e) sentence S is incoherent with C because S introduces information that is completely irrelevant to the context C;

f) sentence S is incoherent with C because S introduces information that is tangential and unnecessary;

g) sentence S is incoherent with C because the comment of the sentence does not agree with the topic of the sentence

In this task, please think step by step and output 1 only if S is incoherent with C due to any of reason a), reason b) or reason c).
Otherwise, output 0 if S is incoherent with C due to other reasons. In your answer, start by directly generating either 1 or 0,
then followed with reasons. Now, please generate the answer:

C: [context]
S: [sentence]

Table 12: Zero-shot prompt for GPT-4 cohesion reasoning.
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In this task, given a sentence S that is incoherent with a context C, you need to detect the reason that causes the incoherence.
There are seven possible reasons that can cause incoherences:

a) sentence S is incoherent with C because S does not connect semantically with C;

b) sentence S is incoherent with C because S discusses an entity that has not been introduced in C yet, or the new sentence S
discusses an entity that is ambiguous in C;

c¢) sentence S is incoherent with C because the discourse relation between S and previous ones in C doesn’t make sense due to
an incorrect discourse marker;

d) sentence S is incoherent with C because S contradicts or is inconsistent with previously presented information in C;

e) sentence S is incoherent with C because S introduces information that is completely irrelevant to the context C;

f) sentence S is incoherent with C because S introduces information that is tangential and unnecessary;

g) sentence S is incoherent with C because the comment of the sentence does not agree with the topic of the sentence

In this task, please think step by step and output 1 only if S is incoherent with C due to any of reason a), reason b) or reason c).
Otherwise, output 0 if S is incoherent with C due to other reasons. In your answer, start by directly generating either 1 or 0,
then follow with reasons.

Here are some examples:

C: However, the war times have passed and there are fewer who remember or have lived through those conditions and the
hardships of life. Now with some people having more money than they actually need there is no strong need to help each
other out.

S: Most of us also live in small apartments, where only the father, mother and the child rent.

Answer: 1

Concise explanation: "us" in the sentence does not connect semantically with "people” in the context. Hence, "us" should be
changed to "people".

... (14 more examples)

C: As there is a saying that try and try until you succeed and success is the stepping stone this is said because by trying new
things only the man can prove himself to be the successful person he must also be confident of what he is doing.

S: If we do the things as we know how to do, it will not cost anything that we cannot gain knowledge of by doing them.
Answer: 0

Concise explanation: This sentence S is tangential and unnecessary.

Now, please generate:

C: [context]
S: [sentence]
Answer:

Table 13: 16-shot prompt for GPT-4 cohesion reasoning.

You are about to perform the task of consistency detection for the sentences written by second-language English learners.
In this task, given a sentence S that is incoherent with a context C, you need to output 1 if S contradicts previously
presented information in C; otherwise, output 0. Now, please generate the answer:

C: [context]
S: [sentence]
Answer:

Table 14: Zero-shot prompt for GPT-4 consistency reasoning.

11454



You are about to perform the task of consistency detection for the sentences written by second-language English learners.
In this task, given a sentence S that is incoherent with a context C, you need to output 1 if S contradicts previously
presented information in C; otherwise, output 0.

Here are some examples:

C: Then, I wanna indicate that young people can study many things that are interesting or exciting things for young people.
S: About students, they can learn various fields that students want to study.

Answer: 0

Concise explanation: Sentence S does not contradict previously presented information in C. S is incoherent with C because
"students" does not connect semantically with "young people" in the context.

... (14 more examples)

C: As there is a saying that try and try until you succeed and success is the stepping stone this is said because by trying
new things only the man can prove himself to be the successful person he must also be confident of what he is doing.

S: If we do the things as we know how to do, it will not cost anything that we cannot gain knowledge of by doing them.
Answer: 0

Concise explanation: Sentence S does not contradict previously presented information in C. This sentence S is tangential
and unnecessary.

Now, please generate:

C: [context]
S: [sentence]
Answer:

Table 15: 16-shot prompt for GPT-4 consistency reasoning.

In this task, given a sentence S that is incoherent with a context C, you need to output 1 if S is incoherent with C
because of a lack of relevance based on the following instructions; otherwise, output 0. You should output 1 only if:
a) sentence S introduces information that is completely irrelevant to context C, or

b) sentence S introduces information that is either tangential or slightly irrelevant to context C.

C: [context]
S: [sentence]
Answer:

Table 16: Zero-shot prompt for GPT-4 relevance reasoning.
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In this task, given a sentence S that is incoherent with a context C, you need to output 1 if S is incoherent with C
because of a lack of relevance based on the following instructions; otherwise, output 0. You should output 1 only if:
a) sentence S introduces information that is completely irrelevant to context C, or

b) sentence S introduces information that is either tangential or slightly irrelevant to context C.

Here are some examples:

C: Then, I wanna indicate that young people can study many things that are interesting or exciting things for young
people.

S: About students, they can learn various fields that students want to study.

Answer: 0

Concise explanation: Sentence S introduces information that is relevant to context C. S is incoherent with C
because "students" does not connect semantically with "young people" in the context.

... (14 more examples)

C: As there is a saying that try and try until you succeed and success is the stepping stone this is said because by
trying new things only the man can prove himself to be the successful person he must also be confident of what he
is doing.

S: If we do the things as we know how to do, it will not cost anything that we cannot gain knowledge of by doing
them.

Answer: 1

Concise explanation: Sentence S introduces information that is irrelevant and tangential to context C. This sentence
S is tangential and unnecessary. Hence, Sentence S is incoherent with context C because of the relevance issue.
Now, please generate:

C: [context]
S: [sentence]
Answer:

Table 17: 16-shot prompt for GPT-4 relevance reasoning.

In this task, given a sentence S that is incoherent with a context C, you need to output 1 if S is incoherent with C
because of the disagreement between the topic and the comment of sentence S; otherwise, output 0. Specifically,
you should output 1 only if the comment of sentence S does not agree with the topic of the sentence itself. Now,
please generate the answer:

C: [context]
S: [sentence]
Answer:

Table 18: Zero-shot prompt for GPT-4 reasoning for other categories, e.g. topic-comment disagreement.
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In this task, given a sentence S that is incoherent with a context C, you need to output 1 if S is incoherent with C
because of the disagreement between the topic and the comment of sentence S; otherwise, output 0. Specifically,
you should output 1 only if the comment of sentence S does not agree with the topic of the sentence itself.

Here are some examples:

C: I, however, think in terms of physical and mental factors young people are superior to older people.

S: For example, in the case of sports young people can run and jump, and they can train their muscles that are
used in each sport such as transitional sports or silence sports.

Answer: 1

Concise explanation: The comment of sentence S does not agree with the topic of the sentence. "transitional
sports” and "silence sports" are not consistent with each other in sentence S itself, and they also do not agree
with the topic of the sentence. Hence, Sentence S is incoherent with context C because of the disagreement
between the topic and the comment of sentence S.

... (14 more examples)

C: As there is a saying that try and try until you succeed and success is the stepping stone this is said because by
trying new things only the man can prove himself to be the successful person he must also be confident of what
he is doing.

S: If we do the things as we know how to do, it will not cost anything that we cannot gain knowledge of by doing
them.

Answer: 0

Concise explanation: The comment of sentence S agrees with the topic of the sentence. This sentence S is
tangential and unnecessary. Hence, Sentence S is incoherent with context C because of the relevance issue.
Now, please generate:

C: [context]
S: [sentence]
Answer:

Table 19: 16-shot prompt for GPT-4 reasoning for other categories, e.g. topic-comment disagreement.
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You are an English teacher aiming to improve coherence in student writing.

You need to evaluate and select the best system based on the coherence of their outputs to a given instruction.

This process will be used to create a leaderboard reflecting the most accurate and human-preferred answers.

I require a leaderboard for various systems. I'll provide you with prompts given to these models and their corresponding outputs.

Your task is to assess these responses, and select the model that produces the most coherent output from a English teacher’s perspective.

## Instruction

You are about to perform the task of sentence rewriting for the sentences written by second-language English learners.

In this task, given a context C and a sentence S, where S is incoherent with C, you need to rewrite sentence S to make it coherent with C
according to the following instructions: The rewrite should be as minimal as possible. [reason_texts].

C: [context]

S: [sentence]

Answer:

## Model Outputs
Here are the unordered outputs from the models. Each output is associated with a specific model, identified by a unique model identifier.

### model_identifier: "m"
#### output: [output_1]

### model_identifier: "M"
#i### output: [output_2]

## Task

Evaluate the models based on the coherence of their outputs to the given context C, and select the model that generated the most coherent
output.

The output from the model should rewrite the incoherent sentence S as minimally as possible.

Retaining awkward phrasing or minor grammar errors from sentence S is acceptable as long as the output is coherent with context C.
Answer by first providing a concise explanation and then end your answer by providing the model identifier of the most coherent output.
We will use the last character of your output ‘output[-1]" as the name of the best model, so make sure you finish with the token of the
model identifiers and nothing else: ‘m’ or ‘M’ (no quotes, no dots, no backticks, no new lines, ...). For example:

### Concise explanation
...some text...

### Which is best, m or M?
1

Now is your turn.

## Your answer: "Concise explanation” followed by "Which is best, m or M?"

Table 20: The prompts for GPT-4 as a judge to conduct the pairwise comparisons between model outputs.
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