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Abstract 

This study introduces a Multidisciplinary 

chILDhood cancer survivor question-

answering (MILD) bot designed to support 

childhood cancer survivors facing diverse 

challenges in their survivorship journey. In 

South Korea, a shortage of experts 

equipped to address these unique concerns 

comprehensively leaves survivors with 

limited access to reliable information. To 

bridge this gap, our MILD bot employs a 

dual-component model featuring an intent 

classifier and a semantic textual similarity 

model. The intent classifier first analyzes 

the user’s query to identify the underlying 

intent and match it with the most suitable 

expert who can provide advice. Then, the 

semantic textual similarity model identifies 

questions in a predefined dataset that 

closely align with the user’s query, ensuring 

the delivery of relevant responses. This 

proposed framework shows significant 

promise in offering timely, accurate, and 

high-quality information, effectively 

addressing a critical need for support 

among childhood cancer survivors. 

1 Introduction 

In recent decades, there have seen remarkable 

advancements in pediatric cancer survival rates, 

encompassing cancers diagnosed in children and 

adolescents aged 0 to 19 years (Siegel et al., 2024). 

Today, nearly 80% of these children achieve long-

term survivor (Argenziano et al., 2023). Similarly, 

                                                             
† Corresponding Author 

South Korea has achieved an impressive average 5-

year survival rate (2017-2021) for childhood 

cancer, reaching 86.5% (Korea Central Cancer 

Registry., 2023). However, the growing number of 

survivors highlights the need to address their 

complex psychological and social needs (Choi, 

2018; Lim, 2020). South Korea still lacks a 

comprehensive system for providing necessary 

psychosocial support (Kim et al., 2021), in contrast 

to the more developed systems in the United States 

(Kim et al., 2018). Furthermore, survivors often 

face challenges in accessing support services due 

to fears of disclosing their medical history and 

associated stigma, complicating their adjustment 

and well-being (Kim & Yi, 2012; Yi et al., 2014; 

Lown et al., 2015; Prasad & Goswami, 2021).  

The COVID-19 pandemic has accelerated the 

adoption of digital health technologies, including 

conversational agents, in oncological care (Briggs 

et al., 2022). These technologies are now crucial for 

cancer screening, patient education, symptom 

monitoring, and psychological support. Notable 

examples include ChemoFreebot, which aids 

breast cancer patients in self-care (Tawfik et al., 

2023), and Vivibot, which helps young adult cancer 

survivors manage anxiety (Greer et al., 2019). 

Despite their benefits, Wang et al. (2023) found that 

the use of conversational agents in cancer care 

remains limited, especially for childhood cancer 

survivors. 

To address the critical gap in support for 

childhood cancer survivors, we propose a 

multidisciplinary question-answering (QA) bot 
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named the Multidisciplinary chILDhood cancer 

survivor question-answering bot (MILD). This bot 

offers a stigma-free platform for accessing 

information, resources, and emotional support. 

Using data from 860 academic articles, 2 

publications, 18,565 news articles, 23 credible 

social media platforms, and 25 YouTube videos, we 

utilized OpenAI’s GPT-4 Turbo model to generate 

precise responses. Our MILD bot framework 

includes an intent classifier to understand user 

queries and a semantic textual similarity (STS) 

model to fetch relevant answers from a pre-

established database. The main contributions of 

this paper are: 

 Development of a MILD bot: Introducing 

the first QA bot tailored to offer diverse 

expert responses for childhood cancer 

survivors. 

 Construction of a domain-specific STS 

dataset: Enhancing our response model with 

a specialized STS dataset. 

 Evaluation with childhood cancer 

survivors: Testing the MILD bot with real 

users demonstrated its effectiveness and 

potential for real-life application. 

2 Background 

The core mechanism of the MILD bot for 

childhood cancer survivors is an STS model, which 

retrieves relevant answers. To enhance its 

performance, we investigated several Korean STS 

datasets for fine-tuning, as summarized in Table 1. 

Korean STS: Developed by Kakao Brain‡, this 

dataset features 8,628 sentence pairs created using 

round-trip translation from the English STS dataset. 

Sentences are labeled for similarity on a scale from 

0 (no similarity) to 5 (high similarity) (Ham et al., 

2020).  

KLUE STS: Part of the Korean Language 

Understanding Evaluation (KLUE) benchmark, 

this dataset includes 12,187 sentence pairs from 

practical contexts such as Airbnb reviews and news 

articles, providing a broad representation of real-

world language use (Park et al., 2021). 

Question pair v2: Curated from a non-domain 

specific online site, this dataset contains 6,888 

sentence pairs with binary labels: 0 for dissimilar 

sentences and 1 for similar sentences. 

                                                             
‡ https://www.kakaobrain.com/ 

ParaKQC: The Parallel Korean Questions and 

Commands (ParaKQC) dataset includes 100 sets of 

10 sentence pairs each, focusing on sentences with 

the same topic and intention. It does not use 

similarity labels, emphasizing parallel topics and 

intentions instead (Cho et al., 2020). 

Despite the availability of multiple Korean STS 

datasets, their limited size poses a challenge to 

significantly improving model performance. 

Moreover, none of these datasets pertains to the 

domain of childhood cancer, limiting their 

effectiveness in enhancing the model’s accuracy in 

this area. Consequently, in Section 3, we explore 

the development of a domain-specific STS dataset 

tailored to our model’s needs. 

3 Datasets for Childhood Cancer 

Survivors 

In our study, we utilized various datasets to develop 

the MILD bot model, including both the 

benchmark dataset discussed in Section 2 and new 

datasets created specifically for our research. Table 

2 provides an overview of all the datasets used. The 

new datasets are divided into two parts: training 

and inference QA. The training datasets are used 

for domain-adaptive training and fine-tuning of the 

models, while the inference QA dataset serves as a 

predefined database for the model to find the most 

appropriate answers. 

3.1 Training Dataset 

Childhood Cancer Survivor Domain Corpus:  

The Childhood Cancer Survivor (CCS) Domain 

Corpus was collected to enhance domain-adaptive 

training for our retrieval-based response model, 

which often struggles in untrained domains. 

Domain-adaptive training has been shown to 

significantly improve model performance 

Name Language 
Sentence 

pairs 
Label 

Korean 

STS 

English 

Korean 
8,628 0-5 

KLUE 

STS 

English 

Korean 
12,187 0-5 

Question 

pair v2 
Korean 6,888 0,1 

ParaKQC Korean 10,000 None 

Table 1:  Korean STS datasets. 
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(Gururangan et al., 2020), and even a small corpus 

can aid model specialization (Sanchez & Zhang, 

2022). Additionally, Yao et al. (2021) noted that 

expanding the vocabulary with domain-specific 

terms can boost performance when resources are 

limited. 

Childhood cancer survivors face concerns 

spanning medicine, law, and finance (Erdmann et 

al., 2021; Hendriks et al., 2021). To improve model 

quality, we collected 860 academic articles, papers, 

and 2 publications using keywords recommended 

by a psychosocial expert, such as “childhood 

cancer,” “childhood leukemia,” “childhood brain 

tumor,” and “pediatric oncology.” We also 

included online materials like news articles and 

posts related to childhood cancer, resulting in a 

corpus totaling 2.2GB. Despite our efforts to gather 

diverse sources, the specificity of the domain made 

it challenging to amass a large corpus. Therefore, 

following Yao et al. (2021)’s approach, we 

expanded the vocabulary with frequently occurring 

terms from the CCS Domain Corpus. More details 

can be found in Appendix A. 

Childhood Cancer Survivor STS: The CCS 

Semantic Textual Similarity (STS) dataset was 

developed to fine-tune pretrained models for 

improved performance in STS tasks within the 

childhood cancer domain. As we mentioned in 

Section 2, existing Korean STS datasets are small 

and lack relevance to childhood cancer, posing 

challenges for model training (Ban, 2021). To 

address this gap, we created a new dataset tailored 

to this domain, leveraging an inference QA dataset 

with 3,500 questions covering childhood cancer 

survivor concerns, inspired by Thakur et al. (2021). 

Figure 1 illustrates the overall process. We 

followed a three-step process: 

 Step 1. Data augmentation: To address the 

lack of a Korean STS dataset, we applied 

Gao et al. (2021)’s method, which 

demonstrated that Natural Language 

Inference (NLI) datasets can effectively 

enhance STS datasets. In our experiments, 

we utilized a Korean NLI dataset in three 

ways: (1) using “entailment” pairs as 

positive and “contradiction” pairs as 

negative, achieving a score of 0.8679; (2) 

assigning random similarity scores (0-1) to 

“contradiction” pairs, resulting in 0.8499; 

and (3) using only “entailment” pairs as 

positive, yielding the highest score of 0.8683. 

Notably, this third approach outperformed 

 Original New 

Purpose Training Training Inference QA 

Name 
KLUE 

(STS / NLI) 

Childhood 

Cancer Survivor 

Domain Corpus 

Childhood 

Cancer Survivor 

STS 

Expert QA 
Peer Survivor 

QA 

Source Airbnb, News 

860 Academic 

articles / papers, 

2 Publications, 

18,565 News 

articles 

Inference QA 

23 Social media 

platforms, 

Online survey, 

GPT-4 Turbo 

40 Academic 

articles / papers, 

25 YouTube 

videos 

Size 40,185 (sp*) 2.2GB 31,456 (sp) 
3,500 (qa**) 1,238 (qa) 

3,500 (qa) 

sp*: Sentence Pairs  qa**: Question-and-answer Pairs 

Table 2:  Datasets for childhood cancer survivors. 

 

Figure 1: Process for creating the childhood cancer 

survivor STS dataset. 
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the baseline STS dataset score of 0.8657. 

Based on these findings, we transformed the 

NLI dataset from the KLUE benchmark into 

an STS dataset by treating “entailment” 

labeled instances as positive pairs. We then 

merged the KLUE STS and NLI dataset to 

further improve performance. 

 Step 2. Model fine-tuning: We fine-tuned a 

cross-encoder model with the merged dataset. 

This model, pretrained on the CCS Domain 

Corpus, ensured a better understanding of 

the specific domain. 

 Step 3. Domain-specific dataset 

generation: Using the Faiss model (Johnson 

et al., 2017), we generated similar sentence 

pairs from the inference QA dataset to create 

a domain-specific dataset. For each question, 

Faiss identified nine similar questions, 

excluding the original question. Each pair 

was auto-labeled using a fine-tuned cross-

encoder model. The resulting dataset 

consists of 31,456 sentence pairs, all related 

to the childhood cancer domain, providing a 

substantial amount of data to train the model.  

3.2 Inference QA Dataset 

The inference QA dataset serves as the predefined 

database that our MILD bot model uses to select 

the most suitable responses. This dataset includes 

two question-and-answer pair databases (see 

examples in Appendix Table 7). 

Expert QA: The Expert QA dataset includes 

opinions and solutions from three main expert 

groups: pediatric oncologists, social workers, and 

psychological and mental health professionals, 

focusing on childhood cancer survivors. We 

collected inquiries from 23 social media platforms, 

                                                             
§ https://www.kclf.org/en/ 
** https://www.soaam.or.kr/english/ 

including the Korea Childhood Leukemia 

Foundation§, Korea Association for Children with 

Leukemia and Cancer**, and the National Cancer 

Information Center †† . Additionally, an online 

survey with 119 childhood cancer survivors 

provided 1,283 genuine questions, reflecting their 

true concerns. All survey questions received IRB 

approval from the University Ethics Committee. 

We used GPT-4 Turbo to generate responses, 

assigning it the roles of the selected experts. Eleven 

experts (6 social workers, 3 psychological and 

mental health professionals, and 2 pediatric 

oncologists) evaluated the responses on overall 

quality, factuality, completeness, ease of 

understanding, and empathy (Xu et al., 2023) using 

a 6-point Likert scale (Chomeya, 2010). Table 3 

presents the evaluation scores. On average, the 

responses scored above 4 points across all aspects, 

indicating that GPT-4 Turbo’s answers are highly 

valuable for childhood cancer survivors. To further 

assess the quality of GPT-4 Turbo’s responses, we 

compared them with answers collected from 23 

social media platforms.  Experts consistently 

preferred GPT-4 Turbo’s responses due to their 

informational richness and generally longer, more 

comprehensive style.  

In cases where the GPT-4 Turbo responses were 

found unsatisfactory, experts provided gold-

standard responses to ensure accuracy and 

completeness. We then refined the responses by 

incorporating expert feedback and applying few-

shot prompting techniques (Brown et al., 2020), 

using real expert responses as references. 

Peer Survivor QA: The Peer Survivor QA 

dataset is a key contribution, providing answers 

from actual peer survivors to childhood cancer 

survivors. The online survey revealed that 

participants preferred and felt greater empathy 

†† https://www.cancer.go.kr/ 

 Overall Quality Factuality Completeness 
Ease of 

Understanding 
Empathy 

Experts 4.98 (0.72) 4.99 (0.73) 4.84 (0.75) 4.90 (0.77) 4.84 (0.87) 

Childhood 

Cancer 

Survivors 

4.36 (0.63) 4.57 (1.22) 4.64 (1.15) 5.43 (0.65) 4.5 (1.09) 

Table 3:  Evaluation results of chatbot responses by experts and childhood cancer survivors (Numbers in 

parentheses indicate the standard deviation). 
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from peer survivors’ responses. Although these 

answers may lack detailed information, they offer 

valuable insights and experiences. 

To gather authentic utterances from peer 

survivors, we meticulously extracted real interview 

responses from 40 academic articles and 25 

YouTube videos. Our efforts focused on 

aggregating and anonymizing these utterances to 

ensure both authenticity and privacy. This dataset 

includes 1,283 responses from the 3,500 questions 

in the inference QA dataset, as we could not obtain 

peer survivors’ answers for all questions. 

4 The Proposed Scheme 

The MILD bot consists of two main components. 

First, an intent classifier identifies the intention 

behind the survivors’ queries. Then, an STS model 

matches the query with the most relevant question 

from the Expert QA and Peer Survivor QA datasets. 

Based on survivors’ preferences, the system 

retrieves the most appropriate response. Figure 2 

illustrates the overall architecture of our MILD bot 

model. 

4.1 Intent Classifier 

To address survivors’ questions, we developed an 

intent classifier to match each query with the 

appropriate expert. The first step involved creating 

a training dataset. A psychosocial expert 

categorized sample questions in the inference QA 

dataset into three groups: pediatric oncologists, 

social workers, or psychological and mental health 

professionals. Questions relevant to multiple 

groups were assigned to all applicable groups for 

comprehensive responses. 

This categorized dataset was used as a few-shot 

learning sample for GPT-4 Turbo, creating a cost-

effective training set. According to the recent 

studies, GPT-4 excels in natural language 

reasoning tasks (Liu et al., 2023; Gilardi et al., 

2023). After generating a labeled dataset with GPT-

4 Turbo, we fine-tuned our intent classifier. The 

results are detailed in Section 5. 

Although the inference QA dataset for the MILD 

bot includes responses from experts across all 

domains for every question, providing all answers 

simultaneously can overwhelm childhood cancer 

survivors. Additionally, not all questions require 

responses from every expert; for instance, detailed 

medical inquiries do not need input from social 

workers or mental health professionals. On the 

other hand, questions that involve multiple areas of 

expertise—such as those requiring empathetic 

support—benefit from responses from all relevant 

sources, including peer survivors. With the help of 

an intent classifier, the MILD bot ensures that users 

receive comprehensive, informative, and 

empathetic responses tailored to their specific 

needs. 

Figure 2: MILD Bot framework. The MILD Bot operates only if a similar question exists in the database. If the 

user’s query is not relevant to the predefined database, the MILD Bot refrains from answering and instead 

responds with, “We are not ready for that query,” to maintain accuracy. 
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4.2 Domain-specific STS Model 

STS quantitatively measures the semantic 

similarity between texts (Yang et al., 2020). We 

used the STS task to match survivors’ questions 

with those in the inference QA dataset to find the 

most semantically similar questions. This helps 

identify the most appropriate answers within a 

constrained source environment. 

While a bi-encoder architecture is generally less 

precise than a cross-encoder, it offers faster 

response times and requires fewer resources 

(Reimers & Gurevych, 2019). To enhance 

performance, we applied domain-adaptive training 

and fine-tuned the model using a targeted STS 

dataset, as detailed in Section 3. Upon receiving a 

query, the model retrieves one or two answers from 

the inference QA dataset based on its intent. If the 

dataset lacks questions similar to the user’s query, 

the MILD bot avoids providing an answer rather 

than offering the closet match. After evaluating 

various thresholds, we found that a similarity score 

of 0.6 optimizes the bot’s performance. 

5 Experiment 

We conducted experiments to enhance our MILD 

bot’s performance, evaluating different Korean 

pretrained language models for optimal training 

efficiency. 

First, we chose KcBERT (Lee, 2020) for its 

robust handling of typological errors, given its 

pretraining on a large online corpus. Second, we 

selected KM-BERT (Kim et al., 2022), pretrained 

on a Korean medical corpus, to better understand 

medical terminology. Finally, we chose KLUE 

BERT (Kim et al., 2023) for its superior 

performance among Korean BERT models. 

We fine-tuned the intent classifier using these 

models to assess their impact on performance. Our 

evaluation included domain-adaptive training and 

an ablation study to refine its effectiveness. 

Additionally, we conducted a human evaluation 

with 14 childhood cancer survivors who interacted 

with our MILD bot. 

5.1 Training an Intent Classifier 

As described in Section 4, we developed a cost-

effective multi-label dataset using GPT-4 Turbo to 

automatically label the inference QA dataset. We 

tested various Korean BERT models to identify the 

best performer. The dataset, comprising 3,500 

questions, was split into training, validation, and 

testing sets in a 7:1.5:1.5 ratio. 

To evaluate multi-label performance, we 

calculated the Exact-Match Ratio (EMR) and 

label-based weighted scores for precision, recall, 

and F1-score. The results, shown in Table 4, 

indicate that the KLUE BERT model outperformed 

the others. 

Korean 

BERT 
EMR Precision Recall 

F1-

score 

KcBERT 0.72 0.87 0.89 0.88 

KM-

BERT 
0.74 0.89 0.89 0.89 

KLUE 

BERT 
0.76 0.90 0.90 0.90 

Table 4:  Evaluation metrics of an intent classifier. 

 

Setting Cosine-pearson Euclidean-pearson Dot-pearson 

KLUE BERT 0.77 0.81 0.75 

KLUE BERT  

w/ DAT* 
0.86 0.88 0.87 

KLUE BERT  

w/ Expanded Vocab** / DAT 
0.86 0.88 0.86 

KLUE BERT  

w/ Expanded Vocab /  

DAT / CCS STS*** 

0.93 0.91 0.90 

w/ DAT*: with Domain Adaptive Training 

w/ Expanded Vocab**: Pretraining on Expanded Vocabulary 

w / CCS STS***: Fine-tuning with CCS STS Dataset 

Table 5:  Evaluation metrics of domain-adaptive training. 
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5.2 Domain-adaptive Training 

Based on the findings from Section 5.1, we selected 

KLUE BERT for domain-adaptive training. We 

conducted an ablation study with four scenarios to 

demonstrate its effectiveness: 

 Using the pretrained KLUE BERT as a 

baseline. 

 Pretraining KLUE BERT with a CCS 
Domain Corpus. 

 Pretraining KLUE BERT with an expanded 

vocabulary and the CCS Domain Corpus. 

 Pretraining KLUE BERT with both an 

expanded vocabulary and the domain-

specific corpus, further fine-tuned using the 

CCS STS dataset. 

To assess performance in the STS task, we 

compiled a test dataset combining sentence pairs 

from KLUE STS, KLUE NLI, and CCS STS 

datasets. We trained the model with a learning rate 

of 0.05 using the AdamW optimizer over 5 epochs. 

The results, shown in Table 5, indicate that 

domain-adaptive training is particularly effective 

for the childhood cancer domain. Adding 294 

words to KLUE BERT’s existing 32,000-word 

vocabulary did not significantly impact 

performance. Notably, the creation of a domain-

specific STS dataset significantly improved 

performance. 

5.3 Human Evaluation 

We evaluated the MILD Bot with 14 participants 

aged 20 to 41, all of whom had been diagnosed 

with cancer during their childhood or adolescence 

in South Korea, using the ngrok service (see 

Appendix C for details). To mitigate potential risks, 

survivors under the age of 20 were excluded from 

the study. Over two weeks, each participant 

engaged with the MILD bot in at least 10 sessions, 

each lasting over 15 minutes and involving 10 to 

20 questions per session. In the final session, 

participants completed an online survey using the 

same evaluation criteria as the expert evaluation. 

The results are shown in Table 3. Participants rated 

their overall satisfaction and the usefulness of the 

MILD bot an average of 3.78 out of 5 points. 

Moreover, all participants expressed a desire to 

reuse the MILD bot. 

6 Conclusion 

We developed the MILD bot, a multidisciplinary 

question-answering bot specifically for childhood 

cancer survivors. Based on survey findings, we 

prioritized providing accurate information with 

empathetic tones. To build the bot, we gathered 

diverse data from academic articles, social media, 

YouTube, news sources, and peer survivors’ 

utterances. Using these datasets, we performed 

domain adaptive training on the KLUE BERT 

model to enhance MILD bot’s understanding of 

relevant information. The MILD bot features an 

intent classifier to identify query intentions and an 

STS model to retrieve and provide the most 

appropriate answers from a predefined database, 

ensuring precise information tailored to the needs 

of childhood cancer survivors. 

7 Limitations and Future Works 

While our study demonstrates the MILD bot’s 

effectiveness in the childhood cancer domain, we 

identified some limitations in both the dataset and 

the model. The lack of a comprehensive CCS 

Domain Corpus limits the model’s performance. 

Despite our efforts, the domain-specific data 

remains insufficient, with our corpus size at 2.2GB, 

relatively small compared to other studies 

(Chalkidis et al., 2020; Rasmy et al., 2021; Syed & 

Chung, 2021). Future research will focus on 

augmenting the dataset with translated English-

language data. Moreover, testing with 14 childhood 

cancer survivors revealed the need for medical 

expertise in addressing specific questions. We plan 

to expand the dataset with more cancer-related 

information, guided by pediatric oncologists. 

Although Retrieval-Augmented Generation 

(RAG) systems are widely adopted in modern QA 

tasks, we chose a retrieval-only approach. Since 

this is the first attempt to develop an informational 

chatbot specifically for childhood cancer survivors, 

we adopted a conservative stance to ensure user 

safety, given the sensitivity of the target population. 

While RAG systems offer advantages, they can 

also generate incorrect answers when retrieved 

resources contain conflicting information (Barnett 

et al., 2024, Feldman et al., 2024). After expanding 

the dataset to cover a broader range of questions, 

we plan to compare the performance of a RAG-

based system with our current retrieval-only 

approach. 
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A Expanded Vocabulary 

To select the domain-specific vocabulary and avoid 

out-of-vocabulary issues, we followed these steps: 

We aimed to extract only relevant data from the 

CCS domain corpus by counting the frequency of 

each noun and including new nouns only if they 

occurred more than 100 times. This process 

automatically excluded authors’ names and paper-

related words. Given the original vocabulary size 

of KLUE BERT, which includes 32,000 words, we 

ultimately added only 294 new words. Figure 3 

illustrates the overall process of adding new 

vocabulary, and Table 6 provides samples of the 

expanded vocabulary.  

Figure 3: Vocabulary Expansion Process 

B Examples of Datasets 

Among the 3,500 pairs in the inference QA dataset, the 

Expert QA subset included 3,500 question-and-answer 

pairs, while the Peer Survivor QA subset comprises 

1,283 question-and-answer pairs. Questions in both 

datasets were collected from diverse sources as 

mentioned in Section 3, but the responses were sourced 

differently. In the Expert QA, all responses were 

generated by GPT-4 Turbo.  Although we initially 

collected responses from various sources, we 

generated new responses based on these originals to 

incorporate expert’s tone and empathetic nuances. 

Furthermore, for questions from the online survey, we 

could not collect responses. 

In contrast, the Peer Survivor QA dataset features 

responses collected directly from sources, reflecting 

real experiences of peer survivors. To avoid generating 

potentially inaccurate or fabricated responses, we 

deliberately chose not to generate these responses. 

Table 7 provides samples of question-and-answer pairs 

from each dataset. Given that GPT-4 Turbo responses 

tend to be detailed and lengthy, we abbreviated them in 

Table 7 to highlight difference between each expert. 

Inference QA Dataset 

Question 

Expert QA Peer Survivor QA 

Pediatric Oncologist Social worker 

Psychological and 

Mental Health 

Professionals 

Peer Survivor 

How should I take 

care of my health 

after recovering 

from cancer? 

Managing health is 

very important. Even 

after recovery, it is 

necessary to regularly 

check for 

recurrences… 

Childhood cancer 

survivors may need 

special health care due 

to the effects of their 

treatment…. 

After recovering from 

the cancer, it is most 

important to regularly 

check both physical 

and mental health. … 

A survivor visited a 

Cancer Survivor 

Support Center and 

consulted a counselor 

on how to manage their 

health. … 

Should I talk about 

my cancer 

experience with 

others? 

Deciding whether to 

share your cancer 

experience with others 

is entirely a personal 

choice. … 

… Sharing your story 

can have different 

significance for each 

person. Some may 

choose to share their 

experience … 

… However, it’s 

crucial to remember 

that the decision is 

entirely yours. Your 

willingness to share… 

Individuals who had 

experienced childhood 

cancer mentioned that 

they felt the need to 

disclose their 

experience … 

Table 7:  Examples of inference QA dataset 

 
Expanded Vocabulary 

 Sick children Erythrosis Brain tumor 

Antigen Leukocyte Platelet 

Serum Wilms Cancer School age 

Stomatitis Alopecia 
Childhood 

Cancer 

Table 6:  Samples of expanded vocabulary 
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C Testing of the MILD Bot 

For testing our MILD bot, we created a temporary web-

based bot service using ngrok, allowing 14 participants 

to easily access the MILD bot via a provided URL. 

During the test, we collected each question they asked 

and immediately aggregated them into the original 

dataset. Table 8 shows samples of their questions. 

Figure 4 shows the main web GUI participants 

encountered when they accessed the URL. The main 

web page displayed the following message: 

“Hello. I am the bot here to help with questions from 

childhood survivors. During our conversation, you can 

ask anything related to childhood cancer. Each 

response will include input from various expert groups 

(pediatric oncologist, social worker, psychological and 

mental health professional) or peer survivors. You have 

15 minutes to freely ask your questions. When you want 

to end the conversation, type ‘end’ in the chat box. 

Let’s begin. Before starting, please enter your 4-digit 

identification number (numbers only, no spaces).” 

 

 

Figure 4: MILD bot main web GUI 

 

Questions 

 1 

How many days does it take for the blood type to 

change after all allogeneic hematopoietic stem 

cell transplant? 

2 
Why is the strongest chemotherapy administered 

for 7 days before a bone marrow transplant? 

3 
Why does my spine hurt so much after receiving 

an immune-boosting injection? 

Table 8:  Sample questions 
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