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Abstract

As long-context large language models (LLMs)
gain increasing attention for their ability to
handle extensive inputs, the demand for ef-
fective evaluation methods has become crit-
ical. Existing evaluation methods, however,
fall short: needle-in-a-haystack (NIAH) and
its variants are overly simplistic, while creat-
ing realistic benchmarks is prohibitively ex-
pensive due to extensive human annotation re-
quirements. To bridge this gap, we propose
TAIL, an automatic toolkit for creating realistic
evaluation benchmarks and assessing the per-
formance of long-context LLMs. With TAIL,
users can customize the building of a long-
context, document-grounded QA benchmark
and obtain visualized performance metrics of
evaluated models. TAIL has the advantage of
requiring minimal human annotation and gener-
ating natural questions based on user-provided
long-context documents. We apply TAIL to
construct a benchmark encompassing multiple
expert domains, such as finance, law, patent,
and scientific literature. We then evaluate four
state-of-the-art long-context LLMs using this
benchmark. Results show that all the evaluated
LLMs experience varying degrees of perfor-
mance degradation as context lengths increase.

(»] https://github.com/yale-nlp/TAIL

1 Introduction

The rise of long-context large language models
(LLMs) has opened new possibilities for applica-
tions requiring comprehensive understanding and
processing of extensive input context (Liu et al.,
2023; Ding et al., 2023; Su et al., 2023; Peng et al.,
2023; Gu and Dao, 2024). However, the evaluation
of long-context LLLMs poses unique challenges.

A line of research involves directly inserting spe-
cific document-irrelevant information into lengthy
documents and querying about them, i.e., needle-
in-a-haystack (NIAH) and its variants (Song et al.,

Ruoxi Ning?

2University of Warterloo

Arman Cohan'3
3 Allen Institute for Al

Yanan Zheng'

h i

: QA { '

' pooooo Quality ¢ !

' g Check { '

i ! 0 { '
H - : ¢

o Gold . ! N

i @ |Paragraph g ﬂ QAW ‘ Te_st_ le_a_m_ple !

- > l ! : : o

Pl 3 : - ! =

E | ' =l

= : RAG-based | : ___, ' .

0 Filter ' k vt

' ! ! po

: ! oAy

Extracted
Data Passages

Figure 1: TAIL’s workflow begins by constructing a
long document from user-provided source data. It then
identifies multiple “gold paragraphs” at various depths
within this haystack. Using these gold paragraphs, TAIL
generates high-quality question-answer pairs through
its QA generation module, ensuring that each pair cor-
responds to a single identified paragraph. These pairs
are then verified by the quality check module. The
RAG-based filter further refines the collection by re-
moving QA pairs that can be answered using multiple
paragraphs within the test examples. Finally, TAIL as-
sembles a benchmark from the remaining high-quality
QA-test document pairs.

2024; Hsieh et al., 2024; Kuratov et al., 2024).
However, the content and style of the inserted
text differ significantly from the original document.
These substantial distribution differences do not
reflect real-world scenarios when dealing with long
contexts and could influence the evaluation of the
LLMs’ long-context capabilities. Furthermore, the
NIAH method is too simplistic that current models
easily achieve nearly 100% in the test. Another line
of research, such as LongBench (Bai et al., 2024)
and LV-Eval (Yuan et al., 2024), follows the tra-
ditional evaluation protocols and directly extends
the context lengths of test data. However, the docu-
ments included are typically limited to a maximum
of 40K tokens and require expensive human anno-
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tation, making it challenging to extend to longer
contexts based on user-specific needs.

To address the aforementioned limitations and
build upon the existing lines of research, we de-
velop TAIL, a Toolkit for Automatic and Reallstic
Long-context LLM evaluation creating reliable
and high-quality evaluation benchmarks for long-
context LLLMs automatically. TAIL is designed to
generate natural and reliable QAs at specific depths
of long documents for creating high-quality evalu-
ation benchmarks. The main contributions of our
work are as follows:

* We develop a new toolkit, TAIL, for automatic
benchmark building and evaluation for long-
context LLMs. TAIL offers the advantage of
generating benchmarks of any length from user-
provided documents while producing more natu-
ral QA pairs without inserting new information.

* We collect source documents from a variety of
specialized domains and build a long-context
evaluation benchmark using TAIL.

* We use TAIL to evaluate four long-context LLMs
on the generated benchmark. Our experimental
results reveal that all the evaluated LLMs experi-
ence varying degrees of performance degradation
as context lengths increase.

2 Related Work

Needle In A Haystack (NIAH) benchmarks, re-
quiring models to retrieve randomly inserted sen-
tences or facts within a long sequence, provide
an automatic way to build a benchmark (Kam-
radt, 2023). Besides the vanilla NIAH task, ad-
vanced NIAH techniques are further developed,
including techniques of multiple needles (Kuratov
et al., 2024), confusing facts (Yuan et al., 2024),
counting needles (Song et al., 2024) and simple
reasoning (Hsieh et al., 2024). However, with
automatically-generated QA pairs, current NIAH
benchmarks suffer from the problem that ques-
tions are often irrelevant to the rest of the contexts
and might be solved simply by retrieval instead
of long-context reasoning and understanding abili-
ties (Goldman et al., 2024).

Compared to NIAH benchmarks, realistic bench-
marks comprise a wider range of tasks relevant
to real-world needs by including tasks like sum-
marization (Laban et al., 2024; Zhou et al., 2023),
numerical reasoning (Zhao et al., 2024), and multi-
hop reasoning (Wang et al., 2024; Ni et al., 2024)

and spanning over multiple domains like code (Bo-
gomolov et al., 2024), medical (Fan et al., 2024),
novel (Wang et al., 2024; Karpinska et al., 2024),
legal, finance, and etc. (Kwan et al., 2024). There
also exist comprehensive realistic benchmarks en-
compassing multiple tasks like L-Eval (An et al.,
2023), LongBench (Bai et al., 2024), LooGLE (Li
et al., 2023), coBench (Zhang et al., 2024) and
BAMBOO (Dong et al., 2024). Due to the irregu-
larity of question types, realistic benchmarks are
usually either not long enough (less than 100k to-
kens), or expensive to collect and annotate. TAIL
seeks to address both realistic needs and reduce hu-
man annotation when creating long-context bench-
marks.

3 The TAIL Toolkit

This section provides an overview of the TAIL
workflow!, highlighting the main components and
their interactions as illustrated in Figure 1. TAIL
consists of three key components:

* End-to-end Benchmark Generation. This com-
ponent consists of four steps. Given source data
of varying lengths, TAIL first composes a long-
context document (§3.1).

TAIL then extracts multiple paragraphs at desig-
nated depths from the composed long documents
as “gold paragraphs’ and generates QAs based on
those paragraphs. Then, to ensure high-quality
QA pairs, TAIL uses a quality checker to filter
out QAs that cannot be correctly answered even
if given the gold paragraph as references (§3.2).

We now have a long document and QA pairs (to-
gether with their golden paragraphs containing
the answer) at different locations in the long se-
quence. This long document has a maximum
specified length. Finally, TAIL has an extraction
module to further extract test data of different
lengths from the long document, e.g., from 4K to
maximum length set by users (§3.3). Note that
these test data of different lengths coming from
the same long-context documents share exactly
the same QAs, thus ensuring control of variables
when assessing long-context abilities.

* Further Data Validation. In addition to the
low-quality QAs mentioned previously, since we
want to test LLM’s ability to generate answers
towards a specific depth from the test document,

'We provide detailed documentation on using the TAIL at
https://yale-nlp.github.io/TAIL/.
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there are also other types of inappropriate QAs,
such as QAs that can be answered by other para-
graphs/chunks from test documents other than
the gold paragraphs. To address this problem,
TAIL utilizes another Retrieval Augmented Gen-
eration (RAG)-based filter to remove such inap-
propriate generations (§3.4).

* Out-of-the-box LLLM Evaluation and Perfor-
mance Visualization. While providing function-
ality for constructing long-context benchmarks,
TAIL also implements an efficient pipeline for
long-context evaluation and result visualization
(i.e., heatmap and line chart) (§3.5).

3.1 Long-context Document Preparation

TAIL is designed to compose long-context docu-
ments based on input texts of any length. The pre-
pared input texts for constructing the long sequence
are intended to meet the specified maximum length
requirement of evaluated models.

For instance, if users want to generate a bench-
mark with 128k tokens to evaluate LLMs, input
texts that are 128k tokens long are needed. If the
texts users have prepared aren’t long enough to
meet the above requirement, we suggest combin-
ing multiple shorter inputs that are similar to each
other in content. Users can select texts from the
same domain or with related topics to create a co-
hesive, longer-context document. This approach
ensures the combined text maintains coherence and
relevance while providing sufficient length for the
benchmark, and is similar to those in Kamradt
(2023), where they build a long document using
218 essays from Paul Graham for the NIAH test.

3.2 QA generation

TAIL generates question-answer pairs using the
long-context document provided by users through
a three-step process. First, it extracts paragraphs
from the long document according to the depth
list (i.e., locations in the input) the user specifies.
Next, it creates QA pairs based on these selected
paragraphs. Finally, TAIL checks the quality of
the generated QA pairs, regenerating any that are
deemed low-quality.

Gold Paragraph Extraction Rather than using
original paragraphs to generate questions, we first
divide the long document into equal-length seg-
ments and use these to generate QAs. We refer to
these segments as “paragraphs” throughout the text.
In practice, the segment size is set to 600 words to

ensure each segments contains enough information
to generate a relevant question. Secondly, based
on the depth list provided by the users, TAIL ex-
tracts the chunks at these specified depths to serve
as “gold paragraphs”.

LLM-based QA Generation After obtaining all
the gold paragraphs, we use GPT-40 to generate
multiple-choice questions based on each individual
gold paragraph. The specific prompt used for this
stage is provided in Figure 2 in the appendix. In
pilot study we found that GPT-4o0 is capable of gen-
erating reasonable QA pairs and we further perform
a filtering step to only retain high quality questions.
When generating QA pairs, we ensure that each
question is based on only one gold paragraph. We
set the number of choices for each question to six,
with only one correct answer, which will reduce the
chances of correct answers through random guess-
ing. We chose multiple choice format as opposed
to free form generation as it facilitates directly cal-
culating performance metrics.

Quality Checking To filter out low-quality
questions-answer pairs GPT-40 may generate,
TAIL facilitates a quality check procedure. We
prompt GPT-4o0 to answer each question based on
the gold paragraph which used to generate this
question. The specific prompt is provided in Fig-
ure 7 in the appendix. If a QA pair cannot be
correctly answered in this step, it is considered po-
tentially low-quality and the module iterates back
to generate a new pair based on the same gold
paragraph. This process may repeat several times,
ultimately resulting in higher-quality QA pairs that
accurately reflect the content of their respective
gold paragraphs with no confusion. However, some
gold paragraphs may be unsuitable for QA genera-
tion (e.g., those containing minimal information),
which could lead to an infinite loop. To prevent
this, we’ve implemented a stopping mechanism
that triggers after five unsuccessful attempts. In
such cases, we replace the current gold paragraph
with the preceding text chunk to serve as the new
gold paragraph.

Human Validation To further examine the qual-
ity of the generated QA pairs, we randomly select
100 out of the total 400 generated QA pairs and
assign human evaluators to examine their quality.
The detailed validation procedure is listed in ap-
pendix A.2 . The results show that 92% of the
samples are both clear and correct, indicating high
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quality of the generated benchmark.

Question Generation Prompt

[System Input]:

You are a helpful Al bot that generates simple and
detailed multiple choice question and its respective
answer based on a context in the format of JSON.
Each question should have options A, B, C, D, E and
F and only one correct answer. Question should be
clear and has no confusion. Answers should be a
single character.

[User Input]:
Here’s the context:
{context}
Please respond in the format of json.

Figure 2: Example of Prompt for QA generatetion in
§3.2.

3.3 Test Example Construction

Our test example is defined as a question with a
test document containing evidence for the ques-
tion. After obtaining the long-context document
and high-quality QAs (each with a gold paragraph),
TAIL then utilizes them to construct test examples
of different lengths. It’s noteworthy that we gen-
erate test examples of different lengths using the
same long-context document. This is necessary
because when evaluating the long-context capabili-
ties, it’s important to test at various lengths while
keeping other variables (e.g., difficulty of the prob-
lem) constant. Such a strategy ensures consistent
control over questions and documents. Given a
question together with its gold paragraph, a pre-
defined document length, and a question depth, this
component automatically extracts related passages
from the long document. These extracted passages
meet the required depth and length conditions.

These extracted passages together with questions
serve as test examples for the benchmark. LLMs
are then evaluated to answer each question given
the corresponding test documents. Since test doc-
uments are created through extraction, their maxi-
mum length is guaranteed not to exceed the length
of the haystack.

To better illustrate how different components
collaborate to generate QA pairs and test examples,
the algorithms for QA generation and text example
construction are provided in 1.
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Figure 3: Illustrations demonstrating how the text exam-
ple formulation module works to build test examples of
varying lengths while maintaining the gold paragraph at
a consistent depth from the long document.

3.4 RAG-based Filter

In some cases, a question might be answerable by
multiple other paragraphs in the document, allow-
ing LLMs to derive correct answers without the
specific gold paragraph. For example, in a patent
document, an author may highlight two key advan-
tages of his invention at the beginning and elaborate
on each benefit in subsequent paragraphs. Even if
the beginning paragraph is omitted, LLMs could
potentially obtain the correct answer by piecing to-
gether information from the remaining paragraphs.
We need to avoid these questions as we aim to
evaluate a model’s ability to answer each question
based on a paragraph from a specific depth. To
ensure each question is answerable by only one
specific paragraph from the test example, we im-
plemented a RAG-based filter within TAIL. Af-
ter obtaining QA, we use embedding models, i.e.,
text-embedding-3-large (OpenAl, 2024b), to em-
bed them and calculate cosine similarity to extract
the top 5 related paragraphs from the test document
(we make sure the paragraph that used to generate
this QA is excluded). We ask GPT-40 to answer
the QA based on these paragraphs. QA passes the
test if GPT-40 cannot generate the correct answer
given the top 5 related paragraphs, otherwise we
will switch to QA generation module to regenerate
another QA. Following the same strategy in §3.2,
we set a stop mechanism to avoid infinite loop and
replace the current gold paragraph with the preced-
ing text chunk to serve as the new gold paragraph.

3.5 LLM Evaluation and Result Visualization

TAIL provides a ready-to-use evaluation module
that enables users to easily test state-of-the-art
LLMs on their generated benchmarks. We im-
plement open-source models using vLLM (Kwon
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Figure 4: A demonstration on how the RAG-based filter
works to filter out questions that can be answered by
multiple paragraphs in the test example.

et al., 2023), and OpenAl API interface for com-
mercial LLMs. For each benchmark question, mod-
els are prompted to think step by step and give
answers given the long context input and the ques-
tion. Then we use GPT-40-mini to map the LLM-
generated output to one of the multiple-choice op-
tions. To balance the mitigation of randomness, we
set the temperature to O for inference.

TAIL provides several visualization tools, in-
cluding heatmap graph, line chart, and weighted
average scores. (1) Heatmap graph, similar to the
visualization in NIAH, is a 2D box graph used to
observe LLMs’ performance in different depths and
context lengths intuitively. (2) Line chart is used
to compare LLMs’ performance across context
lengths. (3) Following the model ranking criteria
introduced by RULER (Hsieh et al., 2024), TAIL
offers two weighted average scores to aggregate
model performance across various context sizes:
wAvg. (inc) and wAvg. (dec). In wAvg. (inc),
the weight linearly increases with sequence length,
while in wAvg. (dec), it linearly decreases. The
wAvg. (inc) score emphasizes models’ ability to
handle longer texts, whereas the wAvg. (dec) score
focuses more on their performance with shorter
texts. This dual scoring approach provides a com-
prehensive evaluation of model performance across
various text lengths. We provide the algorithm for
TAIL workflow in Algorithm 1.

Algorithm 1 QA Generation and Quality Checking

Require: Input: D, T, L
{ D denotes the user-defined target depth set, 7" denotes the
target token length set, and L denotes the long document. }

Ensure: Output: QA and documents pairs

1: for depthin D do

: gold_paragraph < find_paragraphs(L, depth)
3: QA < generate_QA(gold_paragraph)
4:  if GPT-40 cannot answer QA correcly based sorely on
the gold_paragraph then

5: regenerate a new QA

6: end if
rag context <— top 5 related paragraphs to QA(exclude
gold paragraph)

7:  if GPT-4o0 can correctly answer the question based on
rag context then

8: regenerate a new QA

9: end if

10:  for token_length in 7" do

11: test document <— extract_passage(depth, to-

ken_length)

12: return { QA, test document}

13: end for

14: end for

Domain|Source Document| Average Token |Question

Numbers Lengths per Doc | Numbers
Finance 10 90.5k 190
Patent 10 74.7k 190
Legal 10 68.2k 190
Paper 30 18.7k 190

Table 1: Statistic of the TAIL-constructed benchmark.

4 Experiments and Results

Next, we demonstrate how TAIL is utilized to evalu-
ate nine long-context LLMs across four specialized
domains: finance, patents, legal, and scientific pa-
pers. We present the results for these nine evaluated
LLMs and provide a detailed analysis.

4.1 Benchmark Construction

To make our benchmark fit into real-world scenar-
ios, we collected a variety of source documents
from four expert domains, including government fi-
nancial reports, patent documents, legal documents
from Scotland Court, and scientific papers from
Arxiv. We retained plain text while removing fig-
ures and tables. This decision was made for two
reasons: firstly, some models are not multimodal
and cannot process images; secondly, tables may
require specialized reasoning ability but we only
want to test LLMs ability to process plain texts.
All the collected documents are released in 2024
to mitigate pre-training data contamination for the
models being evaluated. We used TAIL to generate
documents ranging from 8k to 128k tokens, increas-
ing in 8k-token increments for each domain. The
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Figure 5: Heatmap showing the average results of two LLMs on the cross-domain benchmark generated with TAIL.
The left panel shows results for GLM-4-9B-chat, while the right panel displays results for GPT-4o0.

maximum length was set to 128k tokens, aligning
with the context limits of most LLMs being evalu-
ated at the time of writing. We generated questions
at varying depths throughout each document, start-
ing at 5% and increasing in 5% increments up to
95%. The detailed statistic of our benchmark is
shown in Table 1. 2

4.2 Models & Inference Setup

We evaluated two commercial and seven open-
source long-context LLMs on the constructed
benchmark: GPT-40 (OpenAl, 2024a), Gemini-
1.5-flash (Gemini, 2024), LLaMA-3.1-8B-Instruct,
LLaMA-3.1-70B-Instuct-AWQ(AI@Meta, 2024),
GLM-4-9B-chat (GLM et al.,, 2024), Qwen2-
7B-Instruct(Yang et al., 2024), Qwen2.5-72B-
Instruct-AWQ(Team, 2024), Phi-3-small-128k (Ab-
din et al., 2024) and Llama-3-8B-ProLong-512k-
Instruct(Gao et al., 2024). All the evaluated mod-
els support context lengths of up to 128k tokens,
with the exception of Llama-3-8B-ProLong-512k-
Instruct and Gemini-1.5-Flash, which support up to
512k and 1 million tokens, respectively. TAIL eval-
uates all open-source models using vVLLM (Kwon
et al., 2023), while utilizing API calls for commer-
cial LLMs. For our inference process, we set the
temperature parameter to O and limit the maximum
output to 512 tokens. The prompt for testing is
provided in Figure 7 in the appendix.

*We realized the TAIL generated benchmark on hug-
gingface at https://huggingface.co/datasets/
yale-nlp/TAIL.

4.3 Results

The main results are in Table 2, which shows the
long-context performance of different LLMs at var-
ious context lengths. Figure 6 demonstrate each
models’ performance across different depths and
context lengths. Figure 5 presents heatmaps illus-
trating long-context scores of different depths and
lengths. Our main findings are as follows.

All LLMs experience performance degradation
as the context lengths increase on the bench-
mark. The top-performing model on this bench-
mark is GPT-40, with an average accuaracy of
88.84%. Qwen2.5-72B-Instruct, which leverages
YaRN to enhance model length extrapolation and
has a large parameter size, stand out to be the best
performing open-source model we tested. Though
the top 4 models we tested can achieve over 90%
accuracy when processing 8k tokens length docu-
ment, their accuracy drops to less then 70% when
the document context length extends to 128k to-
kens. For other open-source models with fewer
than 10 billion parameters, accuracy drops to
around 60% when context lengths exceed 64k to-
kens.

The Benchmark generated by TAIL is more
challenging than NIAH To demonstrate our ad-
vantages over the standard NIAH test, we use the
same input document to build two benchmarks us-
ing both our method and the NIAH method. We
evaluate GPT-40 on these two benchmarks, as illus-
trated in Figure 11 in the appendix, while GPT-40
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Models 8k 16k 32k 64k 96k 128k | Avg VAVE WAVB| 1re 8k (%)
(inc) (dec)
GPT-40 95.14 9348 93.04 89.46 84.05 77.87 | 88.84 84.29 92.84 |  81.5
Qwen2.5-72B-Instruct-awq 9473 93.00 93.00 91.44 88.55 66.32 | 87.87 81.58 92.67 |  70.01
Gemini-1.5-flash 90.47 88.14 86.37 81.86 80.07 77.22 | 84.02 80.54 87.47 |  85.35
Llama-3.1-70B-Instruct-awg 90.50 88.50 84.50 80.15 81.28 72.77 | 82.95 78.75 87.02 |  80.41
Llama-3-8B-ProLong-512k-Instruct | 79.61 62.76 61.84 61.71 61.44 60.52|64.65 61.67 68.65|  76.02
Qwen?2.5-7B-Instruct 7276 6344 61.18 60.05 61.15 60.44 | 63.17 61.07 6599 |  83.07
Phi-3-small-Instruct 7458 6149 6040 60.37 60.08 61.43 | 63.06 61.07 6599 |  82.37
Llama-3.1-8B-Instruct 79.43 61.81 60.44 60.08 57.87 58.18 | 62.97 59.32 67.68 |  73.25
GLM-4-9B-Chat 80.91 57.70 58.54 5852 5544 54.07 | 60.86 56.49 6638 |  66.83

Table 2: Performance of different models at various context lengths, sorted by Average Acc in descending order.
The Average Acc column shows the average accuracy across all context lengths, and the last column shows the ratio
of average accuracy on 128k-token documents to 8k-token documents. Bold numbers indicate the highest value in
each column, while underlined numbers indicate the second highest.

achieves nearly 100% accuracy performance in the
NIAH test, our benchmark reveals how its perfor-
mance declines when dealing with long-context
documents. GPT-40 remains over 93% accuracy
when the context length is less than 32k tokens, but
when context lengths extends to 128k, it cannot
achieve more than 80% accuracy.

LLMs vary in their ability to maintain perfor-
mance as context length increases. We present
the ratio of each model’s performance on 128k-
token documents compared to 8k-token documents
in Table 2. Gemini-1.5-Flash stands out for its
strong ability to maintain performance, retaining
an impressive 85.35% of its 8k tokens performance
at 128k tokens. In contrast, Qwen2.5-72B-Instruct-
awq achieves high performance when dealing doc-
uments that less then 96k tokens, but has a sig-
nigicant performance drop when contexts reachs
128k tokens. Additionally, as seen in Figure 6 ,
weaker models often exhibit an early performance
drop. For example, glm-4-9b-chat’s performance

declines 27.8% when the context length extends
from 8k to 16k, whereas stronger models tend to
experience a later drop or show no significant drop.

5 Conclusion

The emergence of long-context LLMs has high-
lighted the need for more effective evaluation tools.
In this paper, we propose TAIL, an automatic and
realistic toolkit for long-context large language
model evaluation. TAIL can generate benchmarks
end-to-end with the given source documents. More-
over, TAIL offers evaluation modules for testing
and results visualization. We demonstrate TAIL’s
capabilities by creating a cross-domain benchmark,
illustrating its effectiveness in both benchmark de-
velopment and LL.M performance evaluation. We
believe that the TAIL will serve as a useful toolkit
for evaluating long-context LLMs.
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A Appendix
A.1 Examples of Prompts Used

Model Evaluation Prompt

[User Input]:

I will give you a multiple choice question and a
corresponding document.  Please provide your
thoughts step by step.

Questions: {question} Options: {options}

Please answer the above question refer to
this document only:
{document }

Figure 7: Example of prompt for answering the ques-
tions in the developed benchmark (§3.5)

A.2 Human Validation Procedure

We randomly selected 100 samples for human eval-
uation to assess the correctness and clarity of each
question in relation to its corresponding golden
paragraph. Note that evaluators check the quality
of questions based only on the golden paragraph,
not the entire document. Evaluators were asked to
examine samples based on the following criteria:

1. Clarity within Context: Does the question re-
main unambiguous when the gold paragraph is
placed within a longer document? For exam-
ple, questions using pronouns like "he" or "she"
without clear antecedents were flagged as poten-
tially ambiguous.

2. Paragraph Suitability: Is the gold paragraph
suitable for generating a clear and reasonable
question?

3. Answerability: Can the question be accurately
answered using only the information provided
in the gold paragraph?

4. Specificity: Does the question target informa-
tion unique to the gold paragraph, rather than
general knowledge or information?

5. Linguistic Quality: Is the question well-
formed, grammatically correct, and free of
spelling errors?

A question is considered high quality when it
meets all of these criteria.

A.3 Visualization Results

As we discussed before, we tested nine LLMSs on
the benchmark we created. We provide heatmaps
of the first two models (GLM-9B-128k-chat, GPT-
40) in Figure 5, and heatmaps for some of the
other models (Qwen2.5-7B-Instruct, Llama3.1-8B-
Instruct and Llama3.1-70B-Instruct-awq) are pre-
sented below:
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Figure 8: Heatmap showing Qwen2.5-7B-Instruct on
the cross-domain benchmark generated with TAIL.
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Figure 9: Heatmap showing Llama3.1-8B-Instruct on
the cross-domain benchmark generated with TAIL.
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Figure 11: Heatmap showing GPT-40’s performance
using NIAH method. Although GPT-40 achieves perfect
performance on the standard NIAH test, it struggles
with the TAIL-constructed benchmark, highlighting the
challenges posed by our methods.



