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Abstract

We attempt to improve the reasoning capabil-
ity of LLMs in werewolf game by combining
BDI logic with LLMs. While LLMs such as
ChatGPT has been developed and used for vari-
ous tasks, there remain several weakness of the
LLMs. Logical reasoning is one of such weak-
ness. Therefore, we try to introduce BDI logic-
based prompts to verify the logical reasoning
ability of LLMs in dialogue of werewofl game.
Experiments and evaluations were conducted
using “AI-Werewolf,” a communication game
for AI with incomplete information. From the
results of the game played by five agents, we
compare the logical reasoning ability of LLMs
by using the win rate and the vote rate against
werewolf.

1 Introduction

One of the important goals of artificial intelligence
research is to realize human reasoning abilities on
computers. From the early days of artificial intel-
ligence research to the present, various studies on
logical reasoning have been conducted, establish-
ing research areas such as theorem proving and
logic programming. With the recent development
of deep learning, the integration of deep learning
and logical reasoning(Pan et al. (2023),Olausson
et al. (2023)) has become an issue.

Large Language Models (LLMs) such as Chat-
GPT have made it possible to generate human-like
natural sentences. Today, LLMs are used in a wide
variety of domains. However, LLMs have several
challenges, one of which is their inference capa-
bility, and research has been conducted on the in-
ference capability of LLMs, including common-
sense inference(Wang and Zhao (2023),Bian et al.
(2024)). On the other hand, there has been little re-
search on the ability of LLMs to detect intentional
deception. In this study, we investigate the ability
to detect intentional lies in Werewolf game. The

purpose of this study is to improve the inferential
ability to detect intentional lies in Werewolf game.

"Werewolf game" is an incomplete information
communication game commonly known as "Mafia".
In this paper we call it a "Werewolf game". In
incomplete information games, some important
information is hidden from the players, and the
players play games such as bluffing against each
other. Therefore, it is necessary to have higher-
order logical reasoning ability to handle the op-
ponent’s lies. In this study, we propose a method
using BDI logic(Rao and Georgeff (1997),NIDE
and TAKATA (2017)) to improve the logical rea-
soning ability of LLMs in Werewolf game. BDI
logic is considered effective for higher-order log-
ical reasoning for lies because it allows for the
explicit description of agents’ mental states. In
this study, we aim to improve the logical reasoning
ability of LLMs in Werewolf game using methods
based on BDI logic. For this purpose, we used the
AIWolf Server provided by the AIWolf project and
conducted experiments and evaluations.

2 Related Work

2.1 BDI Logic

BDI logic is a system of modal logic based on
Bratman’s "logic of intention" (Bratman (1987))
proposed by Rao and Georgeff (1997). The logical
operators of BDI logic are shown in Table 1. For
example, AG BEL(p) stands for "I believe that p is
always true (at the present time) in all futures".

However, the original BDI logic of Rao et al.
can only describe the mental state of a single agent.
Therefore, Niide et al. extended the BDI logic to
describe the mental states of multiple agents. Table
A shows the extended mental state operators, where
BELaDESIREb(p) means ’a believes that b wants
p’.
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Table 1: BDI logic operators

Operator Means
¬ Negation
∧ Conjunction
∨ Disjunction
→ Implication
Aϕ ϕ in all future
Eϕ ϕ in one future
Xϕ ϕ at the next time
Gϕ Forever ϕ
Fϕ ϕ at some time in the future
ϕUψ ϕ until ψ holds.
Bϕ At the previous point in time, ϕ
BELϕ Believe ϕ
DESIREϕ Desire ϕ
INTENDϕ Intend ϕ

Table 2: Extended mental state operator

Operators Means
BELaϕ a believes ϕ
DESIREaϕ a desires ϕ
INTENDaϕ a intends ϕ

2.2 Incomplete information games with LLM.

In recent years, the advent of ChatGPT and sim-
ilar technologies has spurred research on agents
leveraging Large Language Models (LLMs) to
play games with incomplete information. Guo
et al. (2023) introduced Suspicion-Agent, an au-
tonomous agent based on GPT-4. The Suspicion-
Agent decomposes the entire task into several mod-
ules, enabling LLMs to engage in incomplete in-
formation games without requiring special train-
ing. The agent’s behavior is guided by Theory of
Mind-based Planning, allowing it to comprehend
the opponent’s actions and adjust its strategy ac-
cordingly. The results of an experiment with 100
games of Leduc Hold’em Southey et al. (2005)
demonstrated that the algorithm outperforms ex-
isting approaches such as Counterfactual Regret
Minimisation Zinkevich et al. (2007) and Neural
Fictitious Self-Play Heinrich and Silver (2016).
However, it should be noted that the evaluation
was limited to two-player games with incomplete
information, and the performance in multiplayer
settings remains unexplored.

3 Werewolf Game

3.1 Werewolf Gameplay
The following describes the flow of a Werewolf
game. Each player is given a card of their role.
The roles are divided into two teams, Werewolves
and Villagers, and each player’s goal is to win for
his or her team. After the roles are determined,
the players debate for a certain amount of time to
guess who is in the Werewolf team and who is in the
Villager team. After a certain amount of time has
passed, each player votes for the player he or she
wants to eliminate from the game, and the player
with the most votes is eliminated from the game.
This process repeats until either the Villagers’ or
the Werewolves’ team meets the victory condition.

3.2 The AIWolf project
The AIWolf project(Kano et al. (2023)) is a project
that aims to make artificial intelligence play the
game of Werewolf game, which is a game of in-
complete information. The AIWolf project is de-
veloping an intelligent agent called the AIWolf
Platform.

3.3 AIWolf Server
In the AIWolf Platform, a game is played by mul-
tiple clients that connect to a single server via
TCP/IP communication. The server sends a re-
quest to the clients and provides information in
JSON format. When a client receives a request and
information from the server, it responds as needed.

4 Proposed Method

4.1 Overview
BDI logic is a logical system that can logically de-
scribe the beliefs of agents. Therefore, we test the
effectiveness of logically describing each player’s
mental states and making logical inferences from
these logical formulae in incomplete information
games, such as Werewolf game, where bluffing and
other forms of deception are used.

We created four modules (Text Conversion Mod-
ule, Action Generation Module, BDI Conversion
Module, and Voting Module) to perform inference
in a Werewolf game using BDI logic. Each module
used the ChatGPT API to generate text. Figure 1
shows an overview of the proposed method. When
it is the user’s turn to speak, the proposed method
inputs the conversation history from the previous
utterance into the text conversion module and con-
verts it into a representation using BDI logic. The
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Figure 1: Proposed Method

output is stored in the conversion history. All ut-
terances since the start of the game are converted
into a representation using BDI logic and stored
in the conversion history. By inputting the conver-
sion history and information such as the survival
status of each agent to the action generation mod-
ule, the next action of the agent is output as an
expression using BDI logic. This output is then fed
into the BDI conversion module, which converts
it into natural sentences. The output of the action
generation module is stored in the action history.
When it comes to the order of voting in the voting
phase, the conversion history and the action history
are input to the voting module, which outputs the
targets to be voted on.

4.2 Text Conversion Module and BDI
Conversion Module

A text conversion module converts each agent’s nat-
ural language utterance into a representation using
BDI logic. Conversely, a BDI conversion module
converts BDI logic-based expressions to natural
language. The text conversion module provided
the following information to GPT-4 as prompts.

• Conversion rules for expressions using BDI
logic and conversion examples

• Natural sentences and speakers converted to
expressions using BDI logic

The BDI conversion module provided the fol-
lowing information as prompts to GPT-4.

• Conversion rules for expressions using BDI
logic and conversion examples

• Own agent number

• Text generated by the action generation mod-
ule

4.3 Action Generation Module
A action generation module plans what actions to
take next based on the previous conversation and its
own previous actions. Actions here include express-
ing where to vote and pointing out inconsistencies
in statements made by other agents. The following
information is provided to the GPT-4 prompts in
the action generation module.

• Werewolf Game Rules

• Own Role (Villager)

• Current "Day"

• Conversation history to date

• Current status of each agent (alive, dead, exe-
cuted, attacked)

• Action history to date

• Conversion rules for expressions using BDI
logic and conversion examples
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The conversation history up to the present is
given only as a representation of each agent’s ut-
terances, which are converted into a representation
using BDI logic by the text conversion module.
The output of the action generation module is a
representation of the next action using BDI logic.

4.4 Voting Module
A voting module is called during the expulsion vote
to determine who to vote for based on the previous
conversation and its own actions. The following is
the information provided by the Voting Module to
the GPT-4 prompt.

• Own agent number

• Candidates for Election (Living Agents)

• Werewolf Game Rules

• Own Role (Villager)

• Current "Day"

• Conversation history to date

• Action history to date

• Conversion rules for expressions using BDI
logic and conversion examples

In the voting module, as in the action genera-
tion module, only BDI logic is used to represent
the conversation history up to the present. The
action history is also represented using BDI logic
generated by the action generation module.

4.5 Conversion rules and examples of
expressions converted using BDI logic

This section describes the conversion rules and con-
version examples for the BDI logic-based expres-
sions used in the above modules. The conversion
rules and examples were created with reference to
the work of Osawa et al. (2014). The conversion
rules are given in Osawa et al. (2014) in the form
of Is sentences, Do sentences, and basic words de-
fined in the BDI logic. The conversion examples
are based on a Werewolf BBS1 log that was manu-
ally converted to a representation using BDI logic.
Some of the examples are shown in the Table 3.

5 Experiments

This chapter describes the actual experiments con-
ducted with the AIWolf platform described in Chap-
ter 3.

1Werewolf BBS

5.1 Purpose of the Experiment

The purpose of this experiment is to verify the
logical reasoning ability of agents using BDI logic
representations in a Werewolf game and to compare
it to GPT-4 and GPT-3.5.

5.2 Agents using GPT-4 and GPT-3.5

In this experiment, agents were created using GPT-
4 and GPT-3.5 and used as opponents.

We created two modules (text generation module
and voting module) that are common to all roles.
The text generation module receives the conver-
sation history up to the present and the survival
status of each agent and generates the next utter-
ance. The voting module determines the voting
targets based on the current conversation history
and the voting candidates. For the werewolf and
the fortune teller, we also created an attack module
to determine the attack target and a fortune telling
module to determine the fortune telling target.

5.3 Experiments 1

5.3.1 Experimental Setup

The game was played with 5 players. The roles
were two villagers, a seer, a possessed and a were-
wolf. The role of the agent to be evaluated was
fixed as villager, and the roles of the other agents
were randomly assigned. Among the roles used in
this study, the villager, who has no special abilities,
was considered appropriate for measuring pure rea-
soning ability, and each agent was evaluated based
on the win rate when the agent was fixed as a vil-
lager, and on the vote rates for the werewolf and the
possessed. We ran 100 games with the agents using
the proposed method, GPT-4, and GPT-3.5 fixed as
villagers, respectively. The opponents were GPT-4,
GPT-3.5, keldic, an agent that participated in the
GAT2017 pre-conference in 2017, and AIWolfN-
LAgentPython, a sample agent distributed by the
AIWolf project.

Experiments were also conducted with two dif-
ferent prompts in the proposed method. One is
called "AllKey_FewEx", in which all the Is and Do
sentences and the basic words are given as conver-
sion rules, and only four examples are given for
converting. The other is called PartKey_ManyEx,
where only the Is and Do sentences, the person’s
name, and the basic words associated with the role
are provided as conversion rules, and 18 conversion
examples are provided.

https://ninjinix.x0.com/wolfg/
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Table 3: Examples of conversions used

1 WerewolfBBS Log Moritz: "I accept that if I draw black tomorrow,
it will be my hanging, and if the fake fortune teller makes a black suicide attack,
we can hang the fortune teller who blacked out before Thomas was hanged.

Description with BDI logic BEL Molitz(EX(Do(Molitz,divine,Is(who,wolf))→Is(Molitz,executed))),
BEL Molitz(EX(Do(¬seer,divine,wolf)
→¬Is(Thomas,executed)Do(anychar,vote,¬seer)))

2 WerewolfBBS Log Moritz: "Why don’t we just hang Dieter and get a black vote?
If he eats Regina, we can hang Lisa and be safe.

Description with BDI logic BEL Molitz(Do(∀people,vote,Diter)→(Do(∀people,know,Is(Diter,wolf)
∨Do(∀people,know,¬Is(Diter,wolf))))∧(BEL Molit(EX(Is(Regina,attacked)
→Do(∀people,vote,Lisa)))

5.3.2 Results and Discussion

The results of the games with the proposed method,
GPT-4 and GPT-3. 5 with fixed villagers are shown
in Table4, Table5, Table6, and Table7. The num-
ber of votes for each role is shown in Table8. The
denominator of the game results is the number of
times a role was won, and the numerator is the num-
ber of times the role was won. The denominator of
the vote count is the total number of votes cast, and
the numerator is the number of votes cast for the
role. A "↑" indicates that the higher the value, the
better, and a "↓" indicates that the lower the value,
the better.

In terms of win rate, both proposed methods fell
below GPT-3.5 and GPT-4. On the other hand, both
proposed methods exceeded GPT-3.5 in the percent-
age of votes for werewolves, but AllKey_FewEx
fell below GPT-3.5 in the percentage of votes for
werewolves plus a possessed. AllKey_FewEx is
considered incapable of responding to meaningless
statements. On the other hand, PartKey_ManyEx
outperforms GPT-3.5 in the ratio of votes for were-
wolves to werewolves, suggesting that it has better
logical reasoning ability than GPT-3.5. However,
when BDI logic was used to convert expressions
to natural language, the converted sentences were
unnatural, which made the other agents suspicious
of the agent and decreased the winning rate.

PartKey_ManyEx had a higher percentage of
votes identifying the werewolf than AllKey_FewEx.
This result is likely due to the increased number
of conversion examples achieved by reducing the
definitions of basic terms, which introduced more
diversity in the conversion to BDI logic and ex-
panded the range of possible expressions.

The reason GPT-4 has a high vote rate against
werewolves is because it is strong against GPT-
3.5. This is because GPT-3.5 announces itself as a

werewolf when it is a werewolf.

5.4 Experiments 2

In Experiment 1, we included both reasoning
agents, who inferred each agent’s role from pre-
vious conversations and then spoke and voted, and
no reasoning agents, who only voted for the same
agent or spoke and voted randomly. We believe that
the speech of the agent without reasoning ability
had a significant effect on the results of Experiment
1. Therefore, in Experiment 2, we evaluate the rea-
soning ability of the proposed method using only
GPT-4, which has a higher reasoning ability among
the reasoning agents.

5.4.1 Experimental Setup
We ran 100 games with the proposed method and
the remaining four agents of GPT-4. The proposed
method was fixed to a villager, and the remaining
GPT-4 agents were also fixed to each role. We
compare the proposed method and GPT-4 fixed to
the villager in the same game.

PartKey_(ManyEx+WolfEx) was added to
PartKey_ManyEx, which was converted from past
game results into a representation using BDI logic
for the werewolf’s statements.

5.4.2 Results and Discussion
The experimental results are shown in Table9. The
results show that the proposed method is better than
GPT-4 at inferring werewolves in games against
agents with high inference ability. The reason for
the higher vote rate for the possessed is that the
possessed is instructed to "pretend to be a fortune
teller". Since two people, the possessed and the
real soothsayer, can impersonate the soothsayer, it
is assumed that suspicion is more likely to fall on
the possessed. The werewolf is only given vague
instructions to "avoid being identified as a werewolf
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Table 4: AllKey_FewEx Results

Name possessed seer villager wolf Win Rate↑
AllKey_FewEx(villager) 0/0 0/0 51/100 0/0 0.51

GPT-4 14/23 22/29 12/26 14/22 0.62
GPT-3.5 10/27 10/26 14/23 14/24 0.48
keldic 14/27 16/26 13/22 16/25 0.59

AIWolfNLAgentPython 11/23 3/19 12/29 5/29 0.31

Table 5: PartKey_ManyEx Results

Name possessed seer villager wolf Win Rate↑
PartKey_ManyEx(villager) 0/0 0/0 59/100 0/0 0.59

GPT-4 18/31 13/17 18/23 14/29 0.63
GPT-3.5 9/23 23/32 15/26 12/19 0.59
keldic 8/25 15/27 14/25 10/23 0.47

AIWolfNLAgentPython 6/21 8/24 12/26 5/29 0.31

Table 6: GPT-4 Results

Name possessed seer villager wolf Win Rate↑
GPT-4(villager) 0/0 0/0 66/100 0/0 0.66

GPT-4 9/25 27/29 18/31 10/15 0.64
GPT-3.5 9/26 8/16 12/20 9/38 0.38
keldic 10/23 17/24 21/27 11/26 0.59

AIWolfNLAgentPython 6/26 14/31 15/22 4/21 0.39

Table 7: GPT-3.5 Results

Name possessed seer villager wolf Win Rate↑
GPT-3.5(villager) 0/0 0/0 65/100 0/0 0.65

GPT-4 10/30 25/33 10/18 9/19 0.54
GPT-3.5 7/18 13/21 22/33 9/28 0.51
keldic 8/20 19/27 19/25 13/28 0.59

AIWolfNLAgentPython 10/32 8/19 14/24 4/25 0.36

by the villagers," and no specific instructions are
given to the werewolf. Therefore, it is believed that
many of the werewolves’ behaviors are difficult to
identify because they are hiding in the village as
villagers.

The voting results for the second day are shown
in the following table10. The proposed method has
a higher percentage of votes for the werewolf and
the possessed on the second day, suggesting that
the more information the proposed method has, the
higher its inference ability becomes.

6 Conclusions

We proposed a methodology to introduce BDI
logic representation into LLMs inferences to im-
prove logical inference capability on communi-
cation games that contain lies in the conversa-
tion. We compared the inference performance of
LLMs by conducting experiments using the AI-
Wolf server. In the experiment using GPT-4, GPT-
3.5, keldic, and AIWolfNLAgentPython as oppo-
nents, PartKey_ManyEx outperformed GPT-3.5’s
vote rate for werewolf + possessed, showing that
it has better inference ability than GPT-3.5. In the
experiment using only GPT-4 as the opponents, the
proposed method outperformed GPT-4 in voting
for werewolves and werewolves + possessed, and
the proposed method significantly outperformed
GPT-4 in voting on day 2 only, suggesting that the
more information the proposed method has, the bet-
ter its inference ability becomes. This result shows
that the proposed method outperforms GPT-4 in the
Werewolf game when the opponent is only GPT-4.
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Figure 2: Prompt
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