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Abstract

We introduce CHARM, the first benchmark for
comprehensively and in-depth evaluating the
commonsense reasoning ability of large lan-
guage models (LLMs) in Chinese, which cov-
ers both globally known and Chinese-specific
commonsense. We evaluated 7 English and
12 Chinese-oriented LLMs on CHARM, em-
ploying 5 representative prompt strategies for
improving LLMs’ reasoning ability, such as
Chain-of-Thought. Our findings indicated that
the LLM’s language orientation and the task’s
domain influence the effectiveness of the prompt
strategy, which enriches previous research find-
ings. We built closely-interconnected reason-
ing and memorization tasks, and found that
some LLMs struggle with memorizing Chi-
nese commonsense, affecting their reasoning
ability, while others show differences in reason-
ing despite similar memorization performance.
We also evaluated the LLMs’ memorization-
independent reasoning abilities and analyzed
the typical errors. Our study precisely iden-
tified the LLMs’ strengths and weaknesses,
providing the clear direction for optimization.
It can also serve as a reference for studies
in other fields. We will release CHARM at
https://github.com/opendatalab/CHARM.

1 Introduction

Commonsense reasoning is important for the en-
hancement of the large language models (LLMs)
(Bommasani et al., 2021; Achiam et al., 2023) to-
wards artificial general intelligence (AGI) (Davis
and Marcus, 2015), therefore requires thorough
evaluations. Numerous benchmarks evaluate the
commonsense reasoning of LLLMs, but most are
English-based, limiting non-English evaluations
(Davis, 2023). This paper focuses on assessing
*Equal contribution.

"Project lead.
*Corresponding author.

LLMs’ commonsense reasoning in a Chinese con-
text. Currently, some commonsense reasoning
benchmarks in Chinese are simply English trans-
lations (Conneau et al., 2018; Ponti et al., 2020;
Lin et al., 2022), which overlooks unique Chi-
nese cultural, linguistic, regional, and historical
aspects. These factors matter when Chinese users
use the LLM, hence should be included in bench-
marks. To effectively tackle this, we introduce
CHARM, the benchmark designed to thoroughly
and in-depth assess the abilities of LLMs in Chinese
commonsense reasoning. It covers two domains:
globally accepted commonsense (global domain)
and Chinese-specific commonsense (Chinese do-
main). The latter includes 7 aspects: History (H),
Traditional Culture and Arts (CA), Daily Life and
Customs (LC), Entertainment (E), Public Figures
(F), Geography (G), and Chinese Language (L).
Therefore CHARM allows a thorough evaluation
of LLMs’ reasoning in a Chinese context.

Prompt strategies like Chain of Thought (CoT)
(Wei et al., 2022) can significantly improve LLMs’
reasoning performance (Wang et al., 2022, 2023b).
Particularly, as the training corpus of LLMs is
primarily in English (Touvron et al., 2023a), stud-
ies (Shi et al., 2022; Huang et al., 2023a; Zhang
et al., 2023a) have shown that for non-English rea-
soning tasks, some LLMs perform better when
reasoning in English than the native language. We
evaluated 7 English and 12 Chinese-oriented LLMs
on CHARM, employing 5 representative prompt
strategies. The result showed that prompt strategies’
effectiveness depends on the LLMs’ orientation and
the benchmark task’s domain, which enriches prior
research and guides performance assessment and
strategy choice for non-English LLMs.

LLMs’ commonsense reasoning relies on memo-
rization. Exploring the correlation between memo-
rization and reasoning offers insights into LLMs,
aiding deeper understanding and suggesting ways
to enhance these abilities(Bian et al., 2023). Some
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Figure 1: Construction of CHARM. CHARM encompasses both global and Chinese-specific commonsense.
CHARM consists closely-interconnected reasoning and memorization tasks.

Benchmarks CN-Lang CSR CN-specifics Dual-Domain Rea-Mem
Most benchmarks in (Davis, 2023) X v X X X
XNLI, XCOPA, XStoryCloze v v X X X
LogiQA, CLUE, CMMLU v X v X X
CORECODE v v X X X
CHARM (ours) v v v v v

Table 1: Comparison of commonsense reasoning benchmarks. “CN-Lang” indicates the benchmark is presented in
Chinese language. “CSR” means the benchmark is designed to focus on CommonSense Reasoning. “CN-specific”
indicates the benchmark includes elements that are unique to Chinese culture, language, regional characteristics,
history, etc. “Dual-Domain” indicates the benchmark encompasses both Chinese-specific and global domain
tasks, with questions presented in the similar style and format. ‘“Rea-Mem” indicates the benchmark includes
closely-interconnected reasoning and memorization tasks.

benchmarks (Yu et al., 2023; Wang et al., 2023a;
Fei et al., 2023) aid the research of memorization-
reasoning relationships by incorporate tasks for
assessing knowledge memorization and application
(like reasoning). However, they used the existing
and disparate datasets for different tasks, resulting in
a lack of intrinsic connections between these tasks.
For instance, the question @, tests the LLM’s
reasoning with the knowledge piece K. However,
in memorization tasks, there probably is not any
matching questions to determine if the LLM has
effectively memorized K. Hence, if the LLM fails
on Qreq, it’s unclear whether due to poor reasoning
or forgetfulness of K. This results in the disjointed
evaluation of memorization and reasoning, failing
to uncover their intrinsic links. To address this
limitation, we selected suitable reasoning tasks
from CHARM'’s Chinese domain, and built related
memorization questions for each reasoning question

(see Figure 1). This design produces the closely-
interconnected reasoning and memorization tasks,
therefore allows for not only the concurrent evalu-
ation of the two abilities, but also the assessment
of memorization-independent reasoning, providing
the clear guidance for the LLMs’ enhancement.
The contributions of this paper are as follows:

* We present CHARM, the first benchmark for
comprehensively evaluating the LLMs’ com-
monsense reasoning ability in Chinese, by
encompassing not only the global but also the
Chinese-specific commonsense.

* We evaluated the representative prompt strate-
gies on CHARM. Results showed that LLMs’
orientation and the task’s domain affect prompt
strategy performance, which enriches previous
research findings.

* In CHARM, we built closely-interconnected

11206



reasoning and memorization tasks in Chinese
commonsense domain, allowing for in-depth
understanding the correlation between these
abilities and precisely identifying the LLMs’
strengths and weaknesses. The design ap-
proach could serve as the reference for other
fields.

2 Related Work

Commonsense Reasoning Benchmarks There
are lots of commonsense reasoning benchmarks,
most of them are in English (Davis, 2023). Some
Chinese commonsense reasoning benchmarks are
directly translated from English benchmarks (Con-
neau et al., 2018; Ponti et al., 2020; Lin et al.,
2022), which lack the Chinese specifics. There are
some native Chinese benchmarks that include some
Chinese-specific factors and involve commonsense
reasoning to a certain extent, such as LogiQA (Liu
et al., 2020, 2023), CLUE (Xu et al., 2020) and
CMMLU (Li et al., 2023). However, they are not
designed for commonsense reasoning, therefore
containing the large portion of irrelevant tasks and
questions. CORECODE (Shi et al., 2023) is the
benchmark for Chinese commonsense reasoning
and commonsense conflict detection, but it is not
strictly designed to distinguish the Chinese-specific
and global domains when compared with CHARM.
In addition, CHARM has the closely-interconnected
reasoning and memorization tasks, which are not in-
cluded in previous commonsense reasoning bench-
marks. The comparison of CHARM with previous
commonsense reasoning benchmarks is shown in
Table 1.

Prompt Strategy Prompt strategies such as CoT
(Wei etal., 2022) can effectively boost the reasoning
capabilities of LLMs (Wang et al., 2022, 2023b).
Notably, as the LLM training corpus is primarily in
English (Touvron et al., 2023a), research revealed
that for reasoning tasks in non-English languages,
some LLMs exhibit superior performance when
reasoning in English as opposed to the native lan-
guage (Shi et al., 2022; Zhang et al., 2023a; Huang
et al., 2023a). (Kim et al., 2023) proposed a novel
cross-language transfer prompt method, which uses
both the source and target languages to construct
examples.

Benchmarks on Correlations of Memoriza-
tion and Reasoning There are benchmarks which
assess both the knowledge memorization and rea-
soning capabilities of the LLMs within specific
domains. For instance, KoLA (Yu et al., 2023),

with its focus on world knowledge, includes tasks
related to knowledge memorization and application
(reasoning). SeaEval (Wang et al., 2023a), empha-
sizing cross-language consistency and multicultural
reasoning, involves tasks for cultural understanding
and complex reasoning. There are also benchmarks
aimed at specialized fields, like LawBench (Fei
et al., 2023), which include tasks for both memo-
rization and application.

3 CHARM

CHARM is built for comprehensive and in-depth
evaluation of LLMs in Chinese commonsense rea-
soning and revealing the intrinsic correlation be-
tween memorization and reasoning. Therefore,
CHARM covers two domains, global and Chinese,
using carefully selected tasks for comprehensive
coverage. In addition, we chose reasoning tasks
and constructed the closely-tied memorization tasks.
The construction and main features of CHARM are
in Figure 1. The detailed composition of CHARM
is in Table 2.

3.1 Commonsense Domain

Global commonsense domain consists of univer-
sally understood commonsense. It covers objects
and aspects of modern life that an individual should
be aware of. It includes foundational knowledge
that someone with a basic modern education is
expected to know. When it involves individuals,
they are globally recognized figures.

Chinese commonsense domain encompasses
Chinese-specific elements. We categoried them
into 7 aspects:

History (H) includes important events and figures
in Chinese history, China’s dynasties, and other
basic facts and shared knowledge about the history
of China.

Traditional Culture and Arts (CA) encompasses
Chinese traditional cultural arts, literary works, and
traditional lifestyles.

Daily Life and Customs (LC) includes modern
Chinese daily routines, clothing, food, housing,
transportation festivals and so on.

Entertainment (E) includes the movies, televi-
sion programs, music, and other entertainments in
modern Chinese daily life.

Public Figures (F) encompasses the public fig-
ures well-known in Chinese society.

Geography (G) includes China’s geographical
distribution, natural landscapes, and characteristic
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regional cultures.

Chinese Language (L) includes the fundamen-
tals of the Chinese language, such as Chinese char-
acters, idioms and so on.

For the two domains, especially for the above 7 as-
pects, we collected corresponding entities, forming
the lists as shown in the Figure 1 and 5. Most of the
entities were selected from Gaokao Bench!(Zhang
etal.,2023b), Douban?, Hupu3. Some entities were
collected with the help of searching engines. We
only collected the entities that are well-known in
China. These entities were then used to create the
commonsense reasoning questions, which belong
to the corresponding domain and aspect.

3.2 Reasoning Tasks

When designing the reasoning tasks in CHARM, we
beared two criteria in mind. First, the tasks should
span both commonsense domains, particularly the
7 Chinese aspects. Second, the global and Chinese
tasks should have identical types and settings, differ-
ing only in their commonsense domains. From the
existing English commonsense reasoning datasets
(Davis, 2023; Suzgun et al., 2022), we selected the
following 7 tasks:

Anachronisms Judgment (AJ) necessitates the
LLM to identify anachronisms in provided sen-
tences. This involves the LLM understanding the
era associated with well-known figures, items, and
events to facilitate commonsense-based reasoning.
Global domain questions are the mix of transla-
tions# and handcrafted, while all Chinese domain
questions are handcrafted.

Time Understanding (TU) requires the LLM
infers a time (including year, date, moment, etc.)
based on a given context, which necessitates the fun-
damental understanding of time-related common-
sense and the capacity for mathematical reasoning.
All question in the global domain are translations3
and all in Chinese domain are handcrafted.

Sequence Understanding (SqU) requires the
LLM sort a series of entities according to time or

1Gaokao Bench is the collection of China’s university
entrance exam questions, which contributes to all the 7 aspects.
2https://www.douban.com/ is the popular user-centric
cultural review platform in China, which mainly contributes
to the Entertainment aspect.
3https://www. hupu.com/ is the large sports community
popular in China, which mainly contributes to the Public
Figures aspect.
4https://github.com/google/BIG-bench/tree/
main/bigbench/benchmark_tasks/anachronisms
Shttps://github.com/google/BIG-bench/tree/
main/bigbench/benchmark_tasks/date_understanding

occurrence order, requiring logical reasoning based
on commonsense. The global domain questions are
the mix of translations® and handcrafted; while all
in the Chinese domain are handcrafted.

Movie and Music Recommendation (MMR)
necessitates the LLM identifies the most similar
matches to a variety of movies or music tracks, re-
quiring the understanding of these popular movies
and music and ability to identify their commonali-
ties. All global domain questions are translations’,
and all in the Chinese domain are handcrafted.

Sport Understanding (SpU) involves a crafted
sentence with a famous athlete and a common
sport action, and the LLM must assess its credi-
bility, which demands understanding of sports and
commonsense judgement. The questions in both
domains are handcrafted, refering (Suzgun et al.,
2022) .

Natural Language Inference (NLI) gives two
sentences and asks the LLM to classify their re-
lationship as entailment, contradiction, or neutral,
necessitating commonsense-based reasoning and
judgement. All global domain questions are se-
lected from CLUE (Xu et al., 2020); the questions
in the Chinese domain are partly from CLUE, and
partly handcrafted.

Reading Comprehension (RC) gives a passage
of text, and the LLM is required to reason based on
it. All question in both domains are selected from
LogiQA (Liu et al., 2020, 2023).

The chosen tasks adequately cover both the com-
monsense domains, particularly the 7 aspects of
the Chinese commonsense domain. This coverage
enables a comprehensive assessment of LLMs’ com-
monsense reasoning ability in Chinese. Moreover,
the Chinese-domain questions could be created fol-
lowing the similar types and settings as their global
counterpart, facilitating the cleaner comparison of
the LLMs’ performance across the domains.

All questions in the CHARM reasoning tasks are
multiple-choice questions. Detailed information
is in Table 2. Question examples of the tasks
are in Figure 6 in Appendix B. We used regular
expressions to extract the preferred choice from the
generation of the LLMs (Huang et al., 2023b; Li
et al., 2023) and used accuracy as the metric.

°https://github.com/google/BIG-bench/tree/
main/bigbench/benchmark_tasks/logical_sequence

"https://github.com/google/BIG-bench/
tree/main/bigbench/benchmark_tasks/movie_
recommendation
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Task Type Task | Domain | Chinese Aspects | Construction | Question Type | # Question
; S Chinese H,AC, LC, F [H] 2-option MCQ 150
Anachronisms Judgment (AJ) elobal . [TIH] 2-option MCQ 150
. U Chinese H, AC, LC [H] 4-option MCQ 100
Time Understanding (TU) global - [T] Sor6-option MCQ 100
N andine Chinese H,CALC G, L [H] 4-option MCQ 100
Sequence Understanding (SqU) global B [TIH] 4-option MCQ 100
. -, - - Chinese E [H] 4-option MCQ 50
Reasoning Movie and Music Recommendation (MMR) elobal _ [T} 4-option MCQ 50
. Chinese F [H] 2-option MCQ 200
Sport Understanding (SpU) global B [H] 2-option MCQ 200
N Chinese GEL, [S1[H] 3-option MCQ 100
Natural Language Inference (NLI) alobal K s] 3-option MCQ 100
. . Chinese all 7 aspects [S] 4-option MCQ 200
Reading Comprehension (RC) alobal R s] 4-option MCQ 200
Anachronisms Judgment (AJ) Chinese HACLCF [H] Free-form QA 150
M izati Time Understanding (TU) Chinese H, AC, LC [H] Free-form QA 83
emorization | Movie and Music Recommendation (MMR) | Chinese E [H] Free-form QA 399
Sport Understanding (SpU) Chinese F [H] Free-form QA 127

Table 2: Overview of CHARM. The question numbers of reasoning and memorization tasks are 1800 and 759.

3.3 Construction of Reasoning Tasks

The construction of CHARM reasoning tasks in-
volved the following three methods:

Translation [T] was applied to some global
domain reasoning tasks. We translated the English
commonsense reasoning benchmarks mentioned in
§3.2 using GPT-3.5. Then we replaced the English
names with commonly used Chinese names and
manually screen the translated questions, retaining
those without translation errors and accepted as
commonsense globally.

Selection [S] We selected the excellent native
Chinese datasets, LogiQA (Liu et al., 2020), and
CLUE (Xu et al., 2020), and chose the questions
that meet the requirements for CHARM.

Handcraft [H] was mainly applied to the most
Chinese domain reasoning tasks. We used the
entities in §3.1, and referred to the corresponding
global domain task questions (from [T] or [S]) to
construct questions with the same type and style.
This ensured that the same reasoning task in two
domains only differs in the commonsense domain,
thus facilitating cleaner comparative analysis, as
shown in Figure 6.

Detailed construction information of all reason-
ing tasks are shown in Table 2.

3.4 Memorization Tasks

Shared commonsense knowledge pieces serve as
links between reasoning and memorization ques-
tions. From the 7 reasoning tasks, we chose 4
that can be readily associated in this manner, AJ,
TU, MMR, SpU, referred as the Memorization-
Reasoning-Interconnected (MRI) tasks, and built
the related memorization questions.
Construction We first extracted the common-
sense knowledge pieces related to the entities in

Task AJ TU SpU MMR

Avg. # related memorization questions 2.1 32 2.0 8.0

Table 3: Averaged number of related memorization
questions per reasoning question for each task.

®mA Handcraft [H]

=== Translation [T]
B Selection [S]

Figure 2: Distribution of CHARM construction.

the corresponding reasoning questions. Informa-
tion about each entity was collected to the degree
sufficient to address the associated reasoning ques-
tion, and then used to formulate the memorization
questions. Following the Knowledge Memorization
task in KoLA (Yu et al., 2023), we chose free-
form QA instead of multiple-choice or true/false
questions, which can effectively avoid the impact
of randomness. All memorization questions were
handcrafted [H]. Question examples are in Figure
7 in Appendix C. The averaged number of related
memorization questions for each reasoning question
are shown in Table 3.

Judgement and Metric For the memorization
task of MMR, we used a rule-based matching
method for evaluation; for the other three tasks, we
used GPT-3.5 for judgement. We used accuracy as
the metric.

3.5 Quality Assurance

The distribution of the contruction methods for
CHARM is shown in Figure 2. After construction
of CHARM, we conducted the quality assurance to
ensure the quality of the questions. We hired profes-
sional NLP annotators to review the questions. The
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quality assurance process involved five steps: (1)
We prepared and assigned annotation task packages
to annotators; (2) We trained annotators, emphasiz-
ing the avoidance of social bias; (3) We conducted
a trial review on a random 20% of questions to
fine adjust the review process; (4) Two annotators
independently reviewed each question and provided
answers without seeing our answers, and a question
passed only if both annotators’ answers matched
ours and they found no issues with the question; (5)
For questions that failed in step 4, authors discussed
whether to retain, discard, or correct them based on
the nature of the issues identified.

Details about the quality assurance are in Ap-
pendix D.

4 Experimental Setup

4.1 Language Models

We evaluated the currently commonly used LLMs,
which can be divided into two categories: (1) 7
English LLMs, including GPT series (Achiam et al.,
2023), LLaMA-2 (Touvron et al., 2023b), and Vi-
cuna?. (2) 12 Chinese-oriented LL.Ms, including
ChatGLM3°, Baichuan2 (Yang et al., 2023), In-
ternLM?2 (Team, 2023), Yi°, DeepSeek(Bi et al.,
2024) and Qwen (Bai et al., 2023). For open-source
models, we chose the chat version instead of the
base version. For closed-source models, we used
the official API". Detailed information is in Table
4.

We used opencompass’? in all our experiments.
For all LLMs, the maximum out length was set
to 512. For all open-source LLMs, we used the
default settings in opencompass: the decoding tem-
perature was the default value of the huggingface
transformers library 3, which is 1.0; do_sample was
set to False; the PyTorch numerical type was bf16.
For closed-source models (GPT-3.5 and GPT-4),
we used the default settings in opencompass: the
temperature was set to 0.7.

4.2 Prompt Strategies

We selected 5 commonly used prompt strategies,
and assessed the performance of the 19 LLMs on

8https://huggingface.co/lmsys/vicuna-7b-v1.
5-16k and https://huggingface.co/lmsys/
vicuna-13b-v1.5-16k

%https://huggingface.co/THUDM/chatglm3-6b-32k

Ohttps://github.com/01-ai/Yi

IWe used the gpt-3.5-turbo-1106 version for GPT-3.5 and
the gpt-4-1106-preview version for GPT-4.

2https://github.com/open-compass/opencompass

Bhttps://github.com/huggingface/transformers

Models Open Source? Model Size Primary Language

LLaMA-2 Yes 7B, 13B, 70B English
Vicuna Yes 7B, 13B English
GPT-3.5 No undisclosed English
GPT-4 No undisclosed English
ChatGLM3 Yes 6B Chinese
Baichuan2 Yes 7B, 13B Chinese
InternLM2 Yes 7B, 20B Chinese
Yi Yes 6B, 34B Chinese
DeepSeek Yes 7B, 67B Chinese
Qwen Yes 7B, 14B, 72B Chinese

Table 4: LLMs evaluated in our experiments

CHARM reasoning task:

Direct: The LLLM does not perform intermediate
reasoning and directly predicts the answer.

ZH-CoT': The LLM conducts intermediate rea-
soning (Wei et al., 2022) in Chinese before produc-
ing the answer.

EN-CoT: The reasoning process of CoT is in
English for the Chinese questions(Shi et al., 2022).

Translate-EN: We used the DeepL api* to trans-
late our benchmark into English, and then used
English CoT for reasoning (Zhang et al., 2023a).

XLT: The template prompt (Huang et al., 2023a)
was used to change the original question into an
English request, solve it step by step, and finally
format the answer for output .

The examples for each prompt strategy are in
Figure 8 in Appendix E. For all prompt strategies,
we use the 3-shot setting.

5 Results and Analysis

5.1 Integrated Reasoning Performance

We show the performance of the 19 LLMs on
CHARM reasoning tasks in Table 5. We only
choose one representative prompt strategy: XLT for
English LL.Ms and ZH-CoT for Chinese-oriented
LLMs, which is based on our empirical conclusion
in §5.2. The LLMs’ performance on the 7 aspects
of the Chinese commonsense domain are shown in
Table 11 in Appendix G.

Commonsense Domain We found that the
LLMs exhibit inconsistent performance in the
global and Chinese commonsense domains. The
rankings of the English LLMs dropped in the Chi-
nese domain compared to the global domain. For
instance, GPT-4 ranks first in the global domain,
but in the Chinese domain, Qwen-72B outperforms
all, pushing GPT-4 to the second. In the Chinese
domain, the performance of LLaMA-2-70B is even
worse than many Chinese-oriented LLMs in the
6B-7B size range.

“https://www.deepl.com/translator
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Chinese Commonsense Domain

‘ Global Commonsense Domain

LLM

Al TU SqU  MMR SpU  NLI  RC | A | AJ TU SqU  MMR SpU  NLI  RC | Avg
Random Baseline 500 250 250 250 500 333 250 | 3333 | 500 199 250 250 500 333 250 | 3260
GPT-3.5-1106 8533 390 650 420 805 610 505 | 6048 90.00 940 870 460 885 660 495 | 7443
GPT-4-1106 9667 60.0 850 740 860 770 625 | 7731 9533 980 970 660 900 720 720 | 8433
LLaMA-2-7B 5133 360 110 140 495 520 80 31.69 6267 170 140 160 495 220 130 | 2774
LLaMA-2-13B 5600 330 380 300 580 470 380 | 4286 66.67 240 390 500 535 570 335 | 4624
LLaMA-2-70B 5733 370 520 320 550 560 415 | 47.26 7267 840 730 420 640 610 415 | 6260
Vicuna-7B-v1.5 5200 290 340 320 510 490 355 | 4036 4533 640 370 260 585 520 325 | 4505
Vicuna-13B-v1.5 6467 250 320 260 515 600 400 | 4274 7267 740 410 500 680 610 360 | 57.52
ChatGLM3-6B 66.00 400 590 380 770 720 375 | 5564 3400 690 710 280 755 630 340 | 5350
Baichuan2-7B 7600 410 480 380 720 530 495 | 5393 5533 650 540 260 605 590 290 | 49.83
Baichuan2-13B 8533 400 480 460 725 660 515 | 5848 7733 740 580 400 710 610 390 | 60.05
InternLM2-7B 88.00 380 580 380 760 810 250 | 5771 7467 800 620 200 780 760 235 | 59.17
InternLM2-20B 88.00 550 540 440 745 800 230 | 59.79 8267 830 610 140 745 720 270 | 59.17
Yi-6B 7067 320 470 320 750 500 420 | 4981 7933 630 430 140 705 570 335 | 5148
Yi-34B 9600 550 890 760 85 720 515 | 7543 8867 920 870 560 890 700 475 | 7574
DeepSeek-7B 8133 340 500 500 795 570 315 | 5476 68.00 760 470 500 725 590 325 | 57.86
DeepSeek-67B 96.67 570 830 920 875 770 345 | 7538 90.00 950 860 220 880 730 390 | 7043
Qwen-7B 7067 380 550 480 710 570 495 | 55.60 7467 780 690 500 725 550 360 | 6217
Qwen-14B 8733 540 770 600 825 660 550 | 68.83 8400 830 830 440 845 710 400 | 69.93
Qwen-72B 98.00 590 910 840 865 840 675 | 8143 9400 920 930 640 930 710 635 | 8150

Table 5: Accuracy on CHARM reasoning tasks. We selected the empirically optimal prompt strategy: XLT for
English LLMs and ZH-CoT for Chinese-oriented LLMs. Bold and underline represent the first and second place
respectively. Detailed results are in Table 9 and Table 10 of Appendix F.

Prompt Avg. all LLMs Avg. CN-LLMs Avg. EN-LLMs
Avg. Direct 46.28 48.41 42.64
all ZH-CoT 56.66 62.40 46.81
domains EN-CoT 54.46 58.19 48.06
Translate-EN 53.88 55.51 51.07
XLT 56.81 59.09 52.90
Avg. Direct 45.43 47.76 41.44
Chinese ZH-CoT 56.35 62.23 46.26
domains EN-CoT 52.06 56.36 44.68
Translate-EN 47.25 47.82 46.27
XLT 53.80 56.63 48.96
Avg. Direct 47.13 49.05 43.85
global ZH-CoT 56.96 62.57 47.35
domains EN-CoT 56.85 60.01 51.44
Translate-EN 60.50 63.20 55.87
XLT 59.82 61.56 56.84

Table 6: Averaged accuracy on CHARM reasoning tasks.
“CN-LLMs” means the 12 Chinese-oriented LLMs, “EN-
LLMs” means the 7 English LLMs.

However, in the global domain, LLaMA-2-70B
is better than all Chinese-oriented LLMs up to 20B
in size, except for Qwen-14B.

5.2 Prompt Strategy Selection

We tested the combinations of the 19 LLMs and
the 5 prompt strategies in CHARM reasoning tasks.
Detailed results are in Table 9 and Table 10 in
Appendix F. To draw some empirical conclusions,
we analyzed along the following two dimensions:
* Diml: global or Chinese commonsense domain.
* Dim2: English or Chinese-oriented LLMs.

We averaged the 19 x 5 LLM-prompt combi-
nations along the above two dimensions, and the
obtained results are in the Table 6. From the LLM
dimension, it’s clear that various LLMs prefer dif-
ferent prompt strategies: XLT consistently excels
for English LLMs among the 5 strategies, while

for Chinese-oriented LL.Ms, despite some complex-
ity, ZH-CoT generally performs best. From the
commonsense domain dimension, strategies that
use English for reasoning (like XLT, Translate-EN,
etc.) are suitable for the global domain; however,
ZH-CoT generally performs better in the Chinese
domain.

The conclusion here differs from previous stud-
ies (Shi et al., 2022; Huang et al., 2023a), which
suggested that employing English for non-English
reasoning tasks was more effective than using the
native language. These previous studies had limita-
tions, focusing only on English LLMs and neglect-
ing the many Chinese-oriented LL.Ms developed
since 2023. Furthermore, most benchmarks in these
studies were merely translations from English, lack-
ing unique cultural and linguistic characteristics in
Chinese. The empirical findings with CHARM in
this paper have somewhat alleviated those limita-
tions, leading to more current and comprehensive
conclusions, and of course still have the limitations,
which are detailed in section Limitations.

5.3 Integrated Reasoning vs Memorization

We evaluated the correlation between the integrated
reasoning and the memorization on the MR/ tasks,
as mentioned in §3.2. The average performance
of the LLMs on the 4 MRI tasks is in Figure 3.
Detailed performance on each task is in Figure 9 in
Appendix H.1.

As shown in Figure 3, the 19 LLMs can be
roughly divided into the three types:
* Type I: Low memorization and low integrated
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Figure 3: Averaged accuracy across the 4 MRI tasks in
the Chinese commonsense domain.

reasoning ability. We found that apart from Ope-
nAlD’s GPT series, all other English LLMs belong
to this type.

* Type II: High memorization and medium
integrated reasoning ability. GPT-3.5 and all
Chinese-oriented LLLMs below 30B belong to this
type. It's worth noting that some LLMs have
high memorization performance, but relatively poor
integrated reasoning ability.

* Type III: Ultra-high memorization and high in-
tegrated reasoning ability. This category includes
GPT-4 and the three Chinese-oriented LLMs that
exceed a size of 30B.

The above findings offer clear guidance for the en-
hancement of LLMs’ reasoning abilities in Chinese
commonsense domain. For Type I, the limitation
lies in the memorization. For Type II, there should
be further improvement in understanding, applying
knowledge, and reasoning abilities.

In addition, we also evaluated the correlation
between memorization and integrated reasoning
during the LLM pre-training process, details can
be found in Figure 10 in Appendix H.2.

The results clearly indicate that strong memoriza-
tion is the foundation of integrated reasoning. Weak
memorization leads to poor reasoning, as shown by
Type I LLMs. Also, factors other than memoriza-
tion can cause significant differences in reasoning
abilities among LL.Ms with similar memorization.

54

Methods We proposed two methods, FRMM
and MIB, to compare the LLMs’ memorization-
independent reasoning on the MRI tasks. The
results are in Table 7.

* Filtering Reasoning questions based on Mono-

Memorization-Independent Reasoning

Memorization-independent Reasoning

Rank Integrated R g
FRMM MIB

1 DeepSeek-67B Yi-34B (13) GPT-4-1106 (12)
2 Qwen-72B DeepSeek-67B (|.1) Yi-34B (12)
3 GPT-4-1106 GPT-4-1106 (-) Qwen-72B (| 1)
4 Yi-34B Qwen-72B (/2) DeepSeek-67B (3)
5 Qwen-14B GPT-3.5-1106 (12) GPT-3.5-1106 (12)
6 InternLM2-20B Qwen-14B (/1) Qwen-14B (/1)
7 GPT-3.5-1106 InternLM2-20B (| 1) InternLM2-20B (| 1)
8 InternLM2-7B InternLM2-7B (-) InternLM2-7B (-)
9 DeepSeek-7B Baichuan2-13B (1) Baichuan2-13B (1)
10 Baichuan2-13B DeepSeek-7B (1) DeepSeek-7B (/1)
11 Baichuan2-7B Yi-6B (13) Baichuan2-7B (-)
12 ChatGLM3-6B ChatGLM3-6B(-) ChatGLM3-6B(-)
13 Qwen-7B Baichuan2-7B (| 2) Qwen-7B (-)
14 Yi-6B Qwen-7B (/1) Yi-6B (-)
15 LLaMA-2-70B LLaMA-2-13B (1) LLaMA-2-13B (11)
16 LLaMA-2-13B LLaMA-2-70B (| 1) LLaMA-2-70B (| 1)
17 Vicuna-13B-v1.5 Vicuna-13B-v1.5 (-) Vicuna-13B-v1.5 (-)
18 Vicuna-7B-v1.5 LLaMA-2-7B (T1) Vicuna-7B-v1.5(-)
19 LLaMA-2-7B Vicuna-7B-v1.5 (|1) LLaMA-2-7B (-)

Table 7: Leaderboard on the MRI tasks. We propose two
methods, i.e. FRMM and MIC, to compare the LLMs’
memorization-independent reasoning, as detailed in
Appendix I. The arrows and numbers in brackets in
the last two columns indicate changes in ranking order
relative to the second column.

LLM-Memorization (FRMM) For each LLM, we se-
lected reasoning questions based on its performance
in memorization tasks: only retaining reasoning
questions for which all related memorization ques-
tions were answered correctly. Then we calculated
the accuracy of the retained reasoning questions for
each LLM. The LL.Ms were then ranked based on
the accuracy, producing the leaderboard shown in
the penultimate column of Table 7. The detail of
the FRMM is in Appendix I.1.

* Memorization-Independent Battles among LLMs
(MIB) Inspired by the pairwise battle method
adopted in LLM evaluation (Zheng et al., 2023),
we tallyed each LLLM’s performance in a “round-
robin” tournament of pairwise match-ups and then
ranked the performance of the LLMs. Specifically,
we selected two LL.Ms at each time and filter the
MRI task’s reasoning questions based on the perfor-
mance of these two LLMs in memorization tasks.
We only retained the reasoning questions whose
related memorization questions were correctly an-
swered by both LLMs. In this way, the two LLMs
were battled under fair conditions. Then we calcu-
lated the accuracy of the two LLMs on the retained
reasoning questions, and computed the difference
in accuracy as the battle score between the two
LLMs. For a total of 19 LLMs, we averaged each
LLM’s scores from the 18 battles they participated
in as their final scores. The LLMs were then ranked
based on these final scores, producing the leader-
board shown in the last column of Table 7. The
detail of the MIB is in Appendix 1.2.
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Analysis As shown in Table 7, when comparing
the leaderboards for integrated and memorization-
independent reasoning, Type III LLMs rank at the
forefront and the Type I rank at the end in all
leaderboards. There is a slight variation in the
ranking order within the three types of LLMs.

Error Types For the in-depth analysis, we chose
Vicuna-13B, Qwen-7B, Qwen-72B as representa-
tives for Type I, I, and III LLMs, and filtered out the
reasoning questions in the MRI tasks, only keeping
those with correct answers to the related memoriza-
tion questions, same as the FRMM in Appendix
I.1. This ensured the LLM had sufficiently memo-
rized the commonsense knowledge required for the
retained reasoning questions, thereby minimizing
the impact of memorization on reasoning. There
are totally 500 reasoning questions in the 4 MR/
tasks, and the numbers of the retained are 106, 323
and 402 for Vicuna-13B, Qwen-7B and Qwen-72B
respectively, as shown in Table 8.

If the LLMs provided incorrect answers for the
retained reasoning questions, these errors can be
referred to as memorization-independent reasoning
errors. We conducted the manual review and anal-
ysis of their reasoning process, and classified the
errors into 4 main categories.
¢ Understanding Error In this case, the LLM
was unable to accurately comprehend the question,
including misunderstanding the content, ignoring
or even modifying important information in the
premise, and failing to grasp the core query of the
question.

* Knowledge Error The LLM incorporated inac-
curate knowledge during the reasoning process. It’s
important to highlight that the knowledge pieces
related to the reasoning question were previously
examined in the related memorization questions,
which the LLM answered correctly. However,
the LLM output incorrect information during the
reasoning phase.

* Logical Error The LLM made logical reason-
ing errors, such as mathematical reasoning errors,
inability to reach the correct conclusion based on
sufficient information, or reaching the correct con-
clusion but outputing the wrong option.

* Other Errors These are other scattered, relatively
rare types of errors.

We show examples of each type of errors in
Figure 12 in Appendix J. The distribution of these
error types are shown in Figure 4.

Discussions Obviously, the majority of errors
are from logical reasoning mistakes and knowledge

Models LLM type # Original # Retained # Incorrect
Vicuna-13B-v1.5 Type I 500 106 54
Qwen-7B Type II 500 323 117
Qwen-72B Type III 500 402 63

Table 8: Memorization-based filtering of reasoning
questions. “Incorrect” means the incorrectly answered
questions among the retained.

Vicuna-13B Qwen-7B Qwen-72B

42.6% 40.2% 33.3%

51.3%

B Understanding Error
== Knowledge Error
m Logical Error

w72 Other Errors

Figure 4: Distribution of the memorization-independent
reasoning errors

inaccuracies, which further provides the directions
for LLMs’ enhancement. As for knowledge errors,
prior studies (Bian et al., 2023; Allen-Zhu and Li,
2023) have indicated that the way LLMs remember
and master knowledge is a relatively complex topic.
Simple memorization doesn’t guarantee that LLMs
can apply this knowledge accurately and skillfully
during the reasoning process.

6 Conclusion

This paper introduces CHARM, the first bench-
mark designed to comprehensively and thoroughly
evaluate LLMs’ commonsense reasoning in Chi-
nese. CHARM encompasses two counterpart com-
monsense domains, global and Chinese-specific,
with the carefully selected tasks. We evaluated
the representative prompt strategies for improving
LLMs’ reasoning ability, and the empirical findings
significantly enhances and supplements the con-
clusions of previous studies. CHARM comprises
closely-interconnected reasoning and memoriza-
tion tasks, helping to reveal the intrinsic correlation
between memorization and reasoning of LLMs.
We evaluated the strengths and weaknesses of dif-
ferent LLMs and conducted the detailed analysis
of memorization-independent reasoning abilities.
We hope that CHARM’s approach to studying the
correlations between memoriztion and reasoning
can serve as a reference for similar research in other
fields.
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Limitations

This study conducted tests on combinations of the
19 LLMs and the 5 prompt strategies, resulting
in empirical conclusions. However, many existing
LLM:s and prompt strategies have not yet been tested.
Furthermore, the best prompt strategy for the com-
monsense reasoning task for the LLMs, particularly
in Chinese or other non-English languages, is not
static and should progress with LLM technology.
This is influenced by three elements: (1) The new
prompt strategies are continuously proposed, which
are likely more effective. (2) The new LLMs may
have different prompt strategy preference, or be less
sensitive to prompt. (3) For other non-English lan-
guages with high resources, future LLMs would be
continuously evolving and updating, and necessitate
ongoing updates in evaluation.

The automation of the construction and evalu-
ation of CHARM needs further improvement, in-
cluding the following: (1) Most of the questions in
CHARM Chinese domain are manually constructed
by the author. This limits the number of bench-
mark questions and the range of knowledge pieces
covered. (2) Regarding memorization-independent
reasoning, we chose only 3 LLMs as representa-
tive and manually categorized the types of errors
within CHARM. In future research, we could em-
ploy robust LLMs, like GPT-4, for automated error
classification and statistical analysis.

Ethical Consideration

This work involved human annotation. We have
provided appropriate compensation for all annota-
tors. The total cost of annotation for the project
is about 2.2k RMB. For all annotators, we explic-
itly informed them about the use of the data and
required them to ensure that the questions included
in CHARM do not involve any social bias, ethical
issues or privacy concerns during the annotation
process.
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A Entity and Question Examples of the 7
Chinese Commonsense Aspects

Figure 5 shows the number of questions and partial
entities of each Chinese commonsense aspect we
propose, as well as corresponding question exam-
ples.

B Question Examples of the Reasoning
Task in CHARM

Figure 6 shows the question examples of the 7
reasoning tasks in CHARM, including both Chinese
and global domains.

C Question Examples of the
Memorization Task in CHARM

Figure 7 shows the questions examples of the mem-
orization tasks in CHARM.

D Details of Quality Assurance

D.1 Quality Assurance Procedures

After construction of CHARM, we conducted the
quality assurance to ensure the quality of the ques-
tions. We hired professional NLP task annotators to
review the questions we have constructed. The en-
tire quality assurance includes the following steps:

Step(1) Annotation Task Submission and As-
signment: We packaged the constructed questions
into annotation task packages. Usually, one annota-
tion package corresponds to all the questions of one
reasoning or memorization task in Table 2. Before
submitting the annotation tasks, we had written the
annotation requirement document, which includes
key requirements and typical examples. After the
annotation tasks were submitted to the online an-
notation platform, they were assigned to suitable
annotators. Typically, a task would be assigned to
either two or four annotators.

Step(2) Annotator training: After the anno-
tation task was assigned, we organized an online
meeting to train the annotators. We specifically
asked annotators to avoid social bias and sensitive
issues such as morality.

Step(3) Trial review: Before the official review
begun, we randomly selected 20% of the questions
for the annotators to try annotating. We reviewed
the results of the trial annotation, corrected any
detailed issues or understanding deviations in the
review process in a timely manner, to ensure the
quality of subsequent reviews.

Step(4) Official review: For each question,
whether handcrafted or translated, we had two an-
notators do independent reviews. We only provided
the question to the annotators, not our answers.
Using external resources fully (such as search en-
gines, online encyclopedias, etc.), the annotators
would provide the answers. Annotators could also
provide feedback on issues with the question itself
(for example, translation errors or questions that do
not meet the commonsense standards). Only when
both annotators believed that there was no prob-
lem with the question, and their provided answers
were consistent with our previous answers, did we
consider the question to have passed the review.

Step(5) Consultation and correction: For ques-
tions that did not pass the step(4) review, several
authors would hold a meeting to discuss the ques-
tions. There are three cases in total:
¢ Case(1) Retain: There was no problem with the
question itself, but the annotator answered incor-
rectly. We retained these questions.

» Case(2) Discard: The question had significant
errors due to translation issues or problems with
the question itself. We discarded these questions.
* Case(3) Correct: There were minor issues with
the question or the answer, the multiple authors
would discuss together and complete the correction
of the questions.

D.2 Information of the Annotators

We submitted the annotation task online to the pro-
fessional data annotation company, which organized
the annotators to complete the annotation work. A
total of 30 professional annotators, all native Chi-
nese speakers with extensive experience in natural
language processing tasks, were involved in this
project. They possess the expertise to discern and
comprehend commonsense knowledge pertinent to
both global and Chinese-specific contexts. Here is
the specific information about these annotators.

Education and profession: Of the 30 annota-
tors, 11 have a bachelor’s degree and 19 have an
associate degree. Regarding their fields of study,
9 are in humanities (4 specialized in design, 3 in
business, 2 in language), while 21 are in science and
engineering (11 specialized in computer science, 4
in automation, 3 in medicine, 2 in architecture, 1 in
mathematics).

Age: 14 annotators are aged 20-25, 8 are aged
26-30, 7 are aged 30-35, and 1 is aged 35-40.

The annotators are all located in Changzhi City,
Shanxi Province, China. We offer the hourly wage
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of 23.75 RMB for each annotator, which is higher
than the local minimum wage standard.

D.3 Other Details

During the construction of the CHARM project,
we submitted a total of 22 annotation tasks, which
together contained approximately 3.55k questions,
and took a total of approximately 93 hours of the an-
notators’ working time. The entire process for each
annotation task, from step(1) to step(4), typically
required half a day. It needs to be emphasized that
the annotators were only tasked with checking and
answering questions that we have already created;
they were NOT responsible for creating questions
from scratch.

The annotation work for the entire project
spanned from January 2 to January 26, 2024. Each
annotation task required only a few annotators to
complete, rather than all 30 annotators. During the
project period, the annotators participating in this
project were also undertaking other data annotation
tasks in the companies. In fact, our annotation
tasks only accounted for a very small part of their
working time.

The statistics results of the quality evaluation
process are as followings:

» For reasoning tasks, the average failure rate in
step(4) is 0.19, and the average ratio of case(3) in
step(5) is 0.04.

* For memorization tasks, the average failure rate
in step(4) is 0.04, and the average ratio of case(3)
in step(5) is 0.02.

E Examples of Prompt Strategies

Figure 8 shows the examples of the 5 prompt strate-
gies.

F Detailed Evaluation Results of 19 LLLMs
with 5 Prompt Strageties on Reasoning
Tasks

We conducted a detailed evaluation of 19 different
LLMs using 5 distinct prompt strategies. Table 9
and Table 10 respectively display the performance
of various prompt strategies on 7 reasoning tasks
in the CHARM’s Chinese commonsense domain
and global commonsense domain.

G Performance of LL.Ms on Chinese
Commonsense Knowledge Aspects

Table 11 displays the performance of LLMs in
the 7 Chinese commonsense aspects. We only

choose one representative prompt strategy: XLT
for English LLMs and ZH-CoT for Chinese LLMs,
which is based on our empirical conclusion in §5.2.

H Correlation of Memorization and
Integrated Reasoning

H.1 Detailed Correlations of Memorization
and Integrated Reasoning on the 4 MRI
Tasks

The detailed performances of the 19 LLMs on the
4 MRI tasks are in Figure 9.

H.2 Correlation of Memorization and
Integrated Reasoning throughout the
LLM pretraining

We tested the intermediate checkpoint models of
Baichuan2 and DeepSeek on the memorization and
reasoning questions on the 4 MRI tasks. The results
are shown in Figure 10.

With the increase in the number of tokens during
the training process, the model’s memorization
ability quickly reach a high level (in fact, there is no
particularly obvious difference between the results
of the first checkpoint and the final results). This is
because the knowledge involved in our task setting
is the most basic commonsense, and thus widely
and abundantly exists in various Chinese training
corpora.

However, the improvement in reasoning perfor-
mance significantly lags behind memorization. This
is because to complete a reasoning task in CHARM
is actually a multi-step process, requiring memo-
rization of relevant knowledge, understanding of
the question, use of knowledge for reasoning, and
answering according to the requirements of the
question and the demonstration of few-shot exam-
ples, etc. If an error occurs in any step of the above
complex process, the reasoning task will fail.

I Leaderboard of
Memorization-Independent Reasoning

It is non-trivial to acquire and compare the
memorization-independent reasoning abilities of
the LLMs. Intuitively, we can filter the reason-
ing questions by only retaining those whose re-
lated memorization questions are all correctedly
answered by every LLMs. This approach ensures
that each LLM has memorized the commonsense
knowledge necessary for the retained reasoning
questions. However, when we applied this process
to all the 19 LLMs, only 28 reasoning questions

11217



remained out of the original 500 in the MRI tasks,
which was obviously insufficient in number and
lacks diversity, thereby introducing a high degree
of uncertainty due to randomness.

Therefore, we proposed two slightly more com-
plex methods, one called Filtering Reasoning Ques-
tions based on Mono-LLM-Memorization (FRMM),
the other is Memorization-Independent Battles
among LLMs (MIB).

I.1 Filtering Reasoning Questions based on
Mono-LLM-Memorization (FRMM)

This method is relatively simple, but has some
flaws to a certain extent. For each LLM, we se-
lected reasoning questions based on its performance
in memorization tasks: only retaining reasoning
questions for which all related memorization ques-
tions are answered correctly. It’s clear that, after
individual filtration, different LLMs would retain
different reasoning questions, and even differ in the
number of retained reasoning questions, as shown
in the “# retained” column in Table 12.

Then, we calculated the accuracy of the retained
reasoning questions for each LLM, and the results
are shown in the “Retained Acc” column in Table
12. The LLMs were then ranked based on the
accuracy, producing the leaderboard shown in the
penultimate column of Table 7.

As mentioned above, while this method can
reflect the memorization-independent reasoning
abilities of LLMs to some extent, its drawback lies
in that the denominator used in calculating the final
ranking accuracy differs for different LLMs.

To overcome this, we proposed the MIB method.

I.2 Memorization-Independent Battles among
LLMs (MIB)

To overcome the shortcomings of the FRMM
method, we referred to the pairwise battle method
adopted in LLM evaluation (Zheng et al., 2023). By
tallying each LLM’s performance in a “round-robin”
tournament of pairwise match-ups, we ranked the
performance of the LLMs.

Specifically, we selected two LLMs at each time
and filtered the MRI task’s reasoning questions
based on the performance of these two LLMs in
memorization tasks. We only retained the reasoning
questions whose related memorization questions
were correctly answered by both LLMs. In this way,
the two LLMs are battled under fair conditions. We
then calculated the accuracy of these two LLMs
on the retained reasoning questions separately, and

compute the difference in accuracy as the battle
score between the two models.

As shown in Figure 11, the element E;; repre-
sents the accuracy of LLM ¢ minus the accuracy of
LLM j during the battle between the two LLMs.
For a total of 19 LLMs, we averaged each LLM’s
scores from the 18 battles they participated in as
their final scores, as shown in Table 13.

Finally, we ranked the LLMs based on these
scores to produce the leaderboard shown in the last
column of Table 7.

J Memorization-Independent Reasoning
Errors

LLMs can answer memorization questions correctly,
but they make mistakes when it comes to reasoning
problems composed of these knowledge points. Fig-
ure 12 shows the examples of three memorization-
independent reasoning errors of LLMs.
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LLM Prompt Al TU SqU MMR SpU NLI RC  Avg

GPT-3.5-1106 Direct 32.00 33.0 46.0 48.0 60.0 62.0 525 47.64
ZH-CoT 17.33 49.0 69.0 46.0 69.0 66.0 55.0 53.05
EN-CoT 50.67 39.0 64.0 44.0 80.5 59.0 53.5 55.81
Translate-EN 87.33 44.0 54.0 40.0 76.5 64.0 49.5 59.33
XLT 85.33 39.0 65.0 42.0 80.5 61.0 50.5 60.48
GPT-4-1106 Direct 94.00 50.0 81.0 72.0 73.0 86.0 63.0 74.14
ZH-CoT 99.33 67.0 81.0 68.0 85.0 83.0 34.0 73.90
EN-CoT 98.00 65.0 79.0 70.0 83.0 83.0 50.5 75.50
Translate-EN 96.00 43.0 70.0 42.0 75.5 81.0 53.5 65.86
XLT 96.67 60.0 85.0 74.0 86.0 77.0 62.5 77.31
LLaMA-2-7B Direct 47.33 21.0 20.0 30.0 49.0 6.0 315 29.26
ZH-CoT 52.67 34.0 23.0 22.0 51.0 34.0 295 35.17
EN-CoT 44.67 34.0 20.0 4.0 50.5 40.0 26.5 31.38
Translate-EN 10.00 32.0 20.0 20.0 39.0 40.0 20.0 25.86
XLT 51.33 36.0 11.0 14.0 49.5 52.0 8.0 31.69
LLaMA-2-13B Direct 47.33 30.0 34.0 30.0 49.0 33.0 315 36.40
ZH-CoT 52.67 38.0 38.0 30.0 53.0 34.0 23.0 38.38
EN-CoT 52.67 34.0 38.0 2.0 49.0 1.0 355 30.31
Translate-EN 53.33 34.0 20.0 10.0 62.0 9.0 31.0 31.33
XLT 56.00 33.0 38.0 30.0 58.0 47.0 38.0 42.86
LLaMA-2-70B Direct 47.33 23.0 25.0 26.0 49.5 44.0 33.0 35.40
ZH-CoT 51.33 31.0 350 24.0 515 46.0 37.0 39.40
EN-CoT 55.33 27.0 31.0 26.0 59.0 56.0 41.0 42.19
Translate-EN 72.67 26.0 46.0 42.0 66.5 65.0 48.0 5231
XLT 57.33 37.0 52.0 32.0 55.0 56.0 41.5 47.26
Vicuna-7B-v1.5 Direct 52.67 25.0 30.0 16.0 14.5 19.0 21.5 25.52
ZH-CoT 56.00 25.0 39.0 26.0 49.5 56.0 33.0 40.64
EN-CoT 53.33 28.0 26.0 18.0 40.5 55.0 40.5 37.33
Translate-EN 66.67 25.0 31.0 30.0 60.0 57.0 33.0 43.24
XLT 52.00 29.0 34.0 32.0 51.0 49.0 355 40.36
Vicuna-13B-v1.5 Direct 47.33 34.0 34.0 30.0 48.5 52.0 46.0 41.69
ZH-CoT 64.00 33.0 31.0 34.0 51.0 54.0 36.0 43.29
EN-CoT 62.67 30.0 32.0 24.0 50.0 50.0 33.0 40.24
Translate-EN 69.33 23.0 26.0 32.0 63.0 68.0 40.5 45.98
XLT 64.67 25.0 32.0 26.0 515 60.0 40.0 42.74
ChatGLM3-6B Direct 44.67 35.0 48.0 46.0 58.5 73.0 60.5 5224
ZH-CoT 66.00 40.0 59.0 38.0 77.0 72.0 375 55.64
EN-CoT 55.33 36.0 58.0 36.0 76.0 75.0 325 52.69
Translate-EN 57.33 24.0 39.0 40.0 535 71.0 46.0 47.26
XLT 48.00 44.0 43.0 36.0 68.5 65.0 41.0 49.36
Baichuan2-7B Direct 44.67 31.0 37.0 24.0 59.0 35.0 56.0 40.95
ZH-CoT 76.00 41.0 48.0 38.0 72.0 53.0 49.5 53.93
EN-CoT 55.33 36.0 44.0 30.0 69.0 53.0 41.0 46.90
Translate-EN 55.33 21.0 26.0 24.0 415 52.0 335 36.19
XLT 56.00 35.0 44.0 28.0 68.0 48.0 44.0 46.14
Baichuan2-13B Direct 59.33 23.0 42.0 30.0 67.0 36.0 23.5 40.12
ZH-CoT 85.33 40.0 48.0 46.0 72.5 66.0 51.5 58.48
EN-CoT 72.00 40.0 50.0 34.0 68.0 64.0 425 52.93
Translate-EN 65.33 38.0 40.0 32.0 58.5 49.0 36.0 45.55
XLT 61.33 33.0 38.0 34.0 67.0 61.0 46.0 48.62
InternLM2-7B Direct 22.00 33.0 62.0 54.0 58.5 84.0 66.0 54.21
ZH-CoT 88.00 38.0 58.0 38.0 76.0 81.0 25.0 5771
EN-CoT 77.33 42.0 59.0 38.0 73.0 78.0 38.5 57.98
Translate-EN 73.33 28.0 45.0 36.0 56.5 72.0 46.0 50.98
XLT 80.67 38.0 60.0 30.0 66.5 72.0 53.5 57.24
InternLM2-20B Direct 14.00 42.0 61.0 50.0 39.5 54.0 46.5 43.86
ZH-CoT 88.00 55.0 54.0 44.0 74.5 80.0 23.0 59.79
EN-CoT 68.67 40.0 48.0 42.0 67.0 68.0 25.0 51.24
Translate-EN 80.67 34.0 54.0 36.0 53.5 71.0 53.0 54.60
XLT 85.33 36.0 71.0 42.0 64.5 68.0 58.0 60.69
Yi-6B Direct 14.67 17.0 20.0 30.0 48.0 19.0 35.5 26.31
ZH-CoT 70.67 320 47.0 32.0 75.0 50.0 42.0 49.81
EN-CoT 58.67 18.0 34.0 30.0 58.0 52.0 485 42.74
Translate-EN 56.00 25.0 23.0 26.0 24.0 15.0 23.0 2743
XLT 54.67 36.0 35.0 28.0 68.5 56.0 43.0 45.88
Yi-34B Direct 89.33 28.0 85.0 56.0 70.0 51.0 68.0 63.90
ZH-CoT 96.00 55.0 89.0 76.0 88.5 72.0 51.5 75.43
EN-CoT 90.00 42.0 78.0 66.0 84.5 67.0 50.0 68.21
Translate-EN 86.67 28.0 55.0 34.0 71.0 65.0 415 54.45
XLT 92.00 48.0 87.0 72.0 84.0 66.0 61.0 72.86
DeepSeek-7B Direct 46.67 27.0 21.0 30.0 48.0 40.0 27.5 34.31
ZH-CoT 81.33 34.0 50.0 50.0 79.5 57.0 31.5 54.76
EN-CoT 72.00 33.0 33.0 24.0 73.0 47.0 35.5 45.36
Translate-EN 68.67 18.0 28.0 36.0 59.0 72.0 40.5 46.02
XLT 55.33 32.0 39.0 36.0 51.0 37.0 35.0 40.76
DeepSeek-67B Direct 22.67 48.0 33.0 28.0 12.5 53.0 39.5 33.81
ZH-CoT 96.67 57.0 83.0 92.0 87.5 71.0 34.5 75.38
EN-CoT 84.00 53.0 73.0 58.0 82.0 73.0 35.0 65.43
Translate-EN 94.67 45.0 60.0 38.0 67.5 69.0 40.0 59.17
XLT 95.33 59.0 80.0 66.0 87.5 76.0 54.5 74.05
Qwen-7B Direct 50.67 28.0 41.0 50.0 60.5 56.0 55.5 48.81
ZH-CoT 70.67 38.0 55.0 48.0 71.0 57.0 49.5 55.60
EN-CoT 58.67 40.0 48.0 32.0 68.5 58.0 43.0 49.74
Translate-EN 62.67 23.0 31.0 26.0 60.0 54.0 45.0 43.10
XLT 62.67 26.0 47.0 40.0 63.0 50.0 50.5 48.45
Qwen-14B Direct 63.33 28.0 69.0 60.0 73.0 59.0 59.0 58.76
ZH-CoT 87.33 54.0 77.0 60.0 82.5 66.0 55.0 68.83
EN-CoT 85.33 48.0 68.0 56.0 71.5 76.0 53.0 66.26
Translate-EN 78.00 29.0 45.0 22.0 60.5 63.0 46.5 49.14
XLT 83.33 36.0 66.0 56.0 76.5 65.0 50.0 61.83
Qwen-72B Direct 90.67 36.0 85.0 78.0 80.0 84.0 71.5 75.88
ZH-CoT 98.00 59.0 91.0 84.0 86.5 84.0 67.5 81.43
EN-CoT 95.33 55.0 88.0 64.0 86.0 78.0 72.0 76.90
Translate-EN 92.00 37.0 53.0 32.0 73.0 76.0 57.0 60.00
XLT 93.33 50.0 86.0 70.0 83.0 75.0 58.5 73.69

Table 9: Accuracy of reasoning tasks in the Chinese commonsense domain of CHARM.
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LLM Prompt AJ TU SqU MMR SpU NLI  RC  Avg

GPT-3.5-1106 Direct 4133 58.0 59.0 420 61.0 64.0 45.0 52.90
ZH-CoT 2533 89.0 90.0 28.0 715 73.0 485 61.62
EN-CoT 59.33 85.0 84.0 42.0 86.0 68.0 50.0 67.76
Translate-EN 88.67 86.0 80.0 48.0 83.5 65.0 58.0 72.74
XLT 90.00 94.0 87.0 46.0 88.5 66.0 49.5 74.43
GPT-4-1106 Direct 90.67 83.0 92.0 70.0 88.0 78.0 74.0 82.24
ZH-CoT 92.67 100.0 90.0 34.0 88.0 76.0 50.5 75.88
EN-CoT 95.33 97.0 97.0 52.0 89.5 70.0 61.5 80.33
Translate-EN 92.67 93.0 91.0 48.0 74.0 68.0 62.0 75.52
XLT 95.33 98.0 97.0 66.0 90.0 72.0 72.0 84.33
LLaMA-2-7B Direct 4333 20.0 20.0 28.0 51.5 18.0 20.5 28.76
ZH-CoT 51.33 18.0 220 26.0 50.0 31.0 225 31.55
EN-CoT 56.67 20.0 220 220 515 10.0 27.0 29.88
Translate-EN 4.67 20.0 35.0 2.0 515 38.0 28.0 25.60
XLT 62.67 17.0 14.0 16.0 49.5 22.0 13.0 27.74
LLaMA-2-13B Direct 53.33 21.0 35.0 24.0 51.0 350 20.5 34.26
ZH-CoT 54.67 15.0 350 14.0 515 320 27.0 32.74
EN-CoT 52.67 19.0 35.0 16.0 515 35.0 38.0 35.31
Translate-EN 34.67 19.0 35.0 20.0 57.0 37.0 28.0 32.95
XLT 66.67 24.0 39.0 50.0 53.5 57.0 33.5 46.24
LLaMA-2-70B Direct 48.67 33.0 33.0 30.0 50.0 58.0 20.5 39.02
ZH-CoT 46.00 20.0 350 32.0 515 38.0 355 36.86
EN-CoT 46.00 82.0 53.0 34.0 515 64.0 485 54.14
Translate-EN 84.67 76.0 58.0 52.0 71.0 64.0 57.5 66.17
XLT 72.67 84.0 73.0 42.0 64.0 61.0 41.5 62.60
Vicuna-7B-v1.5 Direct 15.33 220 33.0 12.0 49.5 22.0 16.5 24.33
ZH-CoT 52.00 50.0 50.0 10.0 50.5 53.0 31.0 4236
EN-CoT 49.33 45.0 44.0 16.0 51.0 23.0 315 37.12
Translate-EN 76.00 58.0 47.0 36.0 66.5 57.0 375 54.00
XLT 45.33 64.0 37.0 26.0 58.5 52.0 325 45.05
Vicuna-13B-v1.5 Direct 55.33 58.0 39.0 28.0 48.5 59.0 30.0 45.40
ZH-CoT 71.33 71.0 49.0 14.0 53.0 62.0 33.0 50.48
EN-CoT 66.00 82.0 420 38.0 65.0 55.0 40.5 55.50
Translate-EN 84.00 66.0 60.0 66.0 71.0 60.0 42.0 64.14
XLT 72.67 74.0 41.0 50.0 68.0 61.0 36.0 57.52
ChatGLM3-6B Direct 44.00 33.0 57.0 42.0 63.0 80.0 38.0 51.00
ZH-CoT 34.00 69.0 71.0 28.0 75.5 63.0 34.0 53.50
EN-CoT 41.33 65.0 63.0 24.0 60.5 70.0 34.0 51.12
Translate-EN 66.67 59.0 70.0 42.0 66.5 71.0 395 59.24
XLT 52.67 58.0 70.0 46.0 66.0 66.0 42.5 57.31
Baichuan2-7B Direct 46.00 20.0 47.0 8.0 58.0 35.0 38.0 36.00
ZH-CoT 55.33 65.0 54.0 26.0 60.5 59.0 29.0 49.83
EN-CoT 44.00 64.0 49.0 20.0 58.5 56.0 315 46.14
Translate-EN 73.33 59.0 48.0 28.0 64.0 54.0 36.5 51.83
XLT 48.67 18.0 49.0 34.0 56.0 50.0 23.0 39.81
Baichuan2-13B Direct 64.00 17.0 55.0 20.0 58.0 37.0 235 39.21
ZH-CoT 71.33 74.0 58.0 40.0 71.0 61.0 39.0 60.05
EN-CoT 78.67 70.0 55.0 30.0 57.0 66.0 375 56.31
Translate-EN 73.33 68.0 51.0 36.0 61.5 61.0 42.0 56.12
XLT 70.67 75.0 49.0 42.0 69.5 61.0 31.0 56.88
InternLM2-7B Direct 46.67 61.0 65.0 46.0 67.0 79.0 535 59.74
ZH-CoT 74.67 80.0 62.0 20.0 78.0 76.0 235 59.17
EN-CoT 72.00 87.0 70.0 44.0 76.0 73.0 385 65.79
Translate-EN 70.67 81.0 75.0 60.0 78.0 73.0 48.5 69.45
XLT 66.00 87.0 72.0 52.0 76.5 66.0 435 66.14
InternLM2-20B Direct 81.33 54.0 78.0 50.0 63.5 46.0 48.0 60.12
ZH-CoT 82.67 83.0 61.0 14.0 74.5 72.0 27.0 59.17
EN-CoT 73.33 83.0 63.0 14.0 75.0 73.0 26.5 58.26
Translate-EN 82.00 84.0 89.0 40.0 76.0 68.0 46.5 69.36
XLT 87.33 84.0 80.0 70.0 79.0 70.0 47.0 73.90
Yi-6B Direct 47.33 17.0 47.0 14.0 250 11.0 23.0 26.33
ZH-CoT 79.33 63.0 43.0 14.0 70.5 57.0 335 51.48
EN-CoT 68.67 56.0 53.0 32.0 55.5 27.0 41.0 47.60
Translate-EN 72.67 57.0 62.0 32.0 69.0 37.0 355 52.17
XLT 54.67 44.0 60.0 62.0 70.5 59.0 41.5 55.95
Yi-34B Direct 82.67 67.0 85.0 58.0 535 45.0 64.0 65.02
ZH-CoT 88.67 92.0 87.0 56.0 89.0 70.0 475 75.74
EN-CoT 89.33 91.0 88.0 44.0 80.0 66.0 48.0 72.33
Translate-EN 78.00 85.0 83.0 48.0 76.5 64.0 54.5 69.86
XLT 88.00 88.0 86.0 70.0 93.5 60.0 58.0 77.64
DeepSeek-7B Direct 47.33 24.0 35.0 14.0 220 41.0 17.5 28.69
ZH-CoT 68.00 76.0 47.0 50.0 72.5 59.0 325 57.86
EN-CoT 75.33 74.0 40.0 16.0 535 47.0 355 48.76
Translate-EN 72.67 59.0 45.0 32.0 60.0 57.0 38.0 51.95
XLT 58.00 28.0 38.0 16.0 51.5 35.0 29.5 36.57
DeepSeek-67B Direct 37.33 83.0 18.0 2.0 39.5 49.0 37.0 37.98
ZH-CoT 90.00 95.0 86.0 220 88.0 73.0 39.0 70.43
EN-CoT 61.33 96.0 76.0 30.0 90.5 71.0 35.0 65.69
Translate-EN 90.67 87.0 81.0 52.0 81.0 54.0 58.5 72.02
XLT 86.00 93.0 72.0 60.0 93.0 64.0 46.0 73.43
Qwen-7B Direct 52.67 38.0 54.0 38.0 56.5 67.0 40.0 49.45
ZH-CoT 74.67 78.0 69.0 50.0 725 55.0 36.0 62.17
EN-CoT 74.00 81.0 65.0 36.0 73.5 66.0 355 61.57
Translate-EN 73.33 71.0 65.0 46.0 70.5 66.0 41.0 61.83
XLT 74.67 64.0 69.0 48.0 67.0 46.0 32.0 57.24
Qwen-14B Direct 70.00 58.0 82.0 36.0 78.0 55.0 47.5 60.93
ZH-CoT 84.00 83.0 83.0 44.0 84.5 71.0 40.0 69.93
EN-CoT 86.67 82.0 81.0 44.0 79.5 66.0 425 68.81
Translate-EN 86.67 72.0 85.0 48.0 78.0 64.0 48.5 68.88
XLT 80.00 79.0 83.0 48.0 79.0 65.0 45.0 68.43
Qwen-72B Direct 88.00 63.0 85.0 56.0 83.5 78.0 65.5 74.14
ZH-CoT 94.00 92.0 93.0 64.0 93.0 71.0 63.5 81.50
EN-CoT 90.00 92.0 86.0 60.0 92.5 66.0 58.0 71.79
Translate-EN 91.33 87.0 89.0 54.0 81.5 63.0 64.0 75.69
XLT 92.67 70.0 91.0 66.0 91.5 66.0 50.5 75.38

Table 10: Accuracy of reasoning tasks in the global commonsense domain of CHARM.
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LLM Prompt H CA LC E F G L Avg.

Random Baseline - 43.88 25.68 2574 2723 49775 2832 27.72 3261
GPT-3.5-1106 XLT 80.85 41.78 6324 4930 80.88 5221 5545 60.53
GPT-4-1106 XLT 92.55 5822 86.76 7324 86.27 71.68 6727 76.57
LLaMA-2-7B XLT 45.74 16.44 2206 26.76 49.02 26.55 21.82 29.77
LLaMA-2-13B XLT 51.06 3836 39.71 36.62 57.84 46.02 3091 4293
LLaMA-2-70B XLT 55.85 3836 51.47 3944 5539 4336 49.09 47.57
Vicuna-7B-v1.5 XLT 4947 3219 33.82 38.03 5049 4425 3273 40.14
Vicuna-13B-v1.5  XLT 5691 3836 2500 36.62 5245 5044 3636 42.31

ChatGLM3-6B ZH-CoT 64.89 37.67 5441 4930 7598 5398 48.18 54.92
Baichuan2-7B ZH-Col' 69.15 4521 5147 4085 7255 5133 4727 5398
Baichuan2-13B ZH-CoT 79.26 43.84 5441 47.89 7255 5929 49.09 58.05
InternLM?2-7B ZH-CoT' 76.60 33.56 61.76 49.30 7549 4956 4545 55.96
InternLM?2-20B ZH-CoT 78.72 4041 47.06 5493 74.02 48.67 49.09 56.13

Yi-6B ZH-CoT' 61.70 4247 5441 38.03 7500 4425 3636 50.32
Yi-34B ZH-CoT' 89.36 56.16 8235 7324 8873 63.72 6091 73.50
DeepSeek-7B ZH-CoT' 7021 37.67 4265 5634 79.41 38.05 4455 5270
DeepSeek-67B ZH-CoT' 87.23 5548 75.00 87.32 86.76 5221 5273 70.96
Qwen-7B ZH-Col' 6543 4247 5147 5211 7059 5398 53.64 55.67
Qwen-14B ZH-CoT' 8191 6233 7059 60.56 82.84 5841 5636 67.57
Qwen-72B ZH-Col' 9255 61.64 89.71 83.10 86.76 7522 77.27 80.89

Table 11: Accuracy of reasoning questions on the 7 Chinese commonsense aspects of CHARM.

LLM # Original ~ Original Acc.  # Retained Retained Acc.
DeepSeek-67B 500 84.6 409 87.04
Qwen-72B 500 84.2 402 84.33
GPT-4-1106 500 82.8 350 86.86
Yi-34B 500 82.8 355 89.86
Qwen-14B 500 76.0 331 80.97
InternLM2-20B 500 71.6 329 78.42
GPT-3.5-1106 500 69.8 226 81.86
InternLM2-7B 500 68.2 282 78.37
DeepSeek-7B 500 68.0 338 75.74
Baichuan2-13B 500 67.2 320 76.56
Baichuan2-7B 500 63.6 337 64.69
ChatGLM3-6B 500 62.4 258 65.12
Qwen-7B 500 62.0 323 63.78
Yi-6B 500 60.8 285 68.07
LLaMA-2-70B 500 49.8 107 53.27
LLaMA-2-13B 500 49.6 70 55.71
Vicuna-13B-v1.5 500 47.6 106 49.06
Vicuna-7B-v1.5 500 45.0 62 40.32
LLaMA-2-7B 500 43.8 49 46.94

Table 12: Filtering Reasoning questions based on Mono-LLM-Memorization (FRMM) on the MRI tasks.
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Commonsense

Domain Commonsense Aspect Example of Entity Example of Reasoning Question # Question
R KB B R ATHERT QERRER, HRFEMEA, —ARLTUHFHT . LELLFROAR
X FM: FEZE, FAE, AFRER. oA THAR? WA R G EHMAETRZT M. &9
BEAM: Fa. R RE ST (A) & (B) &
History Dynasties: Warring States, Tang, Song Does the following statement contain historical errors? Please choose the correct option. How would af 188
Historical events: Battle of Red Cliffs, Xinhai Revolution, person who has received compulsory education and possesses basic knowledge choose? Liu Bang
Beijing Olympics established the Han Dynasty with the assistance of Zhuge Liang. Option:
Historical figures: Li Bai, Su Shi, Genghis Khan (A) Yes (B) No
FoEE: R AR
TARMES: (i) o Okipg) « (ZEmEL) . [MERETTFEA, RORTILKSY, TMARGRFREN—F L2697 &0:
LB 1L N SN £ S (A) 297 (B) ZR(C) A (D) £
Traditional Culture and Art |Zodiac animals: Rat, Ox, Tiger Xiaogian was born in the year of Jiazi, and his cousin is 5 years older than him. So, in which year 146
Artistic works: "Dream of the Red Chamber", "All Men Are  [was his cousin born? Option:
Brothers", "Romance of the Three Kingdoms" (A) Ji Mao (B) Geng Chen (C) Ji Wei (D) Ren Wu
Invention: Compass, gunpowder, papermaking
TR T e RAL AT B
(A) ¥ F RO T b IREFRF ARG . REFDL, HTF R
(B) Hx T A AAEF . TR, 2RAS, REZRT AL T R
K oy C) HHFRAEF b RERZFTHAARG T . HR T, 2R0%
£iE K Bk, MBS, .. (
BT, S, BH OESSFEENEETENECE TS SRS X LT LR
L LU What is the correct process for making dumplings? Option:
A AT I A) Put the dumpling skin in your hand, tak iat ¢ of dumpling filling and place it
Daily life and Customs | Lifestyle: high-speed rail, online shopping, short videos... (4) Put the dumpling skin in your hand, take an appropriate amount of dumpling filling and place i 68
. . . s . in the center of the skin, pinch the edges tightly, and fold the dumpling skin in half
Diet: dumplings, Braised pork belly, rice dumpling... . P N . . - .
; d > (B) Put the dumpling skin in your hand, fold the dumpling skin in half, pinch the edges tightly, and
Festivals: Dragon Boat Festival, Mid-Autumn Festival, Double . P S
Ninth Festival take an appropriate amount of dumpling filling and place it in the center of the skin
(C) Put the dumpling skin in your hand, take an appropriate amount of dumpling filling and place it
in the center of the skin, fold the dumpling skin in half, and pinch the edges tightly
(D) Fold the dumpling skin in half, pinch the edges tightly, hold the dumpling skin in your hand,
take an appropriate amount of dumpling filling and place it in the center of the skin
e (RNEF) . (BEABHRE) . (t@sek) . [FEeey (LHR) . (E4) . (RmEHHR) | (k) AXRRHELYA? &
Fhe (R . GREFA) . (HE) £
Chinese & LN ¥ (A) (—AMERREY ) B) GEFHTE) (O) (FTYEH) (D) (FIFHE)
commonsense Entertainment Movies: "Dragon Gate Flying Armor", "Detective Chinatown", [ What movies have in common with these movies "Red Sorghum", "To Live", "Red Lantern Hanging 71
Domain "Ambush from Ten Sides"... High", and "Hero"? Option:
Music: "Sunny Day", "Glorious Years", "Ten Years"... (A) Not One Can Be Missing (B) Let the Bullets Fly (C) The True Story of Afei (D) Eastern Evil and
Traditional Chinese Opera: Peking Opera, Yu Opera... 'Western Poison
T @8 FTAEH? a5 RN FRAEKS LS TR EGIRK" £A:
U R (A) T3 (B) R°T
NN R B, R . . P . . .
Public figures > Q 4&’ I#? JI}L A .. Is the following sentence credible? "Athlete Liu Xiang's three and a half jumps on the ice, drawing a 204
Public figures: Liu Xiang, Ma Long, Zou Shiming... ; -
beautiful arc" option:
(A) Credible (B) Not credible
&8 SRR BN KR A s
ELL PR SN &0 = P E AT el R AR SRR
b Kir, &, WELA 8 ERTAKA?
EECREREINBUEUN (A) %4 (B) F/8 (C) &%
G -aphy 113
cography Cities: Beijing, Shanghai, Sanya... Statement 1: Ordos and Datong are rich in coal mines
Rivers: Yangtze River, Yellow River, the Pearl River... Statement 2: Henan and Shandong in China are both major coal producing provinces
Provinces: Hebei, Henan, Shaanxi... May I ask what is the relationship between these two sentences?
(A) i (B) Contradiction (C) Unrelated
T — R I ALY AE 4 B — R o B IR 6 R B T HE AR E A A R 7 B
(A) RAEM. mAFRA, SMBF. ZHH
(B) /e A, A, RAEM. 4MET
A AU, TR B AT AR A
i ERET AT R "RAFAEAT " E A N N ) w
&;. - AR * # 'Which of the following idioms describing the changes in time of the day is sorted correctly in the
) Ldioms: vibrant, teasing tigers away from the mountains, dim _|Order of time of the day? Option:
Chinese language lehts g i (A) The morning light is faint, the rising sun rises in the east, the setting sun sets in the west, and the 110
s ) . |stars and moon shine together
Poems: "Endless blue lotus leaves reaching up to the sky", L B . . L
" . . "o . (B) The rising sun rises in the east, the interplay of stars and moon shines, the morning light is faint,
‘Endless falling trees rustling down", "A thousand miles of B
shared beauty” and the sunset sets in the west
(C) The interplay of stars and moon, the faint dawn, the rising sun in the east, and the setting sun in
the west
(D) The setting sun sets in the west, the rising sun rises in the east, the stars and moon shine
together, and the morning light is faint
» " AT IR AT QAR KRR, FABEALT. —MELT LHHF . BELAKFROAL
A FEE N N 2 <o . y PR
B FELL, ABE. FHE o FTIAED 0 5 3 R4 R T 05 BUF L0 Ko o 5
. A IR FR. BT
Global (A) £ (B) &
| wkF, #RME. .. . . . . , .
General worldwide | ; Dogs the following statement contain a chronological error? How would a person who has received 900
S Figures : Shakespeare, Beethoven, Napoleon .. : 2 ' ) -
domain iy oo . A compulsory education and has basic common sense choose? is his sympl
General knowledge: Cooking, dressing, traveling. .. e y
Geography: The four major oceans, world ma on an electronic piano. Options:
cography: The four major oceans, wor p.. (A) Yes (B) No

Figure 5: Entity and question examples of the commonsense aspects.
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Task Example of Reasoning Question (Chinese Domain) Example of Reasoning Question (Global Domain)
UT ARG O RER, FRABFEHALA. —MEXTAHFHFT. £ [ATHERE QSN RAR, FRABEHLA. ML TAHFHFT. £24&
BEAFIRGARLATEE? PP L REBZUAKGATIEA T, LA EAFIRGAR L ATRIF? F KD Y 6 AN F R 2 A K ] 2
A £ B)E RHFB o &R
Does the following statement contain historical errors? Please choose the correct|(A) £ (B) &
Anachronisms  [option. How would a person who has received compulsory education and Does the following statement contain historical errors? Please choose the correct
Judgment possesses basic knowledge choose? Sun Yat sen took the high-speed rail from  |option. How would a person who has received compulsory education and

Wuchang to Nanjing. Option:
(A) Yes (B) No

possesses basic knowledge choose? The people of the ancient Maya civilization
used astronomical telescopes to observe and formulate agricultural calendars.
Option:

(A) Yes (B) No

Time Understanding|

do RS KRN, MA—NABRAHRML AT A? &A:

(A) LE (B)I % (C) K% (D) 24

If today is Xiaoman, what solar term will be approximately one month later?
Options:

(A) Summer Solstice (B) Minor Heat (C) Great Heat (D) Beginning of Autumn

WAL B R EHE K. ARA2007FMF— K. FFI0RAT A HAS
PAE-E

(A)20064F12 4228 (B)2006F12 423 B (C)20074-02 /1248 (D)20074-01 A
318 (B)I961412/228 (F)2006412 4218

Please choose the correct answer based on the question. Today is the first day of
2007. May I ask what was the date 10 days ago? Option:

(A) December 22, 2006 (B) December 23, 2006 (C) February 24, 2007 (D)
January 31, 2007 (E) December 22, 1961 (F) December 21, 2006

Sequence
Understanding

T RN e 0 10 8 W HE S A A A7 BT
(A) IR, A2, Fa. R#H

(B) £42. R#wL, K, Fa

©)Fa, K. REZ, LH#N

D) FhK. R42. H#H, g

Which of the following characters is sorted correctly in chronological order?
Options:

(A) Sun Wu, Qin Shi Huang, Li Bai, Yuan Shikai
(B) Qin Shi Huang, Yuan Shikai, Sun Wu, Li Bai
(C) Li Bai, Sun Wu, Qin Shi Huang, Yuan Shikai
(D) Sun Wu, Qin Shi Huang, Yuan Shikai, Li Bai

VAT ARAN ) R 4 A R R M AZHEP| A7 97 :

(A) ARAER, KRBRR, FRHRK, BHFRK
B) MR, &HEHR, ShBHK, AREL
(C) BHEWA, HFHEIHK, HRBIHKR, ARGEE
(D) B, FREK, ARER, &EEFK

Which of the following lists is arranged correctly according to the history of
human development? Option:

(A) Modern society, Iron Age, Bronze Age, Stone Age

(B) Bronze Age, Stone Age, Iron Age, Modern Society

(C) Stone Age, Bronze Age, Iron Age, Modern Society

(D) Iron Age, Bronze Age, Modern Society, Stone Age

Movie and Music
Recommendation

Aok edhdy (W) . (RFERB) . (IBBaYE) |
Bl STkl A R

() () B) (FUAAHY (O (F45) D) (=AH)

The songs that share similarities with these songs "Nocturne", "Compendium of
Materia Medica", "Listen to Mom's Words", and "Seven Miles Fragrance" are:
options:

(A) "Double knot Stick" (B) "Young and Promising" (C) "Exaggerate" (D)
"Three person Tour"

(E2&) A

FERAL (mratk) . (EHBA) . (CHRE) .
Mo LA

(A) CimmA®mY (B) (i) (C) (FFE) (D) (HALEEAAa)
Find a movie similar to "Batman", "The Mask", "The Fugitive", and "Pretty

Woman". Options:

(A) "The Front Page" (B) "Vertigo" (C) "The Lion King" (D) "Lamerica".

CRAMEAY £

Sport
Understanding

T ey & F T 50 B R KRG T KA de A

(A) TT1z (B) A7T1z

Is the following sentence credible? "The athlete Zhang Yining dunks
vigorously." Options:

(A) Credible (B) Not credible

T8 &) F A AE D2 A A K B AT R AR B S R

(A) T1z (B) R¥T 15

Is the following sentence credible? Option for Kobe Bryant's rebounding and
shooting scores:

(A) Credible (B) Not credible

Natural Language

iEe)—: DF RALEKBINRN L= LS, RIB b Aeiing 3 RFE S
i

EE = ZRARBEA20% K

HELA 8 E R LA

(A) 4 (B) # /& (C) £ #

&6 —: KA1 AR KT
EE = KNGMARRS .
H R 8 iE R A AR R ?
(A) &4 (B) T /& (C) L%

Sentence 1: We have friends all over the world.

Inference Statement 1: Xiao Ming and his family went to Sanya for the Chinese New Year |Sentence 2: We have many friends.

during the winter vacation and found that hotels and tourist attractions were What is the relationship between these two sentences?

overcrowded. Statement 2: The temperature in Sanya during winter is over 20 [(A) Entailment (B) Contradiction (C) Unrelated

degrees Celsius. What is the relationship between these two statements?

(A) Entailment (B) Contradiction (C) Unrelated

FERE PR RAKE R FLGERT B Z— AL R E L "W |FFTAR, KT F 0938 Kl B E A T-FALAF R KT RE5ELFIL

JEAL Ao 3 Ao R e ) [0 F AR AL R IR0 R Ao ST ALK F AT IR B | FAIR . o RGP HLET L, KEEPAARARBELF L0 E, 2

ARG B ARMAR K, A E L F AR AT AR ZBE LT RA AP, BAHCL%ETIHF—TRE LT

EE & LR [ONESEE SEACES-E80]

(A) # R XACT REA H 22 55 R A0 AA) R (B) 77 FARRALT &

(B) & 424 Ae 6 A7 15 L AL P i, 509 4 5 Rk AL (C) KT AT FARMLH TR HS:

(C) EANEB/AAT B BHHE KB (D) s KRV MR T Jeat TR AV XA RN LR

(D) By k& 3h B A A Rk AL A £ % B 6 The study indicates that the growth rate of water pollution is stabilizing: the

In China, the Mid-Autumn Festival is one of the five traditional folk festivals in [amount of water pollution caused this year is almost the same as last year. If this
Reading China. Its core cultural connotation is: "wish social harmony and progress and trel.ld continues, the. pro_blem of water poll.ution will no longer .be'c.ome more

Comprehension family reunion and happiness". Unfortunately, today's commercialization has  [serious. The reasoning is flawed because it overlooks the possibility that:

turned the Mid-Autumn Festival into a "moon cake festival". The moon cakes
are becoming bigger and bigger, but the cultural meaning is becoming less and
less Which of the following is the viewpoint that this passage is most likely to
support?

(A) Traditional culture cannot be utilized as an economic resource.

(B) We need to explore and innovate the connotation of traditional culture,
promote excellent ethnic culture.

(C) We need to fully tap into the huge business opportunities contained in
traditional festivals.

(D) Commercial activities should be primarily aimed at inheriting ethnic culture

(A) The impact of water pollution is cumulative

(B) Pollution is becoming more severe

(C) The trend of water pollution stabilizing will not continue
(D) Some types of water pollution have no significant imp

Figure 6: Examples of the reasoning tasks in CHARM.
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Task

Example of Memorization Question

Example of the Corresponding Reasoning Question

# Question

Anachronisms
Judgment

fefe R EIRA I A6 Adh ?
During which period in China was Hua Tuo a
figure?

AT RGO RER, FRBLALR, —
MEXTAHFHT . BREALFTIROAR LTk
#2 KAt ARBRABAFK . £A:

(A) £ B) &

Does the following statement contain an anachronism?
Please choose the correct option. How would a person
who has received compulsory education and possesses
basic common sense choose? Hua Tuo used Mafeisan
for surgery on patients. Options:

(A) Yes (B) No

150

Time
Understanding

FIRRRIT B OGN TSR AL ?
What is the range of AD years corresponding to
the Qing Dynasty?

DR ENTI91245 4, ey B Fkib k409, A
LA b E R IR A0 7 BT

(A) F$1 B)RBEEHA (C) TH (D) AN

Xiao Liu was born in AD 1912, and his mother was 40
years older than him. In which dynasty was his mother
born? Options:

(A) Qing Dynasty (B) Republic of China period (C)
Yuan Dynasty (D) Ming Dynasty

83

Movie and Music
Recommendation

(U FiRbF 4B R) WERAHR?
Who are the main actors in "The Fantasy
Drifting of the Youth School"?

ok e (RFRT) . (FREHEF) |
CARH) - (REH) ALREHELHR: BT

(A) (Kb 2087 )

(B) {2 Fik 9 F47i27)

(©) {GEFRE)

D) (Rt BB FHHE)

The movie that has something in common with these

films: "Devils on the Doorstep", "In the Heat of the

Sun", "Spring Peach", and "Hibiscus Town" is: Options:

(A) "The Great Buddha+"
(B) "Life of Pi"

(C) "Let the Bullets Fly"
(D) "Raise the Red Lantern"

399

Sport
Understanding

BH) R EGEAFARTEHAA ?
Which sports does athlete Wang Zhizhi engage
in?

THEage)FTTA39? iE5) { EEEAKLEFRIT"
2L

(A) T (B) A7T15

Is the following sentence credible? "The athlete Wang
Zhizhi is very good at splashing water." Options:

(A) Credible (B) Not credible

127

Figure 7: Examples of the memorization tasks in CHARM.

LLM Final Score
GPT-4-1106 21.60
Yi-34B 19.52
Qwen-72B 18.43
DeepSeek-67B 18.25
GPT-3.5-1106 12.65
Qwen-14B 10.80
InternLM2-20B 10.01
InternLM2-7B 7.30
Baichuan2-13B 5.71
DeepSeek-7B 5.17
Baichuan2-7B -0.77
ChatGLM3-6B -3.11
Qwen-7B -4.04
Yi-6B -6.22
LLaMA-2-13B -15.31
LLaMA-2-70B -22.69
Vicuna-13B-v1.5 -22.92
Vicuna-7B-v1.5 -26.25
LLaMA-2-7B -28.13

Table 13: Final results of the Memorization-Independent Battles among LLMs (MIB) on the MRI tasks.
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Prompt Strategy

Example

Q: UTHAEAFTLEHRER, FRABLALA. —MEXTXHFHFT. BELELT

Direct WRAR I TEE? FOARNESTF. &T: (A)AB)E

A:(A)
Q: UTHAERAFLEHRER, FEABLALA. —MEXTXFHFT. BELELT
RHARIATEE? FORMESH. &T: (A RB)F

ZH-CoT A: EEMN—F —FREF, IAKRERI TF G, AT EEAFMGFA. Bk
AP RIGMERAREZE, ARFORTRIEAMNLESH, ZMEL Q5 RER.
PR A (A)o
Q: UTHAERAGLGHRER, WEBFEALTN. —MEIXTAFHT. BELELT
RYARIATRE? T HOAMESF, £A: (A)RB) &

EN-CoT A: Let's think step by step.This statement mentions "Li Bai", a poet from the Tang Dynasty in

China. The "pen" mentioned in the statement is a modern device, so it is impossible for Li Bai
to write poetry with a pen. This statement contains errors from the times. So the answer is (A).

Translate-EN

Q: Choose the correct option if the following statement contains an anachronism. How would a
person with compulsory education and basic common sense choose?Li Bai wrote poetry with a
fountain pen.Options:(A) Yes (B) No

A: Let's think step by step.The statement mentions "Li Bai", a Chinese poet from the Tang
Dynasty. The "fountain pen" mentioned in the statement is a modern device, so Li Bai could
not have used a fountain pen to write his poems, and the statement contains an anachronism.
The answer is (A).

XLT

I want you to act as a commonsense reasoning expert for Chinese.Request: VAT A& 2% &
SRREIR, FRBFERALER, —MNELXTAHFHF . BEARFTRHOAR L TRHE?
FZORMEEH, £R: A ZB)E

You should retell the request in English.

You should do the answer step by step to choose the right answer.You should step-by-step
answer the request.

You should tell me the answer in this format 'So the answer is".

Request: How would a typical person answer each of the following statements whether it
contains an anachronism? Li Bai writes poetry with a pen.

Option:(A) Yes (B) No

Step-by-step answer:

1.This statement mentions "Li Bai", a poet from the Tang Dynasty in China.

2.The pen mentioned in the statement is a modern device.

3. so, it is impossible for Li Bai to write poetry with a pen. This statement contains errors from
the times.

So the answer is (A).

Figure 8: Examples of prompt strategies.
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Figure 9: Accuracy of reasoning and memorization on the 4 MRI tasks.
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Figure 10: Averaged accuracy of the intermediate checkpoint models throughout the LLM pretraining across the 4
MRI tasks.
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/,'/ . Memorization question Y
o P EREAFAEMAT—R?

! ) Question: On which day in the Gregorian calendar is the solar

H term of the beginning of spring?

Lo B ZAREFGH2A4BH5A. v
! Answer: The beginning of spring falls on February 4th or 5th

1 every year.
i

‘% 1AL : AR BEAN T A A R — R ?
Question: On which day in the solar calendar is the term awakening
of insects?
)
P

% WRREFFHIASAR6H .

N -~

Answer: Awakening of insects falls on March 5th or 6th every -\/ ¥

Reasoning question

PR D REZRIRRAT BT, ERERRATF, HERAA TR 2
RIFRBAT S A2

#H: (A) 10K (B) 15K (C) 30K (D) 45%

Question: Xiaotian planted a seed on the day of the beginning of spring and sprouted on
the day of the awakening of insects. How long did it take for this seed to germinate?
Option: (A) 10 days (B) 15 days (C) 30 days (D) 45 days

% TARFFNH2A40 K50, WRRAEFGIASHR6A, AT A4 MG
B R F KRR TI5K. FASERB) .

Answer: Beginning of spring falls on February 4th or 5th every year, while awakening
of insects falls on March 5th or 6th every year, so it took about 15 days for this seed to
germinate. So the answer is (B).

AL iEHh R FEBE R TS E T A ?

Question: What sport does athlete Li Yingying participate in?
& HEsk

Answer: Volleyball. '\/

FIAL: ST REEHR, HAbEdrd, RFAZHEAGHNE?

specific action in which sport?

Answer: Basketball.

B Jo B Jo

Memorization question \

Question: Grabbing a crucial rebound and scoring a put-back is a

Reasoning question

% T@e 8 FTT0? @3 RFRBEHT R EAR, FAbEdr”

#A: (A) THE (B) RT4E

Is the following sentence credible? "Athlete Li Yingying grabbed a crucial rebound and
scored a put-back."

Options: (A) Credible (B) Not credible

FRERVEAWG— L5 TEREHR, ERFAANEHLEAREHRKE, §FoA—

LFAty EREH R, RHMA THRALE T T R AR R AT, AAEE y¢

Z(A)e
Li Yingying is a female basketball player from China. Rebounds and put-backs are both

basketball terminologies. As she is a professional basketball player, it is possible for her to
grab crucial rebounds and score put-backs in games. So the answer is (A).

Memorization question b

% FlAG: &P 4549 2 RA LA LS ?
Question: What is the lunar date of the Double Ninth Festival?

B EMFRIRA A M
&5 Answer: The Double Ninth Festival refers to the 9th day of the
9th lunar month.

Reasoning question

ARRFEGHEAT A EREY, PAET—RABREEDE, FEDLBEDE
9 B RARA LG ?

#A: (ALALE BAATE(CLANE (D)EA

Today is the traditional Chinese festival, Double Ninth Festival, and Xiao Ming set off to
go home the day before. What is the lunar calendar date when Xiao Ming started his
journey home?

Options: (A) September 9th (B) August 15th (C) September 8th (D) January 16th

ERFRERAIA NN, B PBALD R MR ZAA L SRR
(A)o

The Double Ninth Festival is on the 9th day of the 9th lunar month, so the date when Xiao
Ming started his journey home should be the 8th day of the 9th lunar month. Therefore, the
answer is (A).

Figure 12: Examples of the 3 types of memorization-independent reasoning errors of LLMs
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