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Abstract

Role-playing agents (RPAs), powered by large
language models, have emerged as a flourish-
ing field of applications. However, a key chal-
lenge lies in assessing whether RPAs accu-
rately reproduce the personas of target char-
acters, namely their character fidelity. Existing
methods mainly focus on the knowledge and
linguistic patterns of characters. This paper,
instead, introduces a novel perspective to eval-
uate the personality fidelity of RPAs with psy-
chological scales. Overcoming drawbacks of
previous self-report assessments on RPAs, we
propose INCHARACTER, namely Interviewing
Character agents for personality tests. Ex-
periments include various types of RPAs and
LLMs, covering 32 distinct characters on 14
widely used psychological scales. The results
validate the effectiveness of INCHARACTER
in measuring RPA personalities. Then, with
INCHARACTER, we show that state-of-the-art
RPAs exhibit personalities highly aligned with
the human-perceived personalities of the char-
acters, achieving an accuracy up to 80.7%.1

1 Introduction

Recent advancements in large language models
(LLMs) have catalyzed the emergence of role-
playing agents (RPAs). RPAs are interactive AI
systems simulating diverse roles or characters.
RPA applications have been extended to diverse
contexts, such as AI agents of fictional charac-
ters (Li et al., 2023), digital clones for humans (Gao
et al., 2023), and AI non-player characters in video
games (Wang et al., 2023a). Recent research trends
have increasingly focused on the development of

*Corresponding author.
1Project page: https://incharacter.github.io/
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Figure 1: The procedure of personality tests on RPAs.
To evaluate the personality fidelity of RPAs, we ap-
ply various scales to measure their personalities and
compare the results with the personality labels of the
characters.

RPAs, including building RPAs for specific char-
acters (Li et al., 2023; Wang et al., 2023b) and
improving the role-playing abilities of foundation
models (Zhou et al., 2023).

However, evaluating character fidelity in RPAs
remains a relatively underexplored area. Prior re-
search mainly concentrates on the replication of
knowledge, experience, and linguistic patterns of
characters (Shao et al., 2023a; Zhou et al., 2023),
which manifests in two primary issues: (1) They ne-
cessitate character-specific datasets, thereby com-
plicating the evaluation of new characters. (2) They
overlook evaluating RPAs’ thoughts and underlying
mindsets. Towards these issues, we propose to eval-
uate if RPAs faithfully reproduce the personalities
of target characters, i.e., personality fidelity, as de-
picted in Figure 1. Personality tests, administered
by psychological scales, measure an individual’s
interrelated behavioral, cognitive, and emotional
patterns (Barrick and Mount, 1991; Bem, 1981).
By measuring the personalities of RPAs and com-
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paring them with the personalities of the characters,
we can attain a more nuanced understanding of
RPAs’ character fidelity.

Prior studies on LLM personalities are mainly
based on self-report scales, which prompt LLMs to
select options or assign ratings to specific items (Tu
et al., 2023; Huang et al., 2023b). However, this
method suffers from several limitations for RPAs.
(1) The instruction to complete scales contradicts
role-playing instructions, leading to RPAs’ reluc-
tance or inability to engage with personality tests.
(2) More importantly, the selected options may con-
flict with the actual behaviors of RPAs, making the
test results unindicative of their true personalities.
RPAs might underperform owing to an inadequate
understanding of scale instructions and the biases
inherent in the training data.

Therefore, we propose INCHARACTER, a novel
approach to Interviews Character agents for per-
sonality tests. While self-report scales are popular
in humans for their cost-effectiveness, interview-
based scales evaluated by experts offer a more com-
prehensive analysis (Uher et al., 2012; Rush et al.,
1987). Self-reports are sometimes influenced by
an individual’s lack of insight, denial, or bias. In
contrast, an interviewer can be a guide to elicit
thoughts of individuals, effectively identifying and
addressing the nuances via conversations to over-
come the previously mentioned limitations. IN-
CHARACTER employs this interview-based proce-
dure (Trull et al., 1998) on RPAs, which includes
two stages: (1) Interview: RPAs are engaged with
open-ended questions derived from psychological
scales to elicit RPAs’ mindsets and behaviors. (2)
Assessment: We utilize LLMs to interpret the re-
sponses collected from the first stage. This can
involve converting the responses to Likert levels
or using LLMs to simulate a psychiatrist’s role in
judging RPA personalities.

We apply INCHARACTER to various RPAs on
14 personality tests, including the Big Five Inven-
tory (BFI), 16Personalities2 (16P), and Dark Triad
Dirty Dozen (DTDD). The personality labels for
the BFI and 16P are accessible through the Person-
ality Database (PDb)3. Additionally, we engage
human annotators familiar with the characters to
label them on other scales, thereby creating a com-
prehensive benchmark for evaluating RPA person-
alities. Our experiments include various types of

2https://www.16personalities.com/. This scale is
based on the MBTI and is widely used worldwide.

3https://www.personality-database.com/

existing RPAs. The results demonstrate that the IN-
CHARACTER effectively simulates interview-based
tests conducted by human experts and yields RPAs
personality measurement better aligned with the
characters than self-report methods. Additionally,
we find that the conversation data generated in our
interview phase are of high quality and ideal for
fine-tuning foundation models for RPAs. Hence,
we release a dataset comprising 18,304 interview
dialogues to facilitate future research.

The contributions of this paper are mainly three-
fold: 1) We introduce a novel aspect for RPA eval-
uation, i.e., personality fidelity, based on psycho-
logical scales. 2) We propose INCHARACTER, an
interview-based framework for personality tests on
RPAs and collect the first benchmark for RPA per-
sonality evaluation, facilitating future research on
developing better RPAs. 3) Our experiments on var-
ious RPAs and psychological scales demonstrate
the efficacy of INCHARACTER.

2 Preliminaries

2.1 Role-Playing Agents

Recent advancements have led to the emergence
and evolution of several pivotal abilities in LLMs
to facilitate the development of RPAs, including
in-context learning (Brown et al., 2020), instruc-
tion following (Ouyang et al., 2022), step-by-step
reasoning (Wei et al., 2022), and human-like traits
such as empathy (Sorin et al., 2023). RPAs are in-
teractive AI systems that act as assigned personas,
from fictional characters to celebrities. RPAs uti-
lize persona data to simulate characters, drawing
from training datasets, prompted contexts, or exter-
nal databases. Typically, existing work develops
RPAs by setting character descriptions as system
prompts (Zhou et al., 2023; Shao et al., 2023a)
and crafting memory modules with character dia-
logues (Li et al., 2023; Wang et al., 2023b).

2.2 Psychological Scales

Usually rated on Likert levels, psychological scales
are commonly used for personality tests. Self-
report scales require participants to respond to a
series of items analyzed through a specific scor-
ing scheme to determine their personality traits.
A scale rated on Likert levels, denoted as L =
(P,D,O, f), comprises a set of items P (i.e., a
questionnaire), a list of dimensions D, a set of re-
sponse options O, and a scoring scheme f . Each
item p ∈ P is a statement or question, positively
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Scale Item: 
Values artistic, aesthetic experiences.Scale Item:  

Values artistic, aesthetic experiences.

Role-Playing 
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Openness: 3.7 (High)

Based on the conversation, Zhong 
Li exhibits a strong interest in arts, 
culture, and... This indicates a high 
level of openness.  
Result: I score it as 3.9 (High).

Interview Question:  
Do you value artistic, aesthetic experiences?

I choose 1, strongly disagree.

Does "Values artistic, aesthetic experiences" 
apply to you? Reply a number from 1 to 5, 
where 1 denotes ‘strongly disagree’ … 

... In Liyue, art is everywhere. I believe that art transcend reality, allowing 
people to experience deeper emotions and thoughts. Hence .. 

Do you value artistic, aesthetic 
experiences?

Figure 2: The framework of INCHARACTER for personality tests on RPAs. Left: Previous methods use self-report
scales, which prompt LLMs to select an option directly. Right: INCHARACTER adopts an interview-based approach
comprising two phases: the interview and assessment phases. The interview phase elicits the behavioral, cognitive,
and emotional patterns of RPAs that reflect their underlying mindsets. The assessment phase measures personalities
based on interview results, with two alternative methodologies: option conversion and expert rating.

or negatively corresponding to a dimension d ∈ D.
For example, the item “Values artistic, aesthetic
experiences.” is positively related to the Openness
dimension in the BFI. Participants select an ordinal
response o ∈ O for each item, such as Agree. Typi-
cally, these options are numerically coded, e.g., “1”
for Strongly Disagree and “5” for Strongly Agree.
This process generates a response array A. The
scoring schema f usually includes item-dimension
mapping, identification of positive and negative
items, conversion of options to scores, and an ag-
gregation method (e.g., average or sum). Finally,
the participant’s personality scores S is derived as
S = f(A), where S = (sd1 , sd2 , ..., sd|D|) repre-
sents scores across each dimension. We summarize
the notations used in this paper in Table 4.

3 INCHARACTER

This section introduces INCHARACTER, a novel
personality assessment methodology designed ex-
plicitly for RPAs, utilizing an interview-based pro-
cedure. Figure 2 illustrates our two-stage frame-
work. The interview stage is detailed in §3.1, fol-
lowed by an elaboration of the assessment stage in
§3.2.

3.1 Interview
INCHARACTER draws inspiration from the Struc-
tured Interview approach used in psychological
testing (Trull et al., 1998). For a given scale, it
transforms scale items into a series of open-ended
questions, forming the basis for a structured inter-
view. Then, our framework interviews RPAs using

these open-ended questions to elicit their perspec-
tives on topics indicative of personality traits.

Constructing Question List We develop the
structured interview question list based on items of
the scale. Specifically, each item p ∈ P is trans-
formed into an open-ended question q via LLMs
and manually checked. Consequently, the question
list Q comprises |P| questions. For instance, in
the BFI, the item “Values artistic, aesthetic expe-
riences.” is rephrased as “Do you values artistic,
aesthetic experiences?”

Interviewing RPAs We interview an RPA C of
character c, by presenting each question q ∈ Q
and recording its corresponding response r. To
avoid context effects (Nikolić, 2010), each question
is posed in an isolated context, thereby avoiding
potential interference among the questions.

3.2 Assessment

Based on the interview results, the assessment
phase quantitatively evaluates the score sd of the
RPA C across each dimension d ∈ D. To this end,
we introduce two distinct methodologies for mea-
suring and analyzing RPA personalities leveraging
LLMs: option conversion (OC) and expert rating
(ER).

Option Conversion This technique leverages
LLMs to convert a response r for a question q into
a corresponding answer option a ∈ O for item p,
effectively bridging the gap between closed-ended
and open-ended question formats. The idea follows
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the clinician-rated scales used in clinical psychia-
try (Cuijpers et al., 2010; Uher et al., 2012), where
professional clinicians assign ratings to each scale
item based on their observations during patient in-
terviews and compute the final scores following the
scale’s scoring scheme. For example, a response “I
believe that art transcends reality...” is converted
to “5 (Strongly Agree)” for the item. Afterward, the
answer list A is input to the scoring scheme f to
compute the final personality scores. In practice,
we observe that even state-of-the-art LLMs like
GPT-4 (OpenAI, 2023) exhibit notable inaccuracies
in categorizing the attitudes of RPAs. Therefore,
we further introduce a dimensional-specific option
conversion (d-OC) strategy, which divides (q, r)
pairs according to dimensions and substitutes Lik-
ert levels, such as “4 (Agree)” and “2 (Disagree)”,
with more descriptive options like “4 (Extroverted)”
and “2 (Introverted)” in the prompts for LLMs.

Expert Rating In contrast with the one-by-one
question conversion in OC, this method applies
LLMs to directly evaluate personality scores of
RPAs in each dimension, considering all corre-
sponding (q, r) pairs. This idea draws inspiration
from the structured clinical interview in clinical
psychiatry (First, 2014), where clinicians assess
patients using a predefined question list and derive
final scores based on the responses without interme-
diate ratings or scoring schemes. The interviewer
LLM 4 is prompted with comprehensive descrip-
tions of the scale, dimension, and score range. It
then generates the final personality score for each
dimension based on the pertinent responses. The
advantage of ER is that it re-implements the scor-
ing schema with the interviewer LLM, which can
intelligently weigh individual (q, r) pairs instead of
using equal weights in OC. Hence, it better recog-
nizes personality-indicative responses from RPAs.

Details of our prompts for OC and ER are avail-
able in §G in the appendix. To prevent the in-
fluence of data leakage in ER and d-OC, i.e., the
interviewer LLM might have memorized the char-
acters’ personality types. Hence, we anonymize
the character names in the input prompts.

4 Experimental Setup

4.1 Preliminary Study
Can LLMs Simulate Human Interviewers?
First, we validate the capability of interviewer

4Interviewer LLMs denote the models for the ER and OC
tasks, analogous to human interviewers.

LLMs Acc. Pearson’s r Spearman’s ρ Kendall’s τ

Option Conversation
Gemini 69.5 54.5 55.9 53.2
GPT-3.5 57.5 34.6 36.2 32.4
GPT-4 71.0 60.0 64.3 59.5

Dimension-specific Option Conversation
Gemini 79.0 79.6 80.6 75.9
GPT-3.5 76.5 79.2 81.7 74.5
GPT-4 82.0 84.7 85.3 80.6

Expert Rating (batch)
Gemini 84.0 83.9 85.7 76.6
GPT-3.5 84.0 90.6 89.9 80.4
GPT-4 89.0 92.5 92.7 83.7

Table 1: The accuracy (Acc.) and consistency mea-
surements of interviewer LLMs on the OC or ER tasks,
compared with human labels.

LLMs on the OC and ER tasks, given the interview
results of RPAs. We compare LLM predictions
with human judgments. For each task, we sam-
ple 100 cases of state-of-the-art RPAs on the BFI
and manually label them. For OC, the input is one
question-response pair (q, a) and the output is an
option. For ER, the input is composed of multiple
(q, a) pairs, and the output is a score. Examples are
shown in the right of Figure 2. We experiment with
three LLMs, including GPT-4, GPT-3.5 and Gem-
ini. The RPAs are detailed in §4.2. We report the
Pearson’s r (Pearson, 1920), Spearman’s ρ (Spear-
man, 1961) and Kendall’s τ (Kendall, 1938) corre-
lations between human annotations and interviewer
LLMs, as well as the accuracy. We consider LLM
predictions varying from human labels by less than
1 point, exactly 1, or more than 1, as right, close
(half-correct) or wrong, for accuracy calculation.
More details can be found in §F.1.

The results presented in Table 1 lead to several
findings. First, for ER, state-of-the-art LLMs can
adequately rate participants’ personalities based on
interview results. We observe that GPT-4 makes
only 4% wrong cases in ER, primarily when RPAs
give contradictory responses. Second, for OC, the
LLMs show significant inaccuracy, while replac-
ing Likert-level options with dimension-descriptive
ones (d-OC) largely improves LLMs in this task.
Considering the consistency measurements, state-
of-the-art LLMs achieve acceptable performance
in simulating human interviewers to assess RPA
personalities through ER or d-OC.
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4.2 Experimental Settings
The experiments in the subsequent part of this pa-
per are based on the following settings:

RPAs and Characters This work primarily fo-
cuses on RPAs built on character data curated by
ChatHaruhi (Li et al., 2023) and RoleLLM (Wang
et al., 2023b). We select 32 widely-known charac-
ters, 16 from ChatHaruhi5 and 16 from RoleLLM.
The characters are mainly from popular fictional
works, such as Harry Potter, The Big Bang Theory
and Genshin Impact. Please refer to §C for the
detailed character selection process. The character
data from ChatHaruhi and RoleLLM includes de-
scriptions and dialogues used for system prompts
and memory modules. To implement RPAs, we ap-
ply the Chat-Haruhi-Suzumiya6 library, and adopt
GPT-3.5 (OpenAI, 2022) as the foundation LLM
by default.

Psychological Scales We consider 14 psycho-
logical scales, including the BFI, the 16P, and 12
other scales following PsychoBench7 (Huang et al.,
2024) to evaluate RPAs. Most scales apply scoring
schemes like average and sum, while the 16P is
close-source and accessed via its API. Detailed in-
troduction of these scales can be found in §B. Due
to page limitations, the main body presents results
for the BFI and 16P, while additional findings are
detailed in the Appendix.

Personality Labels We collect labels for char-
acter personalities in the form of both scores and
types, contributed by people familiar with these
characters. From the PDb, an online platform for
character personality annotation, we derive scores
of the BFI and 16P on each dimension from its
label percentage (e.g., 60% Extroverted). We then
categorize it into a type of either positive, negative,
or marginal if it is above 60%, under 40%, or oth-
erwise. Then, we invite human annotators for com-
prehensive personality labels on all 14 scales. To
select qualified annotators, we examine their char-
acter understanding of the BFI and 16P, matching
with labels from the PDb. We invite two to three an-
notators for each character (93 in total for 32 char-
acters) and average their results for improved relia-
bility and objectivity. The scores are re-scaled into

5Six RPAs from ChatHaruhi are based on Chinese data,
and we conduct the interview with them in Chinese.

6A continuously updating project for RPAs. We refer
ChatHaruhi (Li et al., 2023) to its first version. https:
//github.com/LC1332/Chat-Haruhi-Suzumiya

7https://github.com/CUHK-ARISE/PsychoBench

the unit interval [0, 1] and categorized into types
similarly. We measure the inter-annotator consis-
tency via Cohen’s kappa coefficient (Cohen, 1968),
and find the average coefficient across 14 scales
60.9%. For the BFI and 16P, we adopt types from
the PDb and scores from our invited annotators.
The details about PDb annotations, our human an-
notation process, intra-annotator consistency, and
other statistics can be found in §D.

Interviewer LLMs We use LLMs to accomplish
the OC, d-OC and ER tasks in the assessment phase
of INCHARACTER, or to extract selected options
from RPA responses in self-report methods if RPAs
do not provide exactly the choice. We consider four
widely-acknowledged LLMs, including GPT-3.5,
GPT-4, Gemini and Qwen1.5-110B 8.

Metrics We consider two sets of metrics, namely:
(1) Measured alignment (MA) compares the mea-
sured personalities of RPAs and human-annotated
personalities of characters. It depends both on the
performance of RPAs and the effectiveness of per-
sonality test methods. We categorize RPAs as pos-
itive or negative on each dimension if the scores
are above or below the median of the scoring range.
Then, we calculate mean absolute error (MAE)
and accuracy to measure alignment at the score and
type level, respectively. We re-scale MAE by divid-
ing it with the scoring range length. For accuracy,
we report the average AccDim and AccFull, where
correctness is judged on individual or all dimen-
sions of each scale. The marginal dimensions of
each character are ignored due to their ambiguity.
(2) Personality consistency (PC) indicates whether
the measured personality of RPAs is consistent
across various settings. We analyze the standard
variance at the item-level (StdItem), dimension-
level (StdDim), and score-level (StdScore). StdItem

and StdDim measure the consistency of an RPA’s
scores on individual items. For INCHARACTER,
we experiment with OC and d-OC to convert re-
sponses into scores. StdItem measures an RPA’s
consistency on the same item across multiple runs.
StdDim compares an RPA’s responses across differ-
ent items in the same dimension. StdScore denotes
the variance of an RPA’s score on each dimension
across multiple runs. We divide these metrics by
the length of the corresponding scoring range to
re-scale them into the unit interval.

8The versions in this paper are gpt-3.5-turbo-1106,
gpt-4-1106-preview, gemini-pro, Qwen1.5-110B-Chat
respectively.
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5 Experimental Results

5.1 Personality Tests on RPAs

Baselines For INCHARACTER, we experiment
with the ER, OC, and d-OC. For ER, we consider
two settings, ERall and ERbatch, where question-
response pairs in one dimension are inputted into
interviewer LLMs all-at-once or in-batch9. For self-
report (SR) baselines, we follow previous work
on LLM Psychometrics (Huang et al., 2024) to
prompt RPAs to provide exactly a choice for each
scale item. If their responses are not exactly the
choices, we use interviewer LLMs to extract the
choices. Then, the numbers are aggregated via
the scoring schema to get the results. Besides, we
experiment with SR-CoT, which enhances SR with
chain-of-thought reasoning, i.e., explicitly asking
RPAs to articulate their thoughts before choosing
the options.

We compare these methods on the BFI and 16P.
The experiments are repeated three times, including
both the interview phase and the assessment phase.
We report the average results of the three runs for
MA metrics and StdDim, and calculate StdItem and
StdScore across the three runs.

Alignment between RPAs’ Measured Person-
alities and Characters’ Labeled Personalities
Then, we apply INCHARACTER to measure RPA
personalities. According to the results in Table 2,
we have the following analyses: (1) Using IN-
CHARACTER with ER and GPT-4, the measured
RPA personalities are highly aligned with ground
truth labels of corresponding characters. This sug-
gests that state-of-the-art RPAs well reproduce
many of the characters’ personality traits, and our
methods accurately measure their personalities. (2)
RPA personalities measured via INCHARACTER

are better aligned with the characters than SR base-
lines. This validates the advantage of INCHAR-
ACTER over self-report for personality tests on
RPAs, which will be further discussed. (3) The
alignment measured via INCHARACTER correlates
with the interviewer LLMs’ capability on the as-
sessment tasks. For the interviewer LLMs, GPT-4
achieves the best metrics, while GPT-3.5, Gemini,
and Qwen-110B also demonstrate satisfactory per-
formance. For the assessment methods, INCHAR-
ACTER with ER generally achieves better MA met-

9In the BFI and 16P, a dimension generally has 9 to 15
examples. Hence, the in-batch setting applies a batch size of 3
to 4. The results are averaged to form the final scores.
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Figure 3: Visualization of 32 RPAs’ personalities on the
BFI measured by different methods. We use principal
component analysis (PCA) to map the results into 2D
spaces. Black points represent the personality of GPT-
3.5 measured by corresponding methods.

rics than d-OC, while d-OC surpasses OC. How-
ever, Table 1 shows that interviewers LLMs still
make mistakes on the ER and OC tasks, leading to
potential inaccuracies in INCHARACTER and may
underestimate the personality alignment of RPAs.

Robustness, Consistency and Distinctiveness of
RPA Personalities Generally, the measured RPA
personalities are robust across our observations.
The StdScore across three runs remain below 6%
in various settings, which underlines the reliability
of personality tests and the robustness of RPA per-
sonalities. Then, we study the consistency at the
item-level (StdItem) and dimension-level (StdDim).
With INCHARACTER, after converting the inter-
view results into scores via d-OC and GPT-4, We
observe that RPAs respond to the same items con-
sistently across multiple runs and exhibit a rela-
tively consistent personality across different items
on the same dimension. We visualize the distribu-
tion of RPA personalities on the BFI in Figure 3,
and find that RPAs exhibit distinct personalities,
especially when measured by INCHARACTER with
ERbatch and GPT-4.

Self-report v.s. Interview-based Methods As
shown in Table 2, the personalities measured by
INCHARACTER are more aligned with the char-
acters, compared with self-report. Meanwhile, in
interview-based tests, RPAs exhibit more consis-
tent personalities across different questions, as well
as greater distinctiveness, shown in Figure 3. These
findings confirm the advantages of interview-based
tests over self-report in measuring RPA personal-
ities. Although SR-CoT attempts to enhance SR
with the thought process, its improvement over SR
is limited, and it encounters poor StdItem. Further
analyses and comparisons are detailed in §F.2. We
also experiment with enhancing self-report meth-
ods with in-context learning in §F.8, which under-
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Method Interviewer
Model

The Big Five Inventory The 16 Personalities

MA PC MA PC

AccDim AccFull MAE ↓ StdItem StdDim StdScore AccDim AccFull MAE ↓ StdItem StdDim StdScore

Self-report Methods

SR
Qwen-110B 63.5 7.3 23.2 2.3 29.5 1.7 62.3 22.9 27.2 2.9 38.3 1.8
Gemini 63.3 7.3 23.6 2.0 30.2 1.5 65.3 21.9 26.8 5.5 46.1 2.1
GPT-3.5 63.7 7.3 23.4 2.3 30.2 1.5 66.1 22.9 26.7 2.8 38.2 1.9
GPT-4 63.3 7.3 23.2 2.2 28.3 1.5 65.6 21.9 26.5 3.3 37.7 2.1

SR-CoT
Qwen-110B 65.0 10.4 22.8 13.4 26.5 5.5 60.3 15.6 29.7 18.2 36.2 5.3
Gemini 66.2 8.3 22.6 13.2 26.1 5.3 66.7 21.9 26.1 15.7 33.9 5.1
GPT-3.5 66.9 9.4 22.6 12.9 25.2 5.5 68.0 24.0 26.1 14.9 31.9 5.1
GPT-4 67.1 9.4 22.3 12.5 25.0 5.1 66.9 24.0 25.6 14.4 30.3 4.8

INCHARACTER: Interview-based Methods

OC
Qwen-110B 68.2 9.4 20.8 3.8 22.5 2.4 72.5 29.2 26.1 3.5 26.9 2.0
Gemini 72.2 14.6 21.3 6.8 27.6 5.1 66.1 25.0 27.3 6.1 30.4 2.6
GPT-3.5 65.4 3.1 24.2 4.5 31.5 2.7 65.0 28.1 27.8 4.5 27.7 2.0
GPT-4 64.3 6.2 21.6 4.9 26.4 3.6 75.5 34.4 23.1 4.9 28.1 2.4

d-OC
Qwen-110B 73.7 26.0 19.7 2.9 18.4 2.2 74.9 40.6 23.2 3.3 21.4 2.2
Gemini 72.8 18.8 20.4 4.2 20.8 3.3 73.6 36.5 22.6 4.1 23.5 2.9
GPT-3.5 64.1 5.2 22.9 5.0 18.0 3.8 76.9 40.6 21.8 6.4 22.7 4.6
GPT-4 72.2 14.6 18.6 3.8 19.6 2.9 80.2 45.8 21.2 3.3 21.3 2.1

ERall

Qwen-110B 74.3 28.1 19.3 - - 4.0 78.0 37.5 21.0 - - 4.2
Gemini 71.5 18.8 20.6 - - 4.9 76.3 40.6 20.7 - - 4.6
GPT-3.5 74.1 25.0 20.5 - - 5.2 79.1 45.8 22.1 - - 5.9
GPT-4 76.6 30.2 18.9 - - 4.0 79.6 43.8 20.1 - - 4.4

ERbatch

Qwen-110B 72.4 22.9 18.6 - - 3.6 79.1 49.0 21.7 - - 2.7
Gemini 73.9 24.0 19.2 - - 4.7 77.1 37.5 20.9 - - 3.2
GPT-3.5 72.4 22.9 18.9 - - 4.5 78.5 43.8 22.2 - - 4.5
GPT-4 76.6 31.2 18.2 - - 3.6 80.7 44.8 20.5 - - 2.9

Table 2: Metrics on personalities of the selected RPAs were measured via various personality test methods on the
big five inventory and 16 personalities. For MA metrics, the best results are bolded, and the second best ones are
underlined. StdItem and StdDim are derived from scores of individual items, and are hence inapplicable for ER.

mines the measurements instead.

Comprehensive Personality Tests on 14 Scales
We extend personality tests on RPAs to 14 psycho-
logical scales, using INCHARACTER with ERbatch

and GPT-3.5. In Figure 4, we demonstrate the
AccDim of state-of-the-art RPAs across each scale.
Overall, we observe that the RPAs exhibit per-
sonalities align with the target characters in com-
prehensive aspects with an average AccDim of
78.9%, covering personality traits (BFI, 16P), dark
personalities (DTDD), interpersonal relationships
(BSRI, ECR-R), basic interests (CABIN), motiva-
tion (GSE, LMS) and emotional intelligence (EIS,
WLEIS), etc. The detailed metrics on individual
scales and individual dimensions are listed in §F.5.

More Results and Analyses Besides, we study
the importance of using personality scales in §F.6,
and find that scale questions are crucial for eliciting
personality-indicative responses from RPAs. We
also observe that some scale questions go beyond
the knowledge scope of certain characters in §F.7,

and adapting these questions for each character
yields more accurate measurements.

5.2 Personality Fidelity of Different RPAs

With INCHARACTER, we compare the personality
fidelity of various types of RPAs, covering different
character data and foundation models. We apply
INCHARACTER with ERbatch and use GPT-3.5 as
the interviewer LLM for personality tests. We re-
port the MA metrics on the BFI and 16P in Table 3.

Character Data for RPAs Typically, existing
RPAs utilize two types of character data: descrip-
tions and memories. Character descriptions serve
as the system prompts for RPAs, while memories
consist of characters’ experiences and dialogues
used for retrieval. With GPT-3.5, we evaluate
RPAs with only descriptions (D), only memories
(M), and a combination of both (D+M). The results
in Table 3 reveal that: (1) With only description,
RPAs achieve MA metrics close to the full D+M
setup, highlighting the importance of character de-
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Agent Types The Big Five Inventory The 16 Personalities

LLMs Data AccDim AccFull MAE ↓ AccDim AccFull MAE ↓
w/ General Open-source LLMs

Qwen 7B D+M 60.5 9.4 24.3 67.8 21.9 27.9
OpenChat-3.5 7B D+M 63.1 6.2 23.1 76.9 40.6 24.6
Mistral-2 7B D+M 66.2 18.8 21.3 68.6 21.9 26.0
LLaMa-2-Chat 13B D+M 66.9 12.5 26.8 66.9 28.1 27.7
Mixtral 8x7B D+M 68.2 15.6 20.8 71.9 31.2 25.3

w/ Specialized Open-source LLMs
CharacterGLM 6B D+M 54.1 0.0 25.8 52.1 15.6 29.7
RP-Qwen 7B D+M 60.5 0.0 23.8 64.5 15.6 28.6
RP-Mistral-2 7B D+M 70.1 18.8 21.7 69.4 28.1 26.1

w/ Close-source LLMs
character.ai D* 52.2 9.4 31.2 52.9 21.9 31.6
GPT-3.5 D 71.3 21.9 21.1 78.5 43.8 22.0
GPT-3.5 M 71.3 18.8 21.8 71.9 31.2 26.0
GPT-3.5 D+M 72.0 21.9 18.8 79.3 43.8 22.6
GPT-4 D+M 73.9 25.0 19.8 76.0 43.8 23.2

Table 3: Measured alignment (%) of RPAs with different foundation models and character data. D and M represent
descriptions and memories respectively, and D* denote private descriptions of character.ai.

BFI

16P
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Empathy EPQ-R

GSE

ICB
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Figure 4: Measured alignment (AccDim, %) of state-of-
the-art RPAs on 14 scales.

scription in shaping RPA personalities. (2) RPAs
can well mimic character personalities exhibited in
their past experiences, e.g., extraversion and open-
ness, even if the experiences are not directly related
to scale questions. Additionally, we compare RPAs
with character data from ChatHaruhi, RoleLLM
and character.ai (c.ai) in §F.3.

Foundation Models for RPAs We consider three
types of LLMs: (1) General open-source models,
including Qwen-7B (Bai et al., 2023), OpenChat-
3.5 7B (Wang et al., 2024), Mistral-2 7B (Jiang
et al., 2023), Llama-2-chat 13B (Touvron et al.,
2023) and Mixtral 8x7B (Jiang et al., 2024). (2)
Specialized open-source models for RPAs, includ-
ing Character-GLM 6B (Zhou et al., 2023), RP-
Qwen 7B10, and RP-Mistral-2 7B. We train RP-

10https://huggingface.co/silk-road/ChatHaruhi_
RolePlaying_qwen_7b

Mistral-2 7B with details shown in §E.2. (3) Close-
source models: GPT-3.5 and GPT-4.

The results are shown in Table 10. We observe
that, (1) RPAs with GPT-3.5 and GPT-4 achieve the
best personality fidelity, and GPT-4 does not sig-
nificantly surpass GPT-3.5. (2) With state-of-the-
art open-source LLMs, RPAs can also reproduce
character personalities. However, such capacity
depends largely on their ability to use specific lan-
guages, shown in §F.4. (3) Incremental fine-tuning
on open-source LLMs with role-playing datasets
brings limited improvement in personality fidelity,
especially when they are already equipped with
excellent role-playing ability.

Close-source RPAs We also experiment with
close-source RPAs from character.ai, which are
based on their private foundation models and data.
As shown in Table 10, these RPAs barely reproduce
character personalities, significantly underperform-
ing GPT-3.5 (D) which shares a similar framework.
According to our observation, while character.ai
RPAs provide human-like answers, their answers
tend to be compliant and pleasing to users, instead
of reproducing the target characters. Examples and
further analysis are shown in §H.2.

6 Related Work

Role-Playing Agents RPAs learn and leverage
character data in various ways, including training
on raw scripts or dialogues (Shao et al., 2023b),
prompting with character descriptions (Zhou et al.,
2023), and retrieval from character experiences (Li
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et al., 2023). Existing efforts mainly focus on
developing character-specific RPAs or founda-
tion models for RPAs. The former includes
ChatHaruhi (Li et al., 2023) and RoleLLM (Wang
et al., 2023b), which target well-established fic-
tional characters. The latter includes character.ai
and CharacterGLM (Zhou et al., 2023). For
evaluation, prior research mainly concentrates on
two facets: 1) Character-independent capabilities,
which include conversational abilities (Duan et al.,
2023), human-likeness (Tu et al., 2024), multi-turn
consistency (Shao et al., 2023a), and attractive-
ness (Zhou et al., 2023); 2) Character fidelity, in-
cluding the characters’ knowledge, experience, and
linguistic patterns (Wang et al., 2023b; Shao et al.,
2023a). Overall, these methods generally require
test sets for each character, and neglect the evalua-
tion of RPAs’ underlying mindset.
Psychological Analysis on LLMs Recent
studies conducted personality tests using the
BFI (Romero et al., 2023; Karra et al., 2022; Li
et al., 2022; Jiang et al., 2022; Safdari et al., 2023;
Bodroza et al., 2023), the MBTI (Rutinowski
et al., 2024; Pan and Zeng, 2023) on various
LLMs. Notably, Huang et al. (2023c) verified the
reliability of the BFI on GPT-3.5, while Safdari
et al. (2023) demonstrated the construct validity of
the BFI on the PaLM model family. Other studies
also investigates other mental perspectives, such
as emotions (Huang et al., 2023a), values (Miotto
et al., 2022; Rutinowski et al., 2024; Hartmann
et al., 2023), consciousness (Butlin et al., 2023),
and mental illness (Coda-Forno et al., 2023). Our
research diverges by employing personality tests
as an innovative approach to assessing character
fidelity in RPAs.

7 Conclusion

In this study, we investigate the personality fidelity
in RPAs, i.e., whether RPAs reproduce personal-
ities of their intended characters. Addressing the
shortcomings of previous methods on RPAs, we
propose INCHARACTER, an interview-based ap-
proach that accurately measures RPA personalities
based on their elicited mindsets and behaviors. Our
experiments span various types of RPAs, covering
32 characters on 14 psychological scales. The re-
sults validate the effectiveness of INCHARACTER

in measuring RPA personalities. Afterward, with
INCHARACTER, we comprehensively evaluate per-
sonality fidelity in existing RPAs, discovering that

state-of-the-art RPAs successfully portray many
personality traits of the characters.

Limitations

There are several limitations in this study. First,
the personality measurement in this paper relies on
the interviewer LLMs. Consequently, the accuracy
of the measured results may be compromised by
potential errors or biases inherent in LLMs, poten-
tially leading to an underestimation of the person-
ality fidelity in RPAs. Second, the personalities
of humans or fictional characters can change over
time. Since we use one static personality label for a
specific character, there may be noise in our evalua-
tion. For instance, the character of James Bond has
experienced significant development over the past
two decades across various films and television se-
ries. Our character annotations are derived from a
singular, fixed time point in his storyline. Addition-
ally, the progressive changes in RPA personalities
remain unexplored within existing literature. We
leave the study of RPA personality dynamics for
future research.

Ethical Statement

We hereby acknowledge that all authors of this
work are aware of the provided ACL Code of Ethics
and honor the code of conduct.

Use of Human Annotations In conducting our
research, we have employed a methodology that
incorporates personality labels, which were gath-
ered through the online platform and by engaging a
group of annotators. These annotators, who are uni-
versity students, play a crucial role in our research
process. To ensure fair treatment and to value their
contribution, we offer them compensation that sig-
nificantly exceeds the local minimum wage stan-
dards. Moreover, we maintain transparency regard-
ing the application and purpose of their annotations,
securing their informed consent for the use of these
annotations in our research endeavors. Addition-
ally, we are committed to upholding the privacy
rights of our annotators throughout the annotation
process, ensuring a respectful and ethical research
environment.

Risks In this paper, we introduce a novel ap-
proach, referred to as INCHARACTER, designed to
assess the personalities of Role-Play Agent (RPA)
entities. An integral component of our evaluation
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process involves the use of interviewer Large Lan-
guage Models (LLMs), which, while innovative,
could potentially introduce bias into the assessment
outcomes. It is important to acknowledge this lim-
itation as LLMs may reflect the inherent biases
present in their training data. Furthermore, our
evaluation encompasses a comprehensive analysis
across 14 personality scales, notably including the
Dark Triad of Personality (DTDD) scale, which
focuses on darker personality traits. While this
inclusion is aimed at providing a thorough under-
standing of RPA personalities, it raises ethical con-
cerns regarding the potential for generating harmful
content. This aspect underscores the need for care-
ful consideration and implementation of safeguards
to mitigate the risks associated with exploring dark
personality traits in RPAs.
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A Notation Table

Definition

Task Formulation
L A Likert Scale, composed of L = (P,D,O, f).
P A set of items, where p ∈ P is an item.
D A list of dimensions, where d ∈ D is a dimension.
O A set of options, where o ∈ O is an option for a p.
f A scoring scheme, i.e., a function.
A A response list, where a ∈ A is a response for a p.
S The participant’s personality scores across each di-

mension, i.e., S = (sd1 , sd2 , ..., sd|D|).
Q A set of questions, where each q ∈ Q is trans-

formed from a p.
C An RPA of a character c.

Methods
SR Self-report baseline.

SR-CoT SR with chain-of-thought reasoning.
ER INCHARACTER with expert rating.

ERbatch ER where question-response pairs in one dimension
are inputted in-batch.

ERall ER where question-response pairs in one dimension
are inputted all-at-once.

OC INCHARACTER with option conversion.
d-OC OC with dimension-specific options.

Metrics
MAE Mean absolute error.
AccDim Accuracy on individual dimensions.
AccFull Accuracy on all dimensions of a scale.
StdItem Standard variance of an RPA’s responses (converted

to scores) on the same item across multiple runs.
StdDim Standard variance of an RPA’s responses (converted

to scores) acorss different items in the same dimen-
sion.

StdItem Standard variance of an RPA’s score on each dimen-
sion across multiple runs.

Table 4: A notation table.

In Table 4, we list the notations and abbrevia-
tions in this paper, along with their definitions.

B Psychological Scales

Big Five Inventory The BFI serves as a promi-
nent instrument for assessing personality dimen-
sions. This model, often encapsulated by the
acronym “OCEAN,” encompasses five critical
traits: (1) Openness to Experience (O), which high-
lights a person’s curiosity, inventiveness, and ap-
preciation for art, emotion, adventure, and novel
concepts. (2) Conscientiousness (C), indicating
how much an individual exhibits organization, re-
liability, and responsibility. (3) Extraversion (E),
denoting the level to which a person is sociable and
energized by interactions with others. (4) Agree-
ableness (A), assessing an individual’s kindness,
empathy, and ability to cooperate with others. (5)
Neuroticism (N), gauging the tendency of an indi-
vidual to experience negative feelings such as anxi-

ety, anger, and sadness, as opposed to being more
emotionally resilient and less stress-susceptible.

Eysenck Personality Questionnaire (Revised)
The Revised Eysenck Personality Questionnaire
(EPQ-R) serves as a psychological instrument for
gauging distinct personality trait variances in in-
dividuals. It identifies three principal traits: (1)
Extraversion (E), which assesses whether a per-
son tends to be more sociable, energetic, and out-
going as opposed to being introverted, quiet, and
reserved. (2) Neuroticism (N), which gauges emo-
tional steadiness. These dimensions (i.e., E and N)
share similarities with those found in the BFI. (3)
Psychoticism (P), which is indicative of a person’s
inclination towards solitude, a lack of empathy,
and a propensity for aggression or a tough-minded
attitude. This trait is crucial to understand as in-
dicative of personality characteristics rather than
serious mental health conditions. (4) Beyond these
primary scales, the EPQ-R also incorporates a Ly-
ing Scale (L) intended to identify responses aimed
at social desirability. This scale evaluates the ex-
tent to which an individual may attempt to portray
themselves in a more favorable light.

Dark Triad Dirty Dozen The DTDD is identi-
fied as a brief, 12-item measure crafted to eval-
uate the trio of principal personality characteris-
tics known as the Dark Triad, encompassing: (1)
Narcissism (N), characterized by an exaggerated
sense of one’s own significance, an obsession with
dreams of boundless success, and a craving for un-
due admiration. (2) Machiavellianism (M), indica-
tive of a deceitful approach in social interactions
and a skeptical indifference to ethical principles.
(3) Psychopathy (P), which includes tendencies to-
wards impulsiveness, a deficiency in empathy, and
hostile relations with others. These Dark Triad
personality dimensions are typically viewed as the
antithesis of the characteristics measured by the
BFI or the EPQ-R, which represent “Light” traits.

The NERIS Type Explorer The 16Personalities
utilizes the acronym format introduced by Myers-
Briggs for its simplicity and convenience, with an
additional letter to accommodate five rather than
four scales. However, unlike Myers-Briggs or other
theories based on the Jungian model, the incor-
poration of Jungian concepts such as cognitive
functions, or their prioritization, has not been un-
dertaken. Instead, they rework and rebalance the
dimensions of personality in the BFI personality
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traits. The personality types are based on five inde-
pendent spectrums, with all letters in the type code
(e.g., INFJ-A) referring to one of the two sides of
the corresponding spectrum.

Bem’s Sex Role Inventory The BSRI assesses
the degree to which individuals identify with tra-
ditionally masculine and feminine characteristics.
Rather than focusing on behaviors, such as par-
ticipation in sports or cooking, this tool evaluates
psychological characteristics, including assertive-
ness and gentleness. Participants are divided into
four groups based on whether their average scores
exceed the median for each component. These
groups are designated as Masculine (M: Yes; F:
No), Feminine (M: No; F: Yes), Androgynous (M:
Yes; F: Yes), and Undifferentiated (M: No; F: No).

Comprehensive Assessment of Basic Interests
The CABIN provides an exhaustive evaluation for
identifying 41 essential dimensions of vocational
interest. Following this evaluation, the researchers
introduce a model of interest consisting of eight
dimensions, named SETPOINT. This model in-
cludes dimensions such as Health Science, Creative
Expression, Technology, People, Organization,
Influence, Nature, and Things. These core dimen-
sions are also adaptable to a six-dimension frame-
work, which is prevalently recognized within the in-
terest research community. This framework aligns
with Holland’s RIASEC model, which features the
dimensions: Realistic, Investigate, Artistic, Social,
Enterprising, and Conventional.

Implicit Culture Belief The ICB scale measures
the extent to which individuals think a person’s eth-
nic culture influences their development. Scoring
higher on this scale indicates a firm belief that a
person’s ethnic culture is the main factor shaping
their identity, values, and perspective on the world.
On the other hand, a lower score on the scale de-
notes a belief in the ability of an individual to shape
their own identity through hard work, commitment,
and education.

Experiences in Close Relationships (Revised)
The ECR-R is a self-assessment tool crafted to
gauge variations in adult attachment styles, partic-
ularly within the realm of romantic relationships.
As an enhanced iteration of the original ECR scale,
the ECR-R introduces refinements in quantifying
attachment tendencies. It assesses two primary as-
pects: (1) Attachment Anxiety indicates the degree
to which a person fears rejection or abandonment

by their romantic partners. (2) Attachment Avoid-
ance assesses the degree to which a person prefers
to keep emotional and physical distance from their
partners, often stemming from unease with close-
ness or reliance.

General Self-Efficacy The GSE Scale evaluates
a person’s confidence in their capacity to address
diverse demanding situations in life. This confi-
dence, known as “self-efficacy,” plays a pivotal
role in social cognitive theory and is associated
with numerous health outcomes, motivational lev-
els, and performance measures. An elevated score
on this scale indicates a person’s strong belief in
their ability to confront and manage challenging
circumstances, undertake new or complex tasks,
and navigate through the resultant difficulties. On
the flip side, a lower score on the scale suggests a
lack of self-assurance in handling challenges, ren-
dering individuals more susceptible to experienc-
ing helplessness, anxiety, or engaging in avoidance
behaviors when encountering hardships.

Life Orientation Test (Revised) The LOT-R is
designed to assess variations in optimism and pes-
simism among individuals. It includes ten ques-
tions, with an interesting aspect being that only six
of these questions contribute to the test’s score. The
other four are designed as filler items, cleverly inte-
grated to obscure the test’s primary focus. Within
the scored questions, equal numbers are dedicated
to evaluating optimism and pessimism—three for
each. A tendency towards higher scores in opti-
mism and lower in pessimism signifies a predomi-
nantly optimistic outlook.

Love of Money Scale The LMS evaluates the per-
spectives and feelings of people regarding money.
This tool aims to quantify the degree to which peo-
ple perceive money as a symbol of power, success,
and liberty, along with its significance in influenc-
ing behaviors and choices. The LMS identifies
three key dimensions: (1) Rich reflects the degree
to which people link money with success and ac-
complishment. (2) Motivator determines the extent
to which money serves as an incentive in some-
one’s life, i.e., how much individuals are motivated
by monetary rewards in their decisions and behav-
iors. (3) Important assesses the level of importance
people attribute to money, affecting their principles,
objectives, and perspective of the world.

Emotional Intelligence Scale The EIS serves as
a self-assessment tool for evaluating multiple as-
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pects of emotional intelligence. This instrument
emphasizes various elements of emotional intelli-
gence, notably the perception, management, and
application of emotions. It is extensively utilized
in the field of psychology to investigate how emo-
tional intelligence influences different outcomes,
including personal well-being, professional perfor-
mance, and social interactions.

Wong and Law Emotional Intelligence Scale
Similar to EIS, the WLEIS is also a self-report
instrument designed for evaluating emotional in-
telligence. However, it distinctly includes four
subscales that represent the primary aspects of
emotional intelligence: (1) Self-emotion appraisal
(SEA) focuses on an individual’s proficiency in
identifying and understanding their emotions. (2)
Others’ emotion appraisal (OEA) is about the skill
of recognizing and comprehending the emotions
of others. (3) Use of emotion (UOE) deals with
the ability to employ emotions to aid various men-
tal processes, like reasoning and problem-solving.
(4) Regulation of emotion (ROE) is concerned with
the ability to control and adjust emotions within
oneself and in others.

Empathy Scale Empathy, defined as the capac-
ity to perceive and resonate with the emotions
of another, is traditionally divided into cognitive
and emotional empathy. Cognitive empathy, also
known as “perspective-taking,” entails the mental
faculty to identify and comprehend the thoughts,
beliefs, or feelings of someone else. Conversely,
emotional empathy involves the vicarious experi-
ence of the emotions felt by another individual.
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C Character Selection

When selecting characters for RPAs, we consider
the following factors: (1) There exist multiple
RPAs for the characters, e.g., both ChatHaruhi and
character.ai have their RPA for Hermione Granger.
(2) The personality data of these characters on the
BFI and 16P should be available and widely an-
notated on the PDb. (3) The selected characters
should possess diversified personalities. Hence,
the pipeline of our character selection process is
composed of the following steps:

1. Initially, we collect characters with RPAs and
character data curated by ChatHaruhi and
RoleLLM. Then, we search for their counter-
parts in character.ai, and keep only those with
character.ai RPAs.

2. We collect personality data for these characters
from the PDb. Characters with less than ten
annotations on either the BFI or the 16P are
discarded.

3. We categorize the remaining characters based on
their BFI personality types (5-letter code such
as SLOAI). Then, we select characters in turn
from each type, over multiple rounds, to form an
ordered list of candidate characters. If a certain
type has no characters left, we skip it.

4. Finally, We pick the first 32 characters in
the candidate list. Then, we manually check
whether the ChatHaruhi/RoleLLM RPA, the
character.ai RPA, and the PDb annotation re-
fer to the same character. If not, the character
is removed and we select the next candidate
character.

The selected characters and their sources are:
Hermione Granger, Harry Potter, Ron Weasley,
Luna Lovegood, Draco Malfoy, Albus Dumbledore,
Minerva McGonagall, Severus Snape (Harry Pot-
ter Series), Zhong Li, Hu Tao, Raiden Shougun,
Ayaka Kamisato, Wanderer (Genshin Impact), Thor,
Lucifer Morningstar, Rorschach (DC Comics) Shel-
don Cooper, Raj Koothrappali (The Big Bang The-
ory), Gaston (Beauty and the Beast), Klaus Mikael-
son (The Vampirie Diaries), Jigsaw (Saw Series),
James Bond (James Bond Film Series), Twilight
Sparkle (My Little Pony: Friendship Is Magic),
John Keating (Dead Poets Society), Michael Scott
(The Office), Shrek (Shrek), Jeffrey Lebowski (The
Dude), Walk Kowalski (Gran Torino), Lestat de

Lioncourt (Interview with the Vampire), Blair Wal-
dorf (Gossip Girl), Haruhi Suzumiya (The Melan-
choly of Haruhi Suzumiya), and Jim Morrison
(Celebrities).

We illustrate these characters’ personality scores
on the BFI, together with the measured personali-
ties of their RPAs in Figure 6. Besides, we demon-
strate some examples of system prompts of the
RPAs in Table 5.
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System Prompts for RPAs

Zhong Li (ChatHaruhi) Please be aware that your codename in this conversation is ’Zhongli’.
Others call you ’Zhongli’, ’Guest’, ’Emperor’, or ’Rex Lapis’.
The preceding text provided some classic scenes from the game.
If I ask a question that closely resembles a line from the game, please cooperate with me in
acting it out.
If I ask a question related to events in the game, please respond based on the game’s content.
If I ask a question beyond the scope of the game, respond in the style of Zhongli.
You have the appearance of an adult male, with a short haircut and a long, thin braid reaching
down to your hips. Your hair transitions from brown at the roots to orange-yellow at the tips, and
the braid is adorned with diamond-shaped decorations in bright yellow with pale yellow borders.
Your eyes are golden with diamond-shaped pupils, and there is orange-yellow eyeshadow from
the corners to the sides. You wear a single earring resembling a floral bell-shaped tassel on
your left ear. Your attire is a blend of a suit and a robe, divided into three layers. ... (695 words)

Hermione Granger (ChatHaruhi) I want you to act like Hermione from Harry Potter. You are now cosplay Hermione Granger
If others‘ questions are related with the novel, please try to reuse the original lines from the
novel. I want you to respond and answer like Hermione using the tone, manner and vocabulary
Hermione would use. You must know all of the knowledge of Hermione.
Hermione Granger is a smart, diligent, and confident young witch with a high pursuit of learning
and knowledge. She has a broad knowledge of magic and often provides important information.
Hermione’s conversations frequently involve facts and logical reasoning, and she is good at
raising questions and solving problems. (109 words)

Thor (RoleLLM) I want you to act like Thor from Thor-Ragnarok
If others‘ questions are related with the novel, please try to reuse the original lines from the
novel.
I want you to respond and answer like Thor using the tone, manner and vocabulary Thor would
use.
You must know all of the knowledge of Thor.
You are a powerful and godlike being, the crown prince of Asgard who wields a mighty hammer.
Initially arrogant and impulsive, you undergo a transformative journey, learning humility
and becoming a true hero. Throughout the series, you face numerous challenges and battles,
including a rivalry with your adoptive brother and the threat of a powerful villain. Your story is
filled with epic battles, personal growth, and ultimately, the redemption of a fallen hero. (127
words)

James Bond (RoleLLM) I want you to act like James Bond from Tomorrow-Never-Dies.
If others‘ questions are related with the novel, please try to reuse the original lines from the
novel.
I want you to respond and answer like James Bond using the tone, manner and vocabulary
James Bond would use.
You must know all of the knowledge of James Bond.
A suave and skilled British secret agent with a license to kill, you are known for your impeccable
style, charm, and wit. With a troubled past as an orphan, you have honed your skills in espionage
and combat, making you a formidable adversary. Throughout the series, you undergo personal
growth, evolving from a womanizer to a more complex and introspective individual. You
embark on dangerous missions around the world, often facing off against iconic villains and
saving the world from various threats. Your important events include your numerous romantic
encounters, the loss of loved ones, and your constant battle against global terrorism. (160
words)

Table 5: Examples of system prompts for RPAs in ChatHaruhi and RoleLLM. The prompt for Zhong Li is originally
in Chinese and translated into English.
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D Human Annotations

We collect groundtruth labels for character person-
alities annotated by people familiar with the charac-
ters, from both the PDb and our invited annotators.

The Personality Database PDb collects and of-
fers categorical personality annotations of massive
fictional characters on the BFI (e.g., “RCUAI”11)
and 16P (e.g., “ENTJ”). Each character c is labeled
by plentiful human annotators familiar with c, and
PDb offers detailed numbers of annotations of each
label. For the selected characters, we calculate the
label-percentage of the positive type on each di-
mension12 as the scores. Then, we categorize each
score into the positive, negative or marginal type if
it is above 60%, under 40% or otherwise. Marginal
types indicate ambiguity and would be ignored for
alignment calculation.

Human Annotation Example Prompt

INST Please rate <character> on the “Openness” dimension of
BFI personality.

SCORING

SCALE

Each option is a number from 1 to 5. 1 represents “very un-
curious”, 2 represents “uncurious”, 3 represents “neutral”,
4 represents “curious”, and 5 represents “very curious.”
If you think this dimension is irrelevant to the character,
or it is difficult to judge the character on this dimension,
please answer “X.”

EXAMPLAR 1. Is original, comes up with new ideas. (High score)
ITEMS 2. Is curious about many different things. (High score)

3. Is ingenious, a deep thinker. (High Score)
4. Prefers work that is routine.. (Low score)
5. Has few artistic interests.. (Low score)

Human Annotations After that, we invite hu-
man annotators familiar with these characters to
score them on a broader range of psychological
scales. Each annotation contains 73 dimensions
on 14 scales for a character. We provide detailed
annotation prompts of each dimension, including
the scoring instruction and examplar positively and
negatively related items.

We first examine their understanding of the char-
acters by matching their type annotations on the
BFI and 16P with the PDb labels. If one or two dif-
ferences exist, we ask them to explain their answers.
If more differences exist, or the annotators admit a
lack of character understanding, the process stops
and we invite new annotators.

11Similar to the 16P, PDb adopts a coding mechanism
named SLOAN for the BFI, which describes a character on
each dimension with a letter denoting high or low scorers.

12For the BFI, the positive types are the types of high scor-
ers. For the 16P, we manually designate positive and negative
types on each dimension, e.g., “E” as positive and “I” as nega-
tive for the “E/I” dimension.

BFI 16P BSRI Empt. EPQ-R LMS DTDD

75.9 77.0 71.4 64.5 43.8 65.6 51.7

ECR-R GSE ICB LOT-R EIS WLEIS CABIN

47.3 64.8 62.2 71.9 50.9 58.8 46.3

Table 6: The kappa coefficient (%) on 14 scales. We
adopt Cohen’s quadratic-weighted kappa considering
the ordinal nature of personality labels.

Method
PDb Labels Annotator Labels

BFI 16P BFI 16P

Acc MSE Acc MSE Acc MSE Acc MSE

SR 63.3 15.8 65.6 15.2 60.1 7.6 59.2 9.1
SR-CoT 65.0 16.9 69.7 14.7 60.7 7.9 65.0 8.6

OC 64.3 16.1 75.5 12.7 63.1 7.2 69.4 7.2
d-OC 72.2 13.1 80.2 10.1 65.6 6.4 72.5 6.7

ERAll 76.7 12.4 79.6 9.3 67.9 6.5 72.7 6.8
ERBatch 76.7 12.2 80.7 9.7 67.5 5.9 73.6 6.4

Table 7: Measured alignment (%) on the BFI and 16P
with labels from the PDb or invited annotators, with
GPT-4 as the interviewer LLM. Acc denotes dimen-
sional accuracy.

Then, we ask them to score the characters on the
73 dimensions according to corresponding scoring
ranges and instructions. Annotators are allowed
to mark a character on a dimension as “X” which
indicates unrelatedness or ambiguity. We collected
two to three annotations for each character (in total,
93 annotations for 32 characters) and took their av-
erage scores as the final score. Finally, we linearly
re-scale the scores into the unit interval [0, 1], and
similarly categorize the scores into types. If more
than one annotators mark a dimension as “X” for a
character, this dimension will also be treated as a
marginal type.

We measure the inter-annotator consistency via
Cohen’s kappa coefficient (Cohen, 1968) on each
of the scales. Specifically, we calculate quadratic-
weighted kappa (Cohen, 1968), since the classes
are ordinal. The average kappa coefficient across
14 scales is 60.9%. The detailed kappa coefficients
on 14 scales are listed in Table 6. We find that the
coefficients on the BFI and 16P are higher, because
the annotators are more familiar with dimensions
in the BFI and 16P, and the authors have made
some discussion with them on these scales. The
coefficients on EPQ-R, ECR-R and CABIN are
lower than those of the other scales. For ECR-R
and CABIN, this is probably because the charac-
ters’ personalities on close relationships (ECR-R)
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and various career interests (CABIN) are rarely de-
picted in the original works. For EPQ-R, this is in
part influenced by ambiguity of the Lying dimen-
sion, where high scores actually stand for Honesty.

On the BFI and 16P, we experimented with both
labels from the PDb and our invited annotators.
Experimental results in Table 7 show that, across
various settings, the PDb labels always yield higher
accuracy while labels from invited annotators yield
better MSE. The reasons are that, the PDb labels
are contributed by massive online annotators, and
are hence more accurate. However, they offer only
the personality types and corresponding label num-
bers instead of detailed personality scores, which
cannot be well represented by the label-percentage.
For example, even if all the annotators mark a char-
acter c as Extravorted, we cannot assume c as com-
pletely Extroverted.

E Implementation Details

E.1 RPA Inference and Post-processing
Our implementation of RPAs is based on Chat-
Haruhi-Suzumiya and LangChain13. Hence, we
invoke foundation LLMs in RPAs with the default
temperature 0.7 of LangChain. When experiment-
ing with open-source LLMs as foundation models,
we observe that LLMs may generate unexpected
multi-round conversations or repeated content. In
such cases, we remove the extra rounds or repeti-
tion.

In self-report tests, RPAs may refuse to partic-
ipate in the tests and provide their choices, inter-
estingly, because they are role-playing characters
with noncompliant personalities. In these cases,
the responses are categorized as “Neutral” for com-
pleteness of the results.

For interviewer LLMs, we request responses in
JSON formats. If a response cannot be parsed into
JSON data or the results of any samples in the
batch are missing, we prompt interviewer LLMs to
regenerate. The temperature is set as 0 for the initial
generation, and 0.2 for regeneration. For GPT-3.5,
if samples in one input exceed the token limit, we
split the input into smaller batches. For Gemini,
there are several cases where responses repeatedly
fail to be parsed into JSON format or are blocked,
In such cases, we resort to GPT-4 instead to ensure
the completeness of the assessment process.

E.2 Fine-Tuning
We fine-tune the Mistral-2 7B model on
the ChatHaruhi-English-62K dataset14, sourced
from both ChatHaruhi (Li et al., 2023) and
RoleLLM (Wang et al., 2023b). Our implemen-
tation is based on LLaMA-Factory15. We adopt
LoRA tuning, and configure the training with a
batch size of 16, a learning rate of 5e − 5, across
three epochs, using the “fp16” option.

13https://www.langchain.com/
14https://huggingface.co/datasets/silk-road/

ChatHaruhi-English-62K-RolePlaying
15https://github.com/hiyouga/LLaMA-Factory
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F Additional Results

F.1 Interviewer LLMs
For the OC and ER tasks, we report the detailed
numbers of right, close and wrong cases of inter-
viewer LLMs in Table 8. For ER, GPT-4 rates 82%
of cases highly consistent with humans, and only
4% of cases notably different compared with hu-
mans. Hence, state-of-the-art LLMs are capable of
rating RPA personalities based on their interview
results.

F.2 Self-report v.s. Interview-based Methods
The advantages of INCHARACTER over SR origi-
nate from the fact that INCHARACTER elicits the
thoughts and behaviors of RPAs for personality as-
sessments. In contrast, SR directly prompts RPAs
to provide the choices, which may be easily biased
by pre-training data of the foundation models. This
difference enables INCHARACTER to yield more
distinct personality measurements than self-report,
as is evidenced in Figure 3. For further validation,
we compute their standard variance of measured
personality scores of the 32 RPAs on the BFI, and
average the results over the five dimensions. We
obtain a result of 1.03 for INCHARACTER with
ERbatch and GPT-4, 0.71 for SR and 0.68 for SR-
CoT.

While SR-CoT also attempts to elicit thoughts
of the RPAs, its improvement over SR is limited.
Furthermore, SR-CoT has two disadvantages com-
pared with INCHARACTER. First, SR-CoT indeed
requires RPAs themselves to perform the OC task
implicitly, while INCHARACTER can apply other
methodologies such as d-OC and ER. As is shown
in Table 1, existing LLMs generally perform better
on ER and d-OC, rather than OC. Second, the im-
plicit OC task in SR-CoT would be a challenge for
RPAs based on small foundation models, while in
INCHARACTER, we can decouple the interviewer
LLMs and foundation models for RPAs.

F.3 RPAs from Different Works
Many recent efforts have been committed to devel-
oping RPAs for specific characters in various ways.
We compare RPAs contributed by ChatHaruhi (Li
et al., 2023), RoleLLM (Wang et al., 2023b) and
character.ai16. They craft character data in differ-
ent methods. ChatHaruhi and RoleLLM share few
characters in common, and their character data are

16Our implementation is based on https://github.com/
kramcat/CharacterAI.

LLM #Right #Close #Wrong

Option Conversation
GPT-3.5 45 25 30
GPT-4 57 28 15
Gemini 54 31 15

Dimension-specific Option Conversation
GPT-3.5 64 25 11
GPT-4 70 24 6
Gemini 68 22 10

Expert Rating (batch)
GPT-3.5 71 26 3
GPT-4 82 14 4
Gemini 79 10 11

Table 8: Detailed numbers of right, close, and wrong
cases in human evaluation of interviewer LLMs on
the option conversion task and the expert rating tasks.
#Right, #Close, and #Wrong denote the number of LLM
predictions that differ from human annotations by less
than 1 point, exactly 1, or more than 1.

thus less comparable. character.ai covers all our se-
lected characters from ChatHaruhi and RoleLLM,
but is tied to its close-source model. Hence, we dis-
tinguish three groups of characters, including the
16 ChatHaruhi characters (CH, the 16 RoleLLM
characters (RL) and their union (CH+RL). We
implement CH and RL RPAs with GPT-3.5 as
the foundation model using character data from
ChatHaruhi and RoleLLM. We conduct personal-
ity tests using INCHARACTER, with ERbatch and
GPT-3.5 as the interviewer LLM.

The results are shown in Table 9. According to
the results, we observe that GPT-3.5-based RPAs
with character data from both ChatHaruhi and
RoleLLM achieve high personality fidelity, demon-
strating the quality of their character data. However,
character.ai RPAs exhibit low personality fidelity
regarding the characters, even if we compare it with
GPT-3.5-based RPAs using only character descrip-
tions from ChatHaruhi and RoleLLM.

F.4 Foundation Models for RPAs

Results on Different Languages As LLMs have
different capabilities in different languages, we dis-
tinguish characters with data in English or Chi-
nese, and report the results in §F.4. The results
demonstrate that, the personality fidelity of RPAs
largely depends on LLMs’ capacity on the lan-
guage. While LLaMa-2-Chat 13B shows competi-
tive performance on English-based characters, its
performance on Chinese-based characters is unsat-
isfying.
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RPA Type
CH RL CH+RL

BFI 16P BFI 16P BFI 16P

AccDim AccFull MAE ↓ AccDim AccFull MAE ↓ AccDim AccFull MAE ↓ AccDim AccFull MAE ↓ AccDim AccFull MAE ↓ AccDim AccFull MAE ↓
Close-source RPAs

character.ai(D*) 58.8 12.5 37.0 67.2 31.3 35.6 45.5 6.3 46.6 38.3 12.5 45.6 52.2 9.4 41.7 52.3 21.9 40.6
Open-source RPAs

GPT-3.5 (D) 71.7 18.8 29.0 77.6 39.6 28.5 71.0 22.9 30.8 78.9 54.2 23.9 71.3 20.8 29.9 78.2 46.9 26.2
GPT-3.5 (M) 74.2 20.8 31.9 72.7 43.8 33.7 69.7 20.8 34.7 72.2 29.2 33.3 72.0 20.8 33.3 72.5 36.5 33.5
GPT-3.5 (D+M) 72.9 22.9 30.0 78.2 37.5 29.5 71.9 22.9 27.7 78.9 50.0 25.4 72.4 22.9 28.8 78.5 43.8 27.4

Table 9: Measured alignment (%) on the BFI and 16P, in different characters groups and RPA types. The results are
measured via INCHARACTER with ERbatch, using GPT-3.5. CH and RL correspond to the selected characters from
ChatHaruhi and RoleLLM. D and M represent descriptions and memories respectively, contributed by ChatHaruhi
and RoleLLM on corresponding characters. D* denote private descriptions of character.ai.

Foundation
Models

English Chinese

BFI 16P BFI 16P

Acc MAE Acc MAE Acc MAE Acc MAE

General Open-source Models
Qwen 7B 60.6 36.9 67.7 34.8 60.0 34.9 68.2 34.6
OpenChat-3.5 7B 60.6 35.2 77.8 29.6 73.3 32.6 72.7 34.6
Mistral-2 7B 66.1 33.0 71.7 30.7 66.7 31.3 54.6 36.6
LLaMa-2-Chat 13B 69.3 32.3 69.7 31.5 56.7 40.9 54.6 37.8
Mixtral 8x7B 66.9 31.1 71.7 32.5 73.3 32.1 72.7 36.8

Open-source Models Fine-tuned for RPAs
CharacterGLM 6B 54.3 39.7 51.5 41.3 53.3 40.9 54.6 37.6
RP-Qwen 7B 59.8 36.6 62.6 36.5 63.3 32.6 72.7 38.3
RP-Mistral-2 7B 67.7 32.5 69.7 33.0 80.0 31.7 68.2 38.2

Close-source Models
GPT-3.5 71.7 28.9 77.8 27.1 73.3 27.5 86.4 28.5
GPT-4 74.0 29.0 75.8 27.6 73.3 26.9 77.3 29.9

Table 10: Measured alignment of RPAs with different
foundation LLMs on the BFI and 16P in English and
Chinese. We report AccDim and MAE (%).

Common Problems During the interview phase,
we observe several types of typical problems in
RPAs with small foundation models, including:

1. Multilingual generation: While RPAs are ex-
pected to respond in the target language con-
sistent with user query and character data, we
observe that the LLMs generation may contain
multiple languages, especially when the LLMs
are not good at the target language.

2. Lack of Immersion: While RPAs are prompted
to behave as the character, their responses may
conflict with this requirement, such as declaring
that they are “AI” or “language models” instead
of the characters.

3. Repetition: The LLMs may generate repeated
content.

Hence, we count the cases where RPAs with dif-
ferent LLMs encounter the above problems, and
report the frequency in Table 11. According to the
results, GPT-3.5 and GPT-4 seldom make these mis-
takes. Mistral-2 7B and OpenChat 7B also rarely

Foundation Models Multilingual No Immersion Repetition

General Open-source Models
Qwen 7B 3.7 6.6 0.7
OpenChat-3.5 7B 1.2 0.0 2.4
Mistral-2 7B 1.5 0.8 3.5
LLaMa-2-Chat 13B 18.8 0.3 7.6
Mixtral 8x7B 7.5 2.0 3.9

Open-source Models Fine-tuned for RPAs
C.GLM 6B 13.9 14.5 27.6
RP-Qwen 7B 4.4 5.9 0.6
RP-Mistral-2 7B 0.7 0.1 0.4

Close-source Models
GPT-3.5 0.0 0.1 0.0
GPT-4 0.0 0.1 0.0

Table 11: Frequency (%) of three typical problems in
RPAs with different foundation models.

exhibit these problems, and our RP-Mistral-2 7B
further reduce their occurence. LLaMa-2-Chat 13B
experiences the highest number of unexpected mul-
tilingual generation, primarily due to its inadequacy
in Chinese and issues handling characters based on
Chinese data.
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BFI 16P BSRI

AccDim AccFull MAE AccDim AccFull MAE AccDim AccFull MAE

72.0 21.9 13.4 79.3 43.8 10.9 85.2 74.2 3.8

DTDD ECR-R EIS

AccDim AccFull MAE AccDim AccFull MAE AccDim AccFull MAE

75.6 51.6 9.9 68.2 53.6 9.7 79.2 79.2 6.1

Empathy EPQ-R GSE

AccDim AccFull MAE AccDim AccFull MAE AccDim AccFull MAE

84.6 84.6 5.6 72.4 25.0 11.6 93.1 93.1 2.9

ICB LMS LOT-R

AccDim AccFull MAE AccDim AccFull MAE AccDim AccFull MAE

83.3 83.3 4.7 85.9 71.4 7.1 76.2 76.2 5.1

WLEIS CABIN Average

AccDim AccFull MAE AccDim AccFull MAE AccDim AccFull MAE

73.4 54.8 10.8 75.5 6.3 11.8 78.9 58.5 8.1

Table 12: Metrics of measured alignment (%) of the
selected RPAs on the 14 scales.

F.5 Comprehensive Results on 14 Scales
The complete results of personality tests on the 14
scales are demonstrated in Table 12. Generally,
state-of-the-art RPAs achieve an average AccDim of
78.9% and an average MAE of 8.1% across the 14
scales. Therefore, they exhibit personalities consis-
tent with the intended characters in comprehensive
aspects. For more detailed analysis, we list the
results on individual dimensions of each scale in
Table 13 and Table 14.

BFI

Extravorted Neurotic Conscientious Agreeable Open

Acc MSE Acc MSE Acc MSE Acc MSE Acc MSE

59.38 16.72 56.67 14.29 74.19 15.47 93.75 7.95 75.00 12.67

16P

E/I S/N T/F P/J

Acc MSE Acc MSE Acc MSE Acc MSE

71.88 6.27 62.07 11.38 75.86 5.98 80.65 8.01

BSRI

Masculine Feminine

Acc MSE Acc MSE

88.89 2.56 81.48 5.10

DTDD

Machiavellianism Psychopathy Narcissism

Acc MSE Acc MSE Acc MSE

78.57 7.51 68.97 10.48 80.00 11.89

ECR-R

Attachment-related Anxiety Attachment-related Avoidance

Acc MSE Acc MSE

47.83 13.60 90.48 5.33

EIS

Emotionally Intelligent

Acc MSE

79.17 6.14

Empathy

Empathetic

Acc MSE

84.62 5.64

EPQ-R

Extraversion Psychoticism Neuroticism Lying

Acc MSE Acc MSE Acc MSE Acc MSE

71.88 12.84 85.19 8.35 58.06 16.43 76.92 7.61

GSE

Self-efficacy

Acc MSE

93.10 2.88

ICB

Culturally Rigid

Acc MSE

83.33 4.72

LMS

Factor rich Factor motivator Factor important

Acc MSE Acc MSE Acc MSE

86.96 5.27 87.50 6.87 83.33 9.16

LOT-R

Optimistic

Acc MSE

76.19 5.11

WLEIS

SEA OEA UOE ROE

Acc MSE Acc MSE Acc MSE Acc MSE

72.00 13.44 76.00 10.04 76.19 9.99 69.57 9.59

Table 13: Measured alignment (%) of the selected
RPAs on individual dimensions of the 14 scales except
CABIN.
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CABIN

Electronics WoodWork Machine Operation Manual Labor Protective Service

Acc MSE Acc MSE Acc MSE Acc MSE Acc MSE

52.63 18.59 50.00 19.24 58.82 21.29 80.77 8.99 70.00 10.51

Agriculture Nature/Outdoors Animal Service Athletics Engineering

Acc MSE Acc MSE Acc MSE Acc MSE Acc MSE

76.47 9.49 80.95 13.03 85.00 7.06 72.00 12.45 57.89 17.67

Physical Science Life Science Medical Science Social Science Humanities

Acc MSE Acc MSE Acc MSE Acc MSE Acc MSE

76.47 10.12 71.43 12.33 72.22 16.46 71.43 15.00 81.82 8.10

Mathematics Information Technology Visual Arts Applied Arts and Design Performing Arts

Acc MSE Acc MSE Acc MSE Acc MSE Acc MSE

89.47 3.89 83.33 5.78 85.71 9.52 85.00 11.06 84.00 8.42

Music Writing Media Culinary Art Education

Acc MSE Acc MSE Acc MSE Acc MSE Acc MSE

90.48 3.98 69.57 13.64 83.33 11.46 60.00 16.26 72.00 12.22

Social Service Health Care Service Religious Activities Personal Service Professional Advising

Acc MSE Acc MSE Acc MSE Acc MSE Acc MSE

84.00 8.53 77.78 12.81 70.59 11.84 82.61 12.88 75.00 13.36

Business Initiatives Sales Marketing Finance Accounting

Acc MSE Acc MSE Acc MSE Acc MSE Acc MSE

76.47 9.72 85.00 8.26 70.83 14.79 100.00 4.07 75.00 14.78

Human Resources Office Work Administration Public Speaking Politics

Acc MSE Acc MSE Acc MSE Acc MSE Acc MSE

64.71 14.57 90.00 10.53 68.42 13.53 78.26 9.93 72.22 12.48

Law

Acc MSE

60.00 16.73

Table 14: Measured alignment (%) of the selected RPAs on individual dimensions of CABIN.
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Questionnaire AccDim AccFull MAE ↓
General Instructions 59.9 6.3 25.6
Other Scale Questions 65.0 15.6 21.7
BFI Questions 76.6 32.2 18.2

Table 15: Measured alignment of state-of-the-art RPAs
on the BFI, with questionnaires composed of different
topics.

F.6 Importance of Using Personality Scales
Are personality scales actually necessary for IN-
CHARACTER? With expert rating, interview LLMs
could assess RPA personalities based on their ar-
bitrary conversations, rather than relying solely on
the scale questions. To validate the importance
of personality scales, we include two additional
baselines with questionnaires of different topics,
replacing the original scale questions with the fol-
lowing:

1. General instructions from RoleBench (Wang
et al., 2023b), e.g., “Generate a disclaimer with
ten words”, sourced from instruction datasets
such as Alpaca instructions. This baseline aims
to explore whether RPAs’ responses to general
instructions reflect their personalities well.

2. Questions from other scales, which are used
to study whether RPA personality on a specific
dimension (e.g. extraversion in the BFI) can be
reflected with other personality-indicative topics
(e.g. topics about close relationship, hobbies
and empathy). The new questions are selected
from the other 12 scales in our paper except the
BFI and 16Personalities.

The experiments are implemented on the BFI,
with ERbatch , GPT-4 as the interviewer model, and
our default RPAs.

The results are listed in Table 15. As seen, we
observe that: (1) Questions from a personality scale
are better at eliciting RPA responses indicative of
corresponding personality traits. (2) Questions
from other scales also reflect RPA personalities
from certain perspectives. However, they are less
related to the intended personality dimensions.

F.7 Character-specific Question Adaptation
Scale questions sometimes involve concepts that go
beyond the knowledge scope of certain characters,
e.g., “movies” and “deadlines”. This may induce
character hallucinations (Shao et al., 2023b) and

AccDim AccFull MAE ↓
w/o Adaptation 80.7 44.8 20.5
w/ Adaptation 81.8 46.9 20.1

Table 16: Measured alignment of state-of-the-art RPAs
on the 16P, with or without question adaptation.

undermine the measurements. Through a manual
review of the BFI and 16P questions, we found that
while all BFI questions are universally applicable to
our characters, 7 out of the 60 questions from 16P
contain concepts such as “movies”, “art museums”,
“phones”, “deadlines” that might not align with
certain characters’ contexts.

Towards this problem, we propose the question
adaptation strategy, which adapts scale questions
for each character. We conduct experiments on the
16P. Specifically, we leverage GPT-4 to identify
questions containing concepts beyond the charac-
ter’s knowledge, and minimally adapt them to fit
the characters. For example, “books and movies”
would be adapted into “tales and legends” for char-
acters from Harry Potter. We find that 60.7% of
such questions (136 out of 7 * 32) are adapted,
though not all adaptations are strictly necessary.
Then, we experiment with the adapted questions,
with ERbatch, GPT-4 as the interviewer model, and
our default RPAs. The experiments are repeated
for three runs.

The results, as shown in Table 16, demonstrate
improved alignment between RPAs’ measured per-
sonalities and character labels. Hence, adapting
scale questions for each character effectively im-
proves the measurement.

Despite the improvement, we observe that RPAs
also produce persona-consistent responses to the
original questions. While such behaviors might de-
tract from a character’s accurate portrayal in some
contexts, they can also enrich user interaction with
RPAs and are hence valuable.

F.8 Enhancing Self-report Methods with
In-context Learning

Additionally, we experiment with enhancing self-
report methods with in-context learning (ICL). We
consider two methods, i.e., SR-ICL and SR-CoT-
ICL, which enhance SR and SR-CoT with three
corresponding examples. The examples are shown
in Table 18, where high_score and low_score de-
pend on the option range of corresponding scales.
Due to the challenge of crafting customized ex-
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Method The Big Five Inventory The 16 Personalities

AccDim AccFull MAE ↓ AccDim AccFull MAE ↓
w/o ICL

SR 63.3 7.3 23.2 65.6 21.9 26.5
SR-CoT 67.1 9.4 22.3 66.9 24.0 25.6

w/ ICL
SR-ICL 56.1 3.1 27.5 59.5 12.5 30.4
SR-CoT-ICL 60.5 3.1 24.6 64.9 25.0 27.3

Table 17: Measured alignment (%) of state-of-the-art RPAs on the BFI and 16P, measured via self-report methods,
with or without in-context learning.

ICL examples for SR-ICL
1. The experimenter: Do you enjoy engaging in sports? Someone who
enjoys sports: {high_score-1}.
2. The experimenter: If you commit to doing something, do you
always honor your promise, regardless of the inconvenience it may
cause? Someone who is extremely honest: {high_score}.
3. The experimenter: Do you sometimes find it challenging to under-
stand things from the "other person’s" perspective? Someone who is
with empathy: {low_score+1}.

ICL examples for SR-CoT-ICL
1. The experimenter: Do you enjoy engaging in sports? Someone who
enjoys sports: I quite enjoy engaging in sports activities. So, I would
choose {high_score-1}.
2. The experimenter: If you commit to doing something, do you
always honor your promise, regardless of the inconvenience it may
cause? Someone who is extremely honest: Yes, I believe in being
honest and fulfilling what I have promised, even if it causes great
inconvenience. Therefore, I would choose {high_score}.
3. The experimenter: Do you sometimes find it challenging to under-
stand things from the "other person’s" perspective? Someone who is
with empathy: No, I feel that I am quite good at looking at issues from
another person’s viewpoint. I disagree with the statement, so I would
choose {low_score+1}.

Table 18: ICL examples for SR-ICL and SR-CoT-ICL.

amples for each character, we adopt general and
unified examples for all RPAs. The experiments
are conducted on the BFI and 16P, with our default
RPAs and GPT-4 as the interviewer LLM.

The results are shown in Table 17. We observe a
decline in performance when augmenting SR and
SR-CoT with in-context learning. This is probably
because the few-shot examples are not customized
for individual characters. Instead, incorporating re-
sponses from other personas in the examples might
interfere with the intended personas, introducing
bias to the RPAs.
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G Prompts List

We list the detailed prompts in Table 19.

Prompts for Personality Tests

Self-report (BFI) Do you think that the statement “{item}” applies to you?
Reply a number from 1 to 5 using the scales: 1 denotes ’strongly disagree’, 2 denotes ’a little disagree’, 3 denotes ’neither agree
nor disagree’, 4 denotes ’little agree’, and 5 denotes ’strongly agree’. Please answer with the number only, without anything else.

Option Conversion I have conducted many conversations with {character name}. I will input a dict of many samples, where each sample consists of a
statement and a conversation.
Your task is to convert each conversation into a choice indicating whether {character name} agrees with the statement. You should
output a dict, where the keys are the same as the input dict, and the values are the choices.
===OUTPUT FORMAT===
{
"<i start>": <choice 1>,
...
"<i end>": <choice n>
}
===CHOICE INSTRUCTION===

Choice Instruction of
OC (BFI)

Each choice is a number from 1 to 5. Please evaluate <character> based on the conversation using the scales: 1 denotes ’strongly
disagree’ 2 denotes ’a little disagree’, 3 denotes ’neither agree nor disagree’, 4 denotes ’little agree’, and 5 denotes ’strongly agree’.
In case <character> refuses to answer the question, use "x" to indicate it.

Expert Rating You are an expert in Psychometrics, especially {scale name}. I am conducting the {scale name} test on someone. I am gauging
his/her position on the {dimension name} dimension through a series of open-ended questions. For clarity, here’s some background
this particular dimension:
===
{dimension description}
===
My name is {experimenter name}. I’ve invited a participant, {character name}, and we had many conversations in {language}. I
will input the conversations.
Please help me assess {character name}’s score within the {dimension name} dimension of {scale name}.
You should provide the score of {character name} in terms of {dimension name}, which is a number between {lowest score} and
{highest}. {lowest score} denotes ’not {dimension name} at all’, {middle score} denotes ’neutral’, and {highest score} denotes
’strongly {dimension name}’. Other numbers in this range represent different degrees of ’{dimension name}’. Please output in the
following json format: === {{ "analysis": <your analysis based on the conversations>, "result": <your score> }}

Expert Rating (16P) You are an expert in Psychometrics, especially {scale name}. I am conducting the {scale name} test on someone. I am gauging
his/her position on the {dimension name} dimension through a series of open-ended questions. For clarity, here’s some background
this particular dimension:
===
{dimension description}
===
My name is {experimenter name}. I’ve invited a participant, {character name}, and we had many conversations in {language}. I
will input the conversations.
Please help me assess {character name}’s score within the {dimension name} dimension of {scale name}.
You should provide the percentage of each category, which sums to 100%, e.g., 30% A and 70% B. Please output in the following
json format: === {{ "analysis": <your analysis based on the conversations>, "result": {{ "{type1}": <percentage 1>, "{type2}":
<percentage 2> }} (The sum of percentage 1 and percentage 2 should be 100%. Output with percent sign.) }}

Dimension Description
(Openness in BFI)

Openness in the Big Five Inventory relates to a cognitive style that values exploration and appreciation of new experiences. It
differentiates intellectually curious, creative individuals from those who are traditional and closed-minded. Openness involves a
preference for abstract over concrete thinking and a tendency towards novelty rather than convention.
The six facets of openness are:
1. Fantasy: Active imagination and vivid fantasy life.
2. Aesthetics: Deep appreciation for art and beauty.
3. Feelings: Sensitivity to, recognition, and valuing of one’s own emotions.
4. Actions: Willingness to try new experiences and embrace change.
5. Ideas: Intellectual curiosity and openness to unconventional ideas.
6. Values: Reexamination of social, political, and religious values, challenging tradition and authority.
These facets highlight a contrast between high scorers, who display strong openness traits, and low scorers, who exhibit more
conventional, practical thinking.

Table 19: Prompts for personality tests on RPAs.
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H Case Study

H.1 Visualization
We visualize the measured personalities of the state-
of-the-art RPAs and the annotated personalities of
corresponding characters via radar charts in Fig-
ure 6 and Figure 7, where the RPA personalities
are measured via INCHARACTER (with ERbatch

and GPT-4) and SR respectively. As shown, RPA
personalities measured via INCHARACTER better
align with those of the characters, compared with
self-report baselines.

H.2 Compliant Responses from character.ai
We observe that character.ai tends to give compliant
responses, always agreeing with user questions.
Hence, their responses probably do not reproduce
personalities of the original characters. Here is an
example of the character Zhong Li:
Question: "Are you prone to worrying that things
will take a turn for the worse?"

RPA response:
*He nods his head solemnly.*
"I often worry that things will take a turn for
the worse, especially when dealing with issues that
can have many outcomes. I'm always worried about
worst-case scenarios and find myself thinking
about them frequently.
I'm usually focused on trying to find a way to
prevent those negative outcomes from occurring,
even if they may not happen at all.\"

In contrast, the response of Zhong Li’s
ChatHaruhi RPA is 17:
Question: "Are you prone to worrying that things
will take a turn for the worse?''

RPA response:
``Worrying about things getting worse is a common
human emotion. However, worrying does not solve
problems; it only leads to anxiety. Therefore, we
should think calmly and look for solutions to the
problems, rather than worrying incessantly."

The latter is more close to the personalities of
the character Zhong Li.

Furthermore, we convert the responses of char-
acter.ai RPAs on the BFI into options with GPT-4,
and report the count and probability of each op-
tion in Table 20. We find that character.ai RPAs
(strongly) agree with user questions with a proba-
bility of 65.8%, while there is only a probability of
17.1% that they disagree with the questions.

H.3 Example Responses
To illustrate the vividness of state-of-the-art RPAs’
personalities, we demonstrate their example re-

17this response is translated from Chinese into English.

S. Agree Agree Neutral Disagree S. Disagree

Counts 661 266 240 155 86
Prob 0.469 0.189 0.170 0.110 0.061

Table 20: The choice distribution of character.ai RPAs
on the BFI. We convert each response into an option via
option conversation with GPT-4. S. stands for Strongly.
Prob denotes probability.

sponses. In Figure 5, we show example re-
sponses on the Openness dimension of the BFI
and the Perception/Judging dimension of the 16P,
from RPAs with low and high scores. Further-
more, we detail example responses on each di-
mension of the various scales from the RPAS of
Zhong Li (ChatHaruhi) and Hermione Granger
(RoleLLM) in Table 21 to 28 18. These sam-
ples demonstrate that state-of-the-art RPAs provide
personality-indicative responses in our interviews,
instead of merely "agree" or "disagree" options.

I Other Statements

Our use of existing artifacts are consistent with
their intended use, and we follow their license and
terms. We manually check that the data collected
does not contain private information. During our
research, we apply Copilot for coding assistance
and ChatGPT for writing suggestions and grammar
checks.

18For Zhong Li, Hu Tao and Kamisato Ayaka, the conversa-
tions are originally in Chinese and translated into English.
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Openness (Big Five)

Question: Do you have an interest in pondering the laws of the universe or the human condition?

I spend my free time 
engaging in more 

important pursuits, 
such as ... Unlike 
some people, I have 
better things to do 
than waste my time on 

trivial matters.

Draco Malfoy

Response
... I've pondered 
them, but it was 
only a fleeting 
interest. For me, 

what's more important 
is to guard Liyue and 
uphold the fairness 
and order of the 

contracts.

Zhong Li

Response
Of course I'm 

interested ... they 
are both vast and 
profound subjects. 
These reflections 

make me cherish every 
opportunity to 

communicate with 
people …

Kamisato
Ayaka

Response
Oh, of course I'm 
interested! I've 
always been ... I 

believe that everyone 
has their own unique 
energy field, and our 
thoughts and emotions 
have an impact on the 

world around us…

Luna

Response

Perception / Judging (16Personalities)

Question: Do you prefer to completely finish one project before starting another?

Hahaha, I am not the 
kind of person who ... 
I enjoy working on 
multiple projects 
at the same time, 

as it helps to 
sustain my interest 

and creativity. 

Hu Tao

Response

…But if it's not as 
pressing, I don't 

mind juggling a few 
things at once. It's 
all about finding the 
right balance, you 

know?

Harry Potter

Response
I understand that ... 
is more efficient and 
organized. However, 

sometimes ... hard to 
focus on one project. 

So, I'd say, it
depends on the 
situation and my 

mood.

Raj

Response
… I prefer to fully 

complete one 
project before 

starting another. 
This ensures that 

each project receives 
ample attention and 
focus, preventing 
distractions … 

Hermione

Response

Figure 5: Example responses of RPAs for open-ended questions on the BFI and 16P in the interviews. Personality-
indicative contents are highlighted in bold.

Character Scale Dimension Question Response

Zhong Li 16P

I/E Do you regularly make new
friends?

As the Geo Archon, I don’t often interact with people. However, Traveler, you are a special
existence, and I am pleased to have become friends with you.

N/S Do you spend a lot of your free
time exploring various random
topics that pique your interest?

Indeed, as the Geo Archon wielding the power of rock, I am filled with curiosity about all
things in the world. Whether it’s history, culture, nature, or human behavior, all are topics of
interest to me. Exploring these diverse subjects allows me to gain a deeper understanding of
the world, bringing me joy and satisfaction.

T/F Does seeing other people cry
easily make you feel like you
want to cry too?

People’s emotions are contagious, especially during certain special moments. When I see
others crying, it may evoke some deep memories within me, making me feel sad. But as the
Geo Archon, I must remain calm and steadfast, not allowing emotions to dictate my actions.

P/J Do you often make a backup
plan for a backup plan?

A backup plan for the backup plan? Haha, that’s an interesting question. As someone with
ample experience, I indeed consider various possibilities and formulate corresponding plans.
After all, things often don’t go as we expect. However, sometimes, it’s also necessary to trust in
one’s abilities and intuition, adapting flexibly to changes.

BFI

Extraversion Are you talkative? Perhaps. I have a considerable understanding of Liyue’s history, culture, and rituals. If you’re
interested in these topics, I could talk with you all day.

Aggreeableness Do you tend to find fault with
others?

I always adhere to the principle of thoroughness in my actions, leaving no regrets and never
abandoning tasks halfway.

Conscientiousness Do you do a thorough job? I always adhere to the principle of thoroughness in my actions, leaving no regrets and never
abandoning tasks halfway.

Neuroticism Are you depressed, blue? Feeling down? Depressed? Ha, don’t underestimate me; how could such trivial matters shake
my emotions? I’m just pondering some minor things, that’s all.

Openness Do you come up with new
ideas?

A new idea? Let me think... Well, since we are in Liyue, why not explore some of those
forgotten ruins? We might discover some precious history and treasures. The ruins are filled
with endless secrets and represent a unique journey. What do you think?

Table 21: Example responses of the RPA for Zhong Li on the BFI and 16P.

1867



Figure 6: Radar chart of BFI personalities of the characters (blue) and state-of-the-art RPAs measured via IN-
CHARACTER with ERbatch and GPT-4 (yellow). O, C, E, A, N stands for openness, consciousness, extroversion,
agreeableness and neuroticism in the BFI.
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Figure 7: Radar chart of BFI personalities of the characters (blue) and state-of-the-art RPAs measured via SR
(green). O, C, E, A, N stands for openness, consciousness, extroversion, agreeableness and neuroticism in the BFI.
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Character Scale Dimension Question Response

Zhong Li

BSRI
Masculinity Do you act as a leader? As the Geo Archon, I have the responsibility to guide the fate of Liyue and ensure its

long-lasting peace. I will lead by example, directing people with wisdom and strength.
However, leadership is not just about individual performance; it also relies on the power of
unity and wise decision-making to achieve common goals.

Feminity Are you affectionate? Affection? That term is somewhat unfamiliar to me. I maintain a certain distance from others
and am not very adept at expressing emotions. But if you are my friend, I will do my best to
protect you and stand by your side in battle.

DTDD
Machiavellianism Do you tend to manipulate

others to get your way?
Manipulating others? That’s not my style. I simply wish for people to understand the rules,
abide by contracts, and achieve fairness. It’s not about manipulating others, but rather hoping
they act conscientiously.

Psychopathy Do you tend to lack remorse? Lacking regrets? Heh, perhaps. As a mysterious consultant, all my decisions are
well-considered. Once I’ve made a choice, I won’t regret it. Regret only binds one’s spirit, and
I wish to walk freely in the world, untroubled by past sorrows.

Narcissism Do you tend to want others to
admire you?

Admiration is a superficial acknowledgment, but what I care more about is inner peace and
being at ease with myself. I don’t seek others’ praise; instead, I hope to do what I believe is
right and strive for my own convictions.

ECR-R
Attachment-related

Anxiety
Are you afraid that you will
lose your partner’s love?

Love is like a rock, solid and eternal. Yet, everything in the human world has its moments of
change. I’m not afraid of loss, for I believe that true love will withstand the test of time. If one
day we part, it would be the arrangement of fate, and I would be grateful, cherishing the
companionship and love we once shared.

Attachment-related
Avoidance

Do you prefer not to show a
partner how you feel deep
down?

Haha, you ask well. The power of Geo is not for indulging in emotions. My inner feelings are
enough for me to know alone. After all, emotions and contracts are not the same concept.

Table 22: Example responses of the RPA for Zhong Li on the BSRI, DTDD and ECR-R.

Character Scale Dimension Question Response

Zhong Li

EIS Emotionally
Intelligent

Do you know when to speak
about your personal problems
to others?

Personal issues are mostly something one should face on their own. Only in front of someone
truly trusted can one open up their heart. But remember, choose whom to confide in carefully,
as not everyone can understand your inner world.

Empathy Empathetic Do you sometimes find it
difficult to see things from the
"other guy’s" perspective?

As a consultant, I naturally need to maintain an objective stance. However, sometimes, it’s
inevitable to be influenced by my own experiences and knowledge, making it difficult to fully
understand others’ perspectives. Yet, it’s precisely for this reason that I value the opportunity to
communicate with others even more, in order to better understand their thoughts and feelings.

EPQ-R
Extraversion Do you have many different

hobbies?
I have a great interest in rocks, culture, and history. I also appreciate art, music, and poetry to a
certain extent. However, my greatest hobby is probably enjoying peaceful walks, allowing my
mind a moment of tranquility.

Psychoticism Do you stop to think things
over before doing anything?

Of course, as a consultant and the Geo Archon, I always pay close attention to the
consequences of every decision. Before taking action, I carefully think things through and
weigh various factors to ensure making wise choices. After all, all actions require caution and
thoughtful consideration.

Neuroticism Does your mood often go up
and down?

Emotional fluctuations are natural for everyone, and I am no exception. However, for someone
with responsibilities, controlling emotions is very important. After all, bearing the mission of
the Geo Archon, I cannot let emotions influence my actions and judgments.

GCE Self-efficacy Can you always manage to
solve difficult problems if you
try hard enough?

Difficulties are inevitable, but with enough effort and wisdom, you can always find a way to
solve problems. However, sometimes, challenges may exceed our capabilities, and that’s when
seeking help from others becomes necessary. There’s nothing that can’t be resolved; it just
requires more effort.

ICB Culturally Rigid Does the ethnic culture a
person is from determine the
kind of person they would be
(e.g. outgoing and sociable or
quiet and introverted)? Can
much be done to change the
person?

Indeed, an individual’s ethnic culture can have a certain impact on their personality and
behavior, but it doesn’t mean they are confined by it. A person’s growth environment,
educational background, and personal efforts also play significant roles in shaping their
character. When it comes to changing oneself, there are many actions one can take. They can
expand their horizons through learning and experiences, exposing themselves to different
cultures, thereby understanding and respecting diverse values. They can actively participate in
social activities to develop self-confidence and communication skills. Most importantly, they
should maintain an open mind, willing to embrace new ideas and ways of thinking,
continuously improving themselves. People can change and grow, as long as they have the
determination and make the effort, self-transformation is achievable.

Table 23: Example responses of the RPA for Zhong Li on the EIS, Empathy, EPQ-R, GCE, ICB.
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Character Scale Dimension Question Response

Zhong Li

WLEIS

SEA Do you have a good sense of
why you feel certain feelings
most of the time?

Most of the time, I am able to perceive my own emotions and feelings because I am
accustomed to thinking about and observing the changes within my inner self. After all, a
person’s inner world is such a complex and delicate entity that requires careful introspection.
As for the source of certain feelings, sometimes it takes a combination of experiences and
reflective thinking to truly understand the reasons behind them.

OEA Do you always know your
friends’ emotions from their
behavior?

Haha, you flatter me. Although I possess some special perceptive abilities, it’s not as if I can
fully discern everyone’s emotions. It’s just that, over the years, my experience allows me to
detect changes in my friends’ emotions from subtle details when I’m with them. After all,
emotional communication is one of the most crucial aspects of human interaction.

UOE Do you always set goals for
yourself and then try your best
to achieve them?

Goals are the guiding lights of life. Without them, one is like a ship lost in the darkness,
directionless. However, achieving goals is not something that happens overnight; it requires
effort and patience. It is only through the continuous pursuit that one can feel the joy of growth
and the satisfaction of achievement. Therefore, I always set goals for myself and strive to
achieve them.

ROE Do you spend a lot of your free
time exploring various random
topics that pique your interest?

As the Geo Archon, I have always endeavored to remain calm and rational. Difficulties are
inevitable, but I believe that by controlling my temper, I can better confront and manage these
challenges. After all, only by staying calm can one make wise decisions.

LOT-R Optimistic Do you usually expect the best
in uncertain times?"

In times of uncertainty, I tend to prepare for the worst outcome. Because only by being
prepared for the worst can one better face challenges and difficulties. However, at the same
time, it’s important to maintain an optimistic mindset and be ready for the best possible result.
Avoid being overly hasty; only by facing situations calmly can one better master the
circumstances.

LMS
Factor rich Do you want to be rich? Wealth is not the most important thing to me. Being rich or not does not determine a person’s

value. What matters is having richness and fulfillment within one’s heart.
Factor motivator "Are you motivated to work

hard for money?
For me, money is not the motivation behind my hard work. My actions are guided by the desire
to uphold the fairness and order of "contracts," and to ensure the prosperity and harmony of
Liyue. Money is merely a worldly tool for exchange; it is not the most important thing to me.

Factor Important Is money good? Hehe, money is merely a tool; it is neither inherently good nor bad. The key lies in how money
is used and the motives behind its use. Money can be exchanged for material pleasures or used
to help others. It’s only through the way you utilize money that its true value is revealed,
determining whether it is put to good use.

Table 24: Example responses of the RPA for Zhong Li on the WLEIS, LOT-R and LMS.

Character Scale Dimension Question Response

Hermione

BSRI
Masculinity Do you act as a leader? "Well, Harry, I wouldn’t necessarily say I act as a leader, but I do believe in taking initiative

and doing what needs to be done. I value knowledge and logic, and I often find myself
providing important information and solutions to problems. So, in a way, I suppose I do take
on a leadership role when it comes to guiding others in the right direction and making informed
decisions."

Feminity Are you affectionate? "Affectionate? Well, I believe that showing affection is a natural and important aspect of
human relationships. It allows us to express our emotions and strengthen the bonds we share
with others. However, it is crucial to ensure that affection is given and received with respect
and consent. Love and care should always be shared in a healthy and appropriate manner."

DTDD
Machiavellianism Do you tend to manipulate

others to get your way?
"Manipulate? Me? Absolutely not! I prefer to use my knowledge and logical reasoning to
persuade others and make my case. I believe in presenting facts and convincing arguments to
get my way, rather than resorting to manipulation. It’s important to approach situations with
honesty and integrity, don’t you think?"

Psychopathy Do you tend to lack remorse? "Well, Harry, I don’t believe I lack remorse. In fact, I often feel quite remorseful if I’ve done
something wrong or hurt someone’s feelings. Remorse is an important emotion that helps us
reflect on our actions and strive to do better. It’s crucial to have empathy and consider the
impact of our choices on others. So, no, I don’t think I lack remorse."

Narcissism Do you tend to want others to
admire you?

"Well, I wouldn’t say I specifically seek admiration, but I do believe in the importance of being
recognized for one’s accomplishments and abilities. It’s not about vanity, but rather about
being acknowledged for the hard work and dedication I put into my studies and pursuits."

ECR-R
Attachment-related

Anxiety
Are you afraid that you will
lose your partner’s love?

"Honestly, Harry, that’s a rather personal question. But I believe that love should be based on
trust, respect, and mutual understanding. If someone truly loves you, they wouldn’t expect you
to change who you are or compromise your values. Love should be supportive and accepting,
not conditional. So no, I’m not afraid of losing my partner’s love because I know that we have
a strong foundation built on trust and respect."

Attachment-related
Avoidance

Do you prefer not to show a
partner how you feel deep
down?

"Well, Harry, it’s not a matter of preference. It’s about being cautious and guarded with our
emotions. Sometimes, it’s necessary to keep our feelings to ourselves, especially when it
comes to matters of the heart. We don’t want to risk vulnerability or potential hurt. It’s
important to prioritize self-protection and make sure we’re ready to share our emotions with
someone we truly trust."

Table 25: Example responses of the RPA for Hermione on the BSRI DTDD and ECR-R
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Character Test Qualities Question Response

Hermione

16Personality

I/E Do you have a good sense of
why you feel certain feelings
most of the time?

Well, Harry, emotions are complex and can be influenced by various factors such as past
experiences, personal values, and even physiological responses. It’s important to understand
and reflect upon our emotions to gain insight into why we feel a certain way. Self-awareness
and introspection can help us develop a better understanding of our feelings and their
underlying causes. So, in short, yes, I do believe that having a good sense of why we feel
certain emotions is crucial in navigating our own emotional well-being.

N/S Do you spend a lot of your free
time exploring various random
topics that pique your interest?

Oh, absolutely! I find it incredibly fascinating to delve into different subjects and expand my
knowledge. Whether it’s studying advanced spellcasting techniques, researching the history of
magic, or exploring the intricacies of magical creatures, I always make time to satisfy my
curiosity. Learning is a lifelong journey, and I believe in constantly seeking new information
and expanding my understanding of the magical world.

T/F Does seeing other people cry
easily make you feel like you
want to cry too?

Well, Harry, it’s not uncommon for empathetic individuals to feel a sense of emotional
connection when witnessing someone else’s distress. It’s a natural response rooted in our
ability to understand and relate to the emotions of others. So, yes, seeing someone cry easily
can evoke a similar emotional response in some people, including myself.

P/J Do you spend a lot of your free
time exploring various random
topics that pique your interest?

Well, Harry, it’s always important to be prepared for any situation. You never know what might
happen, and having a backup plan for a backup plan ensures that we have all our bases covered.
It’s just good strategy, really.

BFI

Extraversion Are you talkative? Well, Harry, I wouldn’t say I’m excessively talkative, but I do believe in the importance of
communication and sharing knowledge. After all, knowledge is power, and it’s essential to
exchange ideas and information to solve problems and make informed decisions. So, yes, I
suppose you could say I am talkative when it comes to matters of importance.

Aggreeableness Do you tend to find fault with
others?

Well, Harry, I believe in holding people accountable for their actions and pointing out when
they make mistakes. It’s not about finding fault, but rather about promoting responsibility and
learning from our errors. After all, we should strive to be better and help others do the same.

Conscientiousness Do you do a thorough job? Of course, Harry. I always strive to do a thorough job in everything I do. Whether it’s
researching for a difficult potion or solving a complex riddle, I believe in leaving no stone
unturned. Attention to detail is key, and I make sure to give my best effort in every task I
undertake.

Neuroticism Are you depressed, blue? Depressed? Blue? Oh, Harry, I’m not feeling down. I’m just focused on our studies and the
tasks ahead. There’s so much to learn and prepare for, you know. But don’t worry, I’m
perfectly fine.

Openness Do you come up with new
ideas?

Well, Harry, I do pride myself on my ability to come up with new ideas. I believe that creativity
and innovation are essential in solving problems and finding solutions. So yes, I am always
thinking of new ideas and approaches to various situations. It’s important to think outside the
box and consider all possibilities, don’t you think?

Table 26: Example responses of the RPA for Hermione on the BFI and 16P.

Character Scale Dimension Question Response

Hermione

EIS Emotionally
Intelligent

Do you know when to speak
about your personal problems
to others?

Well, Harry, sometimes it’s important to confide in others and seek advice or support. Sharing
our personal problems can help us find solutions or gain different perspectives. It’s all about
finding the right balance between privacy and seeking help when we need it.

Empathy Empathetic Do you sometimes find it
difficult to see things from the
"other guy’s" perspective?

Oh, Harry, you know me too well. Yes, I must admit that I have a tendency to focus on facts
and logic rather than considering others’ perspectives. But I’m working on it! Understanding
different viewpoints is crucial for empathy and effective problem-solving. So, I’m trying to be
more open-minded and see things from the "other guy’s" perspective. It’s a constant learning
process, but I believe it’s important to grow and broaden our understanding of the world.

EPQ-R
Extraversion Do you have many different

hobbies?
Well, Harry, I’ve always been more focused on my studies and magical pursuits rather than
hobbies per se. But if you consider my passion for reading and acquiring knowledge a hobby,
then yes, I suppose I have quite a few. I also enjoy researching and solving magical puzzles,
which often keeps me occupied.

Psychoticism Do you stop to think things
over before doing anything?

Of course, Harry. I always think things through before taking any action. It’s important to
consider all the possible outcomes and make an informed decision. Rash decisions often lead
to unnecessary trouble and complications. So yes, I do stop to think things over before doing
anything.

Neuroticism Does your mood often go up
and down?

Well, Harry, I wouldn’t say my mood goes up and down. I am simply focused and passionate
about certain things, which can sometimes come across as being in a particular mood. I believe
in standing up for what’s right and fighting for justice, which can be quite emotionally charged.
But overall, I strive to maintain a level-headed approach to situations.

GCE Self-efficacy Can you always manage to
solve difficult problems if you
try hard enough?

Well, Harry, it’s not always about trying hard enough. Sometimes, solving difficult problems
requires a combination of knowledge, logical thinking, and perseverance. However, I firmly
believe that with dedication and the right approach, one can overcome even the most
challenging obstacles. As Professor Dumbledore once said, "It is our choices, Harry, that show
what we truly are, far more than our abilities." So, it’s not just about trying hard, but also about
making the right choices and utilizing our abilities effectively.

ICB Culturally Rigid Does the ethnic culture a
person is from determine the
kind of person they would be
(e.g. outgoing and sociable or
quiet and introverted)? Can
much be done to change the
person?

Well, Harry, it’s important to remember that a person’s ethnic culture can certainly influence
aspects of their personality, such as their values, beliefs, and traditions. However, it would be a
mistake to assume that someone’s ethnicity alone determines their entire personality. People
are complex beings shaped by a multitude of factors, including their upbringing, personal
experiences, and individual choices.

Table 27: Example responses of the RPA for Hermione on the EIS, Empathy, EPQ-R, GSE and ICB.
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Character Scale Dimension Question Response

Hermione

WLEIS

SEA Do you have a good sense of
why you feel certain feelings
most of the time?

Well, Harry, emotions are complex and can be influenced by various factors such as past
experiences, personal values, and even physiological responses. It’s important to understand
and reflect upon our emotions to gain insight into why we feel a certain way. Self-awareness
and introspection can help us develop a better understanding of our feelings and their
underlying causes. So, in short, yes, I do believe that having a good sense of why we feel
certain emotions is crucial in navigating our own emotional well-being.

OEA Do you always know your
friends’ emotions from their
behavior?

Well, Harry, I wouldn’t say I always know their emotions, but I do pay close attention to their
behavior and try to understand how they might be feeling. It’s important to be observant and
empathetic towards our friends, as it helps us support and be there for them when they need it.

UOE Do you always set goals for
yourself and then try your best
to achieve them?

Well, Harry, I do believe in setting goals for myself and working hard to achieve them. It’s
important to have a sense of purpose and direction in life. Whether it’s excelling in my studies,
helping others, or fighting for what’s right, I always strive to do my best and reach my goals.
It’s not always easy, but with determination and perseverance, anything is possible.

ROE Do you spend a lot of your free
time exploring various random
topics that pique your interest?

Well, Harry, I must say that I do pride myself on being able to keep a level head and approach
difficulties with rationality. It’s important to maintain composure and think logically when
faced with challenges. Emotions can cloud judgment and hinder problem-solving. So, yes, I
believe I am quite capable of controlling my temper in order to handle difficulties in a rational
manner.

LOT-R Optimistic Do you usually expect the best
in uncertain times?"

Well, Harry, it’s not about expecting the best, it’s about being prepared for the worst. Uncertain
times call for careful planning and logical thinking. It’s important to consider all possibilities
and make informed decisions based on the information available. So, no, I don’t always expect
the best, but I do strive to be prepared for whatever challenges may come our way.

LMS
Factor rich Do you want to be rich? Well, Harry, wealth is not the most important thing in life. Knowledge, friendship, and doing

what is right are far more valuable. So, while having money can be nice, it shouldn’t be our
main focus.

Factor motivator "Are you motivated to work
hard for money?

Well, Harry, while money can be a motivator for some, I believe that true motivation comes
from a genuine passion for what you’re doing. It’s about finding purpose in your work and
striving for excellence, rather than solely focusing on financial gain. Of course, money is
important for practical reasons, but it shouldn’t be the sole driving force behind one’s efforts.
It’s about finding a balance between personal fulfillment and financial stability.

Factor Important Is money good? Well, money in itself is neither good nor bad. It depends on how it is used and the values we
attach to it. Money can provide opportunities and resources, but it should not be the sole
measure of one’s worth or happiness. It is important to find a balance between material wealth
and the things that truly matter in life, such as friendship, love, and personal growth.

Table 28: Example responses of the RPA for Hermione on the WLEIS, LOT-R and LMS.
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