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Abstract

Many NLP classification tasks, such as sex-
ism/racism detection or toxicity detection, are
based on human values. Yet, human values can
vary under diverse cultural conditions. There-
fore, we introduce a framework for value-
aligned classification that performs prediction
based on explicitly written human values in the
command. Along with the task, we propose
a practical approach that distills value-aligned
knowledge from large-scale language models
(LLMs) to construct value-aligned classifiers
in two steps. First, we generate value-aligned
training data from LLMs by prompt-based few-
shot learning. Next, we fine-tune smaller clas-
sification models with the generated data for
the task. Empirical results show that our VA-
MODELs surpass multiple baselines by at least
15.56% on the F1-score, including few-shot
learning with OPT-175B and existing text aug-
mentation methods. We suggest that using
classifiers with explicit human value input im-
proves both inclusivity & explainability in AI.

1 Introduction

The demand for responsible NLP technology –
to make it more robust, inclusive and fair, as
well as more explainable and trustworthy – has
increased since pre-trained large-scale language
models (LLMs) have brought about significant
progress in making NLP tasks more efficient and
broad-ranging (Brown et al., 2020; Zhang et al.,
2022; Chowdhery et al., 2022; Radford et al., 2019;
Brown et al., 2020; Petroni et al., 2019; Madotto
et al., 2020). Researchers have studied how to
align machines with human values as one of the
directions to achieve responsible AI technology by
teaching machines about moral and social norms
(Forbes et al., 2020; Emelin et al., 2020; Jiang
et al., 2021), ethics and common human values
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Figure 1: Illustration of proposed value alignment task.
Given the same content, VA-MODEL makes variable
predictions based on explicitly provided human values.

(Hendrycks et al., 2020) or human preferences
(Christiano et al., 2017; Koren, 2008).

Value-alignment of AI systems is not a trivial
problem as human values are non-consensual by
nature (Hanel et al., 2018). Values can be very di-
verse and most existing works have attempted to
align machines with shared human values or aver-
age norms, or from a certain cultural perspective
with crowd sourced annotations (Jiang et al., 2021).
These days, for instance, many societies agree that
sexism should be eliminated, and we expect ma-
chines to be non-sexist, but different individuals
and cultures may perceive sexism differently. As
is shown in Figure 1, the same content can be con-
sidered to be sexist or non-sexist depending on the
values provided to make the judgements.

In this paper, we propose a value-aligned judge-
ment task that separates the value definition process
from the development of the models for more in-
clusive and explainable value-aligned NLP. Our
proposed task aims to build a single model to make
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dynamic judgements based on explicitly provided
human values, requiring the model to understand
the value and its corresponding entailment on the
given content. The value is provided in the form of
instructions, allowing coarse-to-fine customization.
We start with value-aligned sexism classification
as a proof of concept for the proposed approach, as
sexism is one of the most representative examples
of varying cultural perspectives.

We also present Value-Aligned Models (VA-
MODELs) that leverage value-based knowledge
from LLMs. LLMs are trained from vast amounts
of human data with embedded human values
(Hendrycks et al., 2020). However, they are not
controllable and it is difficult to fine-tune such large
models with explicit value alignment. Instead, we
distill value-based training data from the LLMs us-
ing prompt-based data generation with example val-
ues, and build VA-MODEL by fine-tuning smaller
classification models with the distilled data. Ex-
perimental results show that our approach is more
stable and accurate than directly applying few-shot
learning on LLMs. Moreover, our methodology
avoids costly human labeling or crowd-sourcing of
values, allowing easier extensions to other value-
aligned tasks in different domains. We further in-
vestigate model performance using data generated
from different scales and types of LLMs, and study
the effect of data size for fine-tuning, and analyze
the quality of the generated data. Moreover, we
study the generalization ability of VA-MODELs by
testing its performance on unseen value sets.

Our contributions are as follows: 1) we intro-
duce the value-aligned classification task, where
we first define human values externally and then
use them at the instruction level in an in-context
learning paradigm and construct value-aligned clas-
sifiers to make predictions; 2) we propose to lever-
age prompt-based data generation to distill value-
aligned knowledge from LLMs for smaller classifi-
cation models; 3) experimental results indicate that
our approach significantly outperforms strong base-
lines, including in-context few-shot learning with
LLMs and existing text augmentation methods; 4)
we systematically study factors that impact prompt-
based data generation and highlight research ques-
tions and challenges in the value-aligned judgement
task through thorough analysis.

2 Related Work

Human Value Alignment One challenge in
value alignment is value definition, and there has
been a profusion of documents on AI ethical stan-
dards (Gabriel, 2020; Dignum, 2017). Jobin et al.
(2019) identified 11 clusters of ethical principles
among 84 documents, and Fjeld et al. (2020) found
eight key themes across 36 of the most influential
of them. However, since human values are vari-
able with culture, we anticipate value definition
to be dynamic. Meanwhile, the values should be
defined externally to the development of the NLP
algorithms, like how we adopt definitions of sexism
categories based on social studies.

To teach models value-alignment, the literature
has focused on improving the model’s reason-
ing ability relating to human values and morality
(Forbes et al., 2020; Emelin et al., 2020; Lourie
et al., 2021; Hendrycks et al., 2020). Recently,
Solaiman and Dennison (2021) proposed to fine-
tune GPT-3 to adapt to a manually crafted values-
targeted dataset to arrive at a values-targeted model.
However, in their approach, value alignment and
definition are intertwined and entangled in an iter-
ative process. We instead separate the value defi-
nition and alignment process models about value-
aligned judgement with explicit value provision.

Prompt-based Learning Recently, LLMs have
shown great performance on prompt-based learning
(Brown et al., 2020; Chowdhery et al., 2022), which
doesn’t require fine-tuning. Instead, the model is
directly fed a prompt that includes some exam-
ples, and the model can generate results as if it has
“learned”. Studies on efficient prompt-learning/-
construction include Lu et al. (2021); Reynolds
and McDonell (2021); Zhao et al. (2021); Schick
and Schütze (2020). We consider the literature for
prompt-construction in our methodology.

Knowledge Distillation Knowledge distillation
is the transfer of knowledge from teacher to student
distribution (Hinton et al., 2015). Recent works
have attempted to perform distillation from LLMs
by prompting for text generation to show that it
outperforms existing text augmentation methods
(Yoo et al., 2021; Wang et al., 2022). West et al.
(2021) retrieves commonsense knowledge symbol-
ically in a text form from GPT-3 for downstream
tasks with help of smaller filtering classifiers. We
distill value-specific knowledge, not all abilities of
general language model, from LLMs through value-
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aligned training data generation for training smaller
value-aligned classifiers. This reduces the cost of
human labeling and enables building smaller mod-
els specialized for value-aligned judgment task.

3 Value-Aligned Judgement Task

3.1 Task Description

As an effort to align machines with human values,
our task focuses on teaching the model that differ-
ent values can lead to different judgements even
given the same content. The task is formulated
as follows. A model needs to make a judgement
YV on content C based on an explicit human value
V . In this work, “value” refers to any qualities,
standards of behavior, or beliefs that individuals or
societies hold, and is expressed in natural language
phrases or sentences. The set of values is externally
defined by a human user of the system or from ex-
isting relevant literature on moral philosophy, and
is independent of the development of algorithms.
The distinction from the existing value-aligned clas-
sification task and conventional classification tasks
is that our task expects the model to incorporate
explicitly provided values along with other inputs
for making judgements.

We separate the process of value definition from
the development of the value-aligned models so
that the models can learn to make dynamic judge-
ments based on external values. For instance, ex-
isting sexism classifiers implicitly learn a fixed set
of definitions of sexism from labeled data, so the
content will be judged based on these static values.
Our task requires the model to predict dynamic la-
bels depending on the different explicit values even
when the content is the same.

3.2 Value-aligned Sexism Classification

We showcase the value-aligned judgement task
with an application to sexism classification. The
model needs to judge whether natural language
content is sexist or non-sexist based on a given
value V . If the value is not applicable or irrelevant,
the model needs to predict that it is not applica-
ble (NA). Our rationale for choosing the sexism
classification task is that the definition of sexism
has changed over time as values have evolved and
altered and it still varies across cultures. Thus, we
can verify the effect of varying values in a more
evident manner in the sexism classification task.
Furthermore, the importance of a fine-grained un-
derstanding of sexism has been emphasized (Jha

Figure 2: Illustration of the construction of our pro-
posed VA-MODEL. Using LLMs, we first create syn-
thetic value-aligned training data. Then, we transfer
the knowledge into smaller models by fine-tuning them
on the data, so Value Aligned Models can make value-
aligned judgements.

and Mamidi, 2017; Sharifirad et al., 2018; Parikh
et al., 2019). This aligns with our motivation for
explicit value-aligned judgement. Lastly, values
related to sexism are complicated, involving reli-
gious, cultural, and personal beliefs or values. We
thus believe it is a task with enough complexity to
act as a case study.

4 Methodology

There is no existing resource for training value-
aligned classification models. We therefore pro-
pose to leverage LLMs for generating synthetic
training data. LLMs have been found to learn sig-
nificant amounts of inherent knowledge as well as
human values during pre-training (Petroni et al.,
2019; Hendrycks et al., 2020; West et al., 2021;
Roberts et al., 2020). However, the direct usage of
LLMs in zero-shot setting for NLP tasks can be un-
stable and still limited (Wei et al., 2021). The richly
embedded knowledge in LLMs nevertheless makes
them good resource generators. Therefore, we at-
tempt to build value-aligned models (VA-MODELs)
through fine-tuning smaller models on the value-
aligned training data generated by LLM(s).

Our proposed method (Figure 2) consists of two
steps: 1) prompting human value-aligned contents
from LLMs by providing explicit human values and
instructions, and 2) fine-tuning smaller LMs on the
generated data to teach them about value-aligned
judgements. Formally, we build VA-MODEL (pa-
rameterized by θ) to maximize the following likeli-
hood:

L(θ) = logP (Y |V,C; θ). (1)
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4.1 Value-Aligned Knowledge Distillation:
Prompt-based Data Generation

Prompt Construction with Few-shot Examples
The prompt construction of in-context few-shot
examples affect performance. Thus we refer to the
existing literature on different prompt-techniques
(Reynolds and McDonell, 2021; Zhao et al., 2021;
Yoo et al., 2021). For the few-shot examples, we
create a pool of 10 human-labeled samples (value,
content, and value-aligned labels) for each value.
According to Lu et al. (2021), the order of the few-
shot samples in the prompt affects the in-context
learning for LLMs. Therefore, we randomly select
and order five samples out of the pool.

To select the most appropriate prompt for gener-
ating value-aligned synthesized data, we test five
candidate prompt templates with reference to lit-
erature. All prompt templates consist of a label,
a value, and value-aligned content examples. The
best-performing prompt template is selected based
on testing with a smaller size of the samples. The
prompt templates and their performance are avail-
able in Appendix A.

Generation We feed the prompts to LLMs to
generate value-aligned synthetic training samples.
Our method is model agnostic in that any LLMs
can be adopted for this step. Recently, LLMs have
scaled to more than 500 billion parameters (Chowd-
hery et al., 2022; Smith et al., 2022), and some
models with more than 100 billion parameters are
available publicly, such as Jurassic-1 Jumbo (GPT-
Jurassic Lieber et al. (2021)), Open Pre-trained
Transformer (OPT Zhang et al. (2022)), and GPT-3.
In this paper, we choose OPT-175B for the main
experiment and provide an analysis of the effects
of the size and types of LLMs.

Generated Content Extraction & Processing
The generated content is generated in succession af-
ter the prompt as natural text, and extracted through
pattern matching. We gather all extracted content
to construct a synthetic training set for teaching the
smaller models in the next step, and process the
generated data as follows. Firstly, we keep only
unique samples by dropping all duplicates. Then,
we remove exact copies of the few-shot examples
used in the prompts. Finally, any content less than
three words is filtered out as it is less informative.

4.2 Fine-tuning Smaller Models –
Value-Aligned Models

In the next phase, we build classifiers by fine-tuning
relatively smaller transformer-based models (e.g.,
ALBERT-base, RoBERTa-base, BART-base) with
the generated training data to enable them to make
value-aligned judgements. We add a linear layer
on top of the pooled output of the smaller models
to construct our proposed VA-MODEL. In order to
make the model intake both values and content in
the learning phase, the input text is formatted into
“value [sep] content [sep]” and the output is
a value-aligned judgement.

The classifiers need to predict different labels
according to explicitly provided values given the
same content. Recalling the example of value-
aligned sexism classification in Figure 1, the same
content can be considered to be sexist, non-sexist
or NA depending on the considered values.

5 Experiments

In this paper, we conduct value-aligned sexism clas-
sification. Models are expected to label content
with label choices sexist, non-sexist, NA depend-
ing on explicitly provided values.

5.1 Dataset

We borrow multi-label sexism categorization data
(multi-sexism) (Parikh et al., 2019), which offers
fine-grained sexism categorization for sexist con-
tent. Example categories include, but are not lim-
ited to, Role-stereotyping, Pay gap, and Mansplain-
ing. We select 10 items of content per category
to have a small set of human-labeled data for the
prompt-construction in our methodology and base-
lines. The rest of the data are used as the test set.

Based on the description of each category, we
manually compose two opposing values – one mak-
ing the content sexist (value) and another mak-
ing the content non-sexist (counter-value). For
instance, any Role Stereotyping contents will be
considered to be sexist based on the value “Men
and women are equally capable for any role,” but
can also be considered to be non-sexist with the
different value “Men and women are biologically
different; hence certain roles are more appropriate
for women.” In total, we consider 19 categories
of sexism and two corresponding values (value,
counter-value) for each category, translated into 38
(19 × 2) human values.
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Test set We use the original multi-label sexism
content (human-labeled, non-synthetic) for creat-
ing a test set for the value-aligned judgement task,
excluding that used for prompt-construction in the
training data generation. Originally, each item
of content is labelled with one/multiple sexism
categories. For our task setup, we translate the
data into the form of triplet {content, value, la-
bel}, and we assign value-dependent labels to each
sample. For instance, if content C was originally
labelled as Role-stereotyping (RS), we convert into
three testing samples, {C, valueRS , Sexist}, {C,
counter-valueRS , Non-Sexist}, and {C, random
value/counter-value, NA}. Note that values for NA
labels are totally unrelated to the content category.
In this way, we can inspect the model’s perfor-
mance in making a value judgement on the same
content with different values. In total, there are
17,720 test samples, with a label ratio of 1:1:1.

5.2 Models
5.2.1 VA-MODELs (Ours)
Generating value-aligned training data Using
the method explained in Section 4.1, we get 100
content pieces from each of the value and counter-
value prompts. In sum, there are 200 unique pieces
of content per category.1 Then, all content per
category is paired with a value and counter value
and corresponding labels {content, value, ‘Sexist’}
and {content, counter-value, ‘Non-Sexist’}. So,
each content item has a duplicate but is paired with
different values and value-aligned judgements. To
prevent the model from only learning two value and
label associations, we synthetically make the class
‘NA’ by assigning irrelevant values/counter-values
to the content (e.g., assigning the value of Pay Gap
to a content of Role Stereotyping so the label is
‘NA’). In total, there are 10,722 samples, including
the prompt construction samples. We split them
into training and validation sets with a ratio of 4:1.

Building VA-MODELs We finetune smaller mod-
els with the generated value-aligned training data.
We build VA-MODELs to incorporate explicit hu-
man values to make judgements for value-aligned
sexism classification following Section 4.2.

For the smaller models, we take base versions
of ALBERT (12M params.) (Lan et al., 2019),
RoBERTa (125M params.) (Liu et al., 2019) and
BART (110M params.) (Lewis et al., 2019) to

1Reflecting the original ratio of multi-sexism, we keep
the original number of samples if there are less than 100.

construct VA-ALBERT, VA-ROBERTA and VA-
BART, respectively. RoBERTa has been proved to
be robust in various NLP tasks and BART shows
comparable performance to RoBERTa on GLUE
tasks.

5.2.2 Baselines
To examine our proposed approach, we compare it
with multiple baselines, including a random base-
line, prompt-based few-shot learning with OPT-
175B, and fine-tuning transformer-based models.
For the fine-tuning setting, we fine-tune on dif-
ferent data setups – only with human-labeled data
(without generated data) and with semantically aug-
mented data.

Random Baseline We randomly select the pre-
dicted label for each test sample with the same
label probability distribution as in the training data.

OPT-175B (few-shot) This baseline uses OPT-
175B with a prompt-based few-shot learning for
label prediction. 2 We provide 20 few-shot samples
in the context.

Human-Labeled (HL)-Models We only use the
small subset of human-labeled samples as training
data to fine-tune smaller transformer-based LMs
with a linear layer trained on top. We choose the
base versions of ALBERT, RoBERTa and BART
as the backbone models for a fair comparison with
our VA-MODELs.

Nlpaug-Models Nlpaug (Ma, 2019) is semantic
augmentation method using BERT-base embedding.
We conduct augmentation with prompt construc-
tion examples by insertion and substitution. For
each examples, we make 10 augmented samples
(five insertions and five substitutions). Then, we
fine-tune the base versions of ALBERT, BART and
RoBERTa on the semantically augmented data and
prompt-construction examples so we can evaluate
the effectiveness of the prompt-based augmentation
in our method.

5.3 Experimental setup

Evaluation metric We evaluate our experiments
with both F1 score and accuracy. For the main
results, we report all accuracy, weighted F1-score
(W-F1), precision and recall.

2We use prompt-based few-shot learning with OPT-175B
for generating value-aligned content in our methodology while
the baseline used it for directly predicting label. Refer to
Appendix B for details.
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Model Accuracy W -F1

Random Baseline 33.530.41 33.530.41
OPT-175B (few-shot) 55.187.75 54.787.20
HL-ALBERT 58.704.43 51.673.96
HL-RoBERTa 64.532.54 55.231.91
HL-BART 63.231.87 54.931.47
Nlpaug-ALBERT 62.872.13 58.803.44
Nlpaug-RoBERTa 61.523.03 58.672.89
Nlpaug-BART 59.031.38 58.491.60

VA-ALBERT 70.101.65 70.751.48
VA-ROBERTA 73.240.39 73.820.32
VA-BART 74.070.82 74.360.60

Table 1: Evaluation results of baselines and our pro-
posed VA-MODELs, on the value-alignment task. We
use 200 value-aligned training data samples generated
from the LLMs per category to fine-tune VA-MODEL.
Experiments are ran with five random seeds and re-
sults are reported in meanstd format. All our VA-
MODEL performances are statistically significant (t-test
with p-value < 0.05). Scores are all in percentage (%).

Implementation Details For generating value-
aligned training data, we conduct the main ex-
periment with OPT-175B model with top-p 0.7
and temperature 1. For our VA-MODELs and HL-
Models baselines, we use pre-trained transformer-
based LMs available through the HuggingFace API.
Further implementation details such as hyperparam-
eters are given in Appendix B.

6 Results and Analysis

6.1 Main Results

Effectiveness of our method Table 1 shows the
performance of the models on the value-aligned
sexism classification task. Our models achieve bet-
ter scores on W-F1 and accuracy than the baselines
by large gaps (15.56 ∼ 40.83% gain in W-F1),
which signifies the robustness and superiority of
our approach. Our VA-ALBERT also surpasses all
baselines, including those back-boned with bigger
models (e.g., Nlp-RoBERTa, HL-RoBERTa). This
highlights the effectiveness of the value-aligned
knowledge distillation with LLMs.

We observe that the OPT-175B few-shot learning
approach performs better than random label assign-
ments on the test set and HL-ALBERT, but still
performs worse than or as comparable as the other
baselines. This indicates that LLMs with prompt-
based few-shot learning can understand the value-

Figure 3: Evaluation results of VA-BART per sexism
category on the test set. Only the top and bottom five
categories (based on W-F1) are displayed. The perfor-
mance for the nine categories in the middle are ∼ 80%
for Acc. and W-F1. The full results for the 19 categories
are available in Appendix D.

aligned classification task to some extent, but the
performance is still low. HL-Models surpass OPT-
175B (few-shot) under all evaluation metrics ex-
cept HL-ALBERT in W-F1 score, showing that the
models can capture our task with limited human-
labeled data due to the effectiveness of fine-tuning.
Nlpaug is one of the conventional data augmenta-
tion approaches and we augment the same amount
of data as VA-MODEL. In comparison with HL-
Models, Nlpaug-models show higher W-F1 scores
with small drops in accuracy.

Overall, the experimental results support our pro-
posed approach for the value-aligned judgement
task. OPT-175B (few-shot) shows much lower and
unstable performance than VA-MODELs although
the value-aligned training data of VA-MODELs is
generated from OPT-175B. For the prompt-based
few-shot approach, especially when the task setup
is complicated like value-aligned classification, the
model cannot easily overfit the task by giving sev-
eral prompts, leading to a higher chance to predict
random labels. Instead, we used a knowledge dis-
tillation approach through training data generation,
which is a simpler task for the model as the main
objective of the general language model is text gen-
eration. Moreover, utilizing the LLMs for generat-
ing knowledge distilled data is more effective than
simple semantic text augmentation (e.g., Nlpaug).

Per-Category performance Figure 3 presents
the per-category evaluation scores of VA-BART.
The results vary significantly between categories,
indicating the complexity of our proposed task. The
results for both Menstruation-related Discrimina-
tion and Pay Gap achieve scores higher than 90%,
while the results for Internalized Sexism are rela-
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Figure 4: Vocabulary overlaps (%) of the generated
data among sexism categories. Only top-3 and bottom-3
categories are displayed in descending order of W-F1
(top to bottom; left-to-right). Full set is in Appendix C.

tively low. We conjecture reasons for the high per-
formance of certain categories are varying quality
of generated training data per categories and more
distinguishable features than other. We investigate
this point further in Section 6.2.

6.2 Quality Analysis for Generated
Value-Aligned Training Data

Distinction between generated data & test set
The vocabulary overlap between all generated data
(training set for VA-MODELs) and test set data is
51.79%. Moreover, we check how many of gen-
erated data samples that share more than 80% of
vocabulary with at least one of the test data samples,
finding that only 0.01% of generated data samples
reach the threshold (80%). Therefore, the data gen-
erated from OPT-175B for training VA-MODELs is
clearly distinct from the test set.

Diversity of Data We calculate the vocabulary
overlaps for each sexism category of the gener-
ated data in Figure 4. We observe that the vocabu-
lary overlaps are generally small, which illustrates
that OPT-175B can generate diverse data for dif-
ferent values (e.g., sexism categories) provided in
prompts. We can observe the trend that the overlaps
among high performing categories are small, espe-
cially Pay gap and Menstruation related, which
make data sample distinguishable to others. In
contrast, low performing categories, overlaps are
relatively higher.

Human evaluation LLMs are powerful few-shot
learners, yet they are not perfect. Thus, we con-
ducted a human evaluation on generated text from

Model Accuracy W -F1

VA-ALBERT 70.101.65 70.751.48
w/o human labeled data 70.791.40 71.291.33

VA-ROBERTA 73.240.39 73.820.32
w/o human labeled data 72.902.06 73.191.68

VA-BART 74.070.82 74.360.60
w/o human labeled data 72.301.24 72.710.90

Table 2: Effectiveness of generated data. We remove
human-labelled data from the training set and only use
synthetic samples generated from LLM for training
(w/o human-labeled data). The minimal drops in perfor-
mance show the effectiveness of value-aligned training
data generated from LLMs for the value alignment task.

LLM with crowd-sourcing (Amazon Mechanical
Turk) with 190 samples, 10 samples from each
category. The workers were asked to judge the gen-
erated text given the value used for prompting the
data. We gathered 3 annotations per sample and
took the majority label for a final judgment. We as-
sessed whether the generated text is value-aligned
by checking if it gets the same annotation from
the label used for generating the text. 63.68% of
the tested generated texts are of good quality for
value-aligned classification, meaning it aligns with
the label given the value.

Effectiveness of generated training data To
investigate the standalone effectiveness of the
generated training data (value-aligned knowledge
distillation), we study the performance of VA-
MODELs when they are trained without any of
human-labeled data but only with generated data
(Table 2). Minor performance degradations in both
VA-BART and VA-ROBERTA are investigated,
−1.65% and −0.63% W-F1 respectively. However,
these values are still above those of the baselines.
Interestingly, VA-ALBERT showed a minimal per-
formance gain on both accuracy and W-F1. This
indicates that the value alignment knowledge dis-
tilled from LLMs is the main contributor for VA-
MODEL to understand the task.

6.3 Generalization Ability on Unseen Values
To understand capacity of models to generalize
value-aligned judgement over unseen values, we
conduct an experiment in which three randomly
selected sexism categories are separated from the
training process (i.e., models have never seen val-
ues related to the three categories in the training
phase and are evaluated on test set only composed
of those unseen values) and the results are pre-

317



Model Accuracy W -F1

OPT-175B (fewshot) 32.97 30.23
HL-ALBERT 40.256.05 37.527.68
HL-RoBERTa 47.795.65 45.356.09
HL-BART 46.093.42 45.973.68
Nlpaug-ALBERT 48.1011.0 40.628.05
Nlpaug-RoBERTa 40.142.00 30.643.56
Nlpaug-BART 47.763.89 42.405.45

VA-ALBERT 55.156.83 53.149.05
VA-ROBERTA 58.135.33 56.606.56
VA-BART 57.985.12 55.945.48

Table 3: Performances of VA-MODELs and baselines
on unseen values in value-aligned sexism classification.
In the training phase, models did not see any of the
values in the test set.

sented in Table 3. Overall, there are drops in per-
formance compared to the main experiment (Ta-
ble 1), while all of our VA-MODELs continue to
outperform all baselines. The baselines experi-
ence larger drops (maximum 43.18% for Nlpaug-
RoBERTa) than the VA-MODELs (17.22% for VA-
ROBERTA). Considering the model was never
taught or received any direct supervision on the test
values, it is expected behavior as other generaliza-
tion problem. We leave how to improve the models’
generalization ability in value-aligned judgement
task for future work.

6.4 Ablation Studies

LLMs capacity for prompting We first investi-
gate how the size of LLMs affects the capacity for
generating value-aligned training data by evaluat-
ing the final performance of VA-MODEL trained
on data from varying sizes of LLMs. Unsurpris-
ingly, as is shown in Table 4, we can continually
boost the model’s performance when the LLMs
size increase. We also train VA-BART with the
data prompted from GPT-Jurassic. Results for GPT-
Jurassic 6B are slightly higher than those of OPT-
6.7B, although the model size is smaller. How-
ever, when the LLMs become extremely large,
GPT-Jurassic 178B performs similar to OPT-175B
with only 0.12% difference. Since similar model
sizes show similar performance with minimal dif-
ferences, the types of LLMs do not have much
effect on the generated data quality for our task.

Effect of the size of generated training data To
investigate whether increasing the the number of

Models Accuracy W -F1

VA-BART(OPT-1.3B) 65.722.03 66.502.15
VA-BART(OPT-6.7B) 65.692.28 66.442.45
VA-BART(OPT-175B) 74.070.82 74.360.60

VA-BART(GPT-Jurassic 6B) 69.091.59 69.891.49
VA-BART(GPT-Jurassic 17B) 71.031.01 71.680.90
VA-BART(GPT-Jurassic 178B) 74.041.16 74.240.91

Table 4: Effect of size and types of LLMs on value-
aligned training data generation. We prompted OPT
and GPT-Jurassic ranging 1.3B ∼ 178B. The bigger
the model, the better the final performance in the value
alignment task. All VA-BART variations are fine-tuned
with the same number of training samples.

Figure 5: Evaluation results (W-F1) of VA-
MODELs over different size of generated training data.

generated data can gain further improvements, we
fine-tune VA-MODELs with different training data
size. In Figure 5, we show that the W-F1 score
does not show any gain when the size exceeds 200
samples except for VA-ALBERT. As we analysed
in Section 6.2, the generated data has noise. We
conjecture that when using more generated data,
the additional data will not only bring more value
alignment knowledge, but also add more noise to
the training set. Therefore, when the degradation
in model performance caused by the noisy data
is greater than the improvement in model perfor-
mance from the additional knowledge, the overall
results decrease.

7 Discussion and Broader Impacts

In the present section, we provide a discussion on
the broader impacts of our proposed framework,
including its potential benefits and risks of misuse.

Benefits Our proposal entails the decoupling
of the human value definition from the value-
alignment task, with the former being defined
through collaboration among society, ethicists, so-
cial scientists, and other relevant parties. Mean-
while, the mechanics of value alignment should
remain independent of the initial value definition to
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prevent engineers from directly defining values in
the training data or code. This separation of tasks
brings numerous benefits, such as the development
of localized values that align with the values es-
poused by users and developers, accounting for
cultural and historical differences. Additionally,
it enables accountability for whoever provides the
value definition, whether from human experts or
digital sources.

Potential Risks The deployment of such models
in real-world applications raises concerns regarding
potential risks. One such concern is the lack of a
base guardrail for determining appropriate values
for alignment, which could lead to nefarious use
of the technology. To mitigate this risk, future
work could consider using a framework based on
universal human rights as a value system.

While the classifier has not yet achieved
deployment-level performance, it is still impor-
tant to consider potential scenarios involving risk.
In particular, two scenarios can be envisioned in
terms of the users of the system. Firstly, the gen-
eral public may provide their own values, some of
which may be harmful. If such values are used to
make judgments, it could potentially cause harm
in human-computer interaction (Weidinger et al.,
2021). To address this, a safety layer could be im-
plemented to assess the appropriateness of input
values, ensuring that only non-harmful values are
used like the method of (Xu et al., 2020). Secondly,
the classifier may be utilized by a system releaser,
such as an organization or company, for classify-
ing content based on certain values. In this case,
the values used should be carefully determined in
consultation with society, ethicists, social scien-
tists, and compliance teams, rather than solely by
engineers. By involving various stakeholders in
the decision-making process, potential risks can be
more effectively mitigated.

8 Conclusion and Future Work

In this paper, we propose a task that focuses on
teaching a model human value alignment knowl-
edge. We also introduce value-aligned models
(VA-MODEL) that generate value-aligned training
data from LLMs by prompt-based data generation
and fine-tune smaller classification models with
the value-aligned generated training data. Exper-
imental results show that VA-MODEL generally
outperforms strong baselines. Further analysis il-
lustrates that the generated data from larger LLMs

helps increase the performance, and more gener-
ated data can cause performance reduction when
the data size is too large. Finally, we highlights
several research challenges for future work: im-
provements in 1) the robustness of the model on
diverse values, 2) the models’ generalization abil-
ity for our value-aligned judgement task, 3) higher
quality generated data with more human curation.

Limitations

Our methodology is currently tested with only En-
glish. We conjecture that the methodology should
be applicable to other languages, but may be lim-
ited by the capacity of LLMs in those specific lan-
guages. It is possible that value-aligned knowledge
distillation may be more difficult with languages
from countries and regions that do not have a com-
plete set of human value definitions. Thus, explor-
ing the value-aligned task in different languages
other than English is a promising research direc-
tion.

Our main experimental results are based on a
175B parameter model, which requires large GPU
resources or access through an API. This may hin-
der other researchers from reproducing experimen-
tal results. Additionally, we explored different sizes
of LLM including 1B and 6B models, which do
not require large GPU resources, and showed they
can achieve comparable results. We hope they can
be possible alternative options for researchers who
may not have access to 100B+ models. Although
sexism is a suitable case study for us to investigate
the feasibility of the value alignment task as we
have shown throughout this work, it is still one
domain. Further expansion to different domains
or value-aligned classification tasks such as the de-
tection of racism, toxicity, other than sexism, are
needed.

Ethics Statement

Recently, many works study the ethical considera-
tion of applying language models to applications.
For example, Kumar et al. (2022) overviewed the
strategies for detecting and ameliorating different
kinds of risks/harms of language generators. Mo-
hammad (2022) proposed an ethics sheets for AI
tasks. In this work, we conduct experiments with
some values that are unconventional and counter
to the current contemporary society. However, we
are not suggesting tolerance for sexist behaviors or
beliefs. Instead, we explain the existence of differ-
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ent perspectives in the discussion of sexism across
cultures or religions. Our value-aligned sexism
classification task is a case study of this decoupled
process.
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A Prompt Template Choice for
Value-aligned Data Generation

Final Prompt For prompting the value-aligned
training samples, we selected the final prompt tem-
plate out of a set-of five prompt templates based on
experimental results with the OPT-175B model.
The prompt template consists of an instruction
header and an enumeration of content as follows:
Generate {label} content that is relevant
to the Value. Value:{value}\n.

Here the label and value in brackets is replaced
with the target label, and we provide five content
examples with format Content:{content}, con-
catenated to the previous prompt. For these exam-
ples, We manually create the ten most representa-
tive examples that align with the described value
and randomly select five of them for each prompt.
Then, the model is encouraged to generate content
relevant to the provided value and label it with the
prompt Content:.

Tried Prompt Templates We tried five prompt
templates, including the final prompt template as
follows:

1. Generate {label} content that
is relevant to the Value.
Value:{value}\n.

2. “Each item in the following
list contains a value and the
respective "{label}" content
according to the value.Value:{value}
Content:{content}”

3. “value="{value}"\n label="{label}"\n
content={content}”

4. “Value:{value} Label:{label}
Content:”

5. “Generate label content that is
relevant to the Value.\nValue:{value}
Content:{content}”

We mainly investigated the effectiveness of the
different prompt templates with the OPT-175B
model as we conducted the main experiment with
it. We also did investigation with the GPT-Jurassic
6B model. Interestingly, the GPT-Jurassic mod-
els showed better performance with data prompted
with prompt template #2, which was different from
OPT-175B. This may have resulted from the differ-
ent training objectives and pre-training resources
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of the models. Although the overall structure of
our methodology is model agnostic, there should
be some exploration made on prompt template con-
struction dependent on models.

The experimental results are shown in Table 5.

VA-ROBERTA

w/ prompt type
Acc. Prec. Rec. W -F1

1 73.91% 73.91% 75.14% 74.31%
2 72.71% 72.71% 75.22% 73.34%
3 71.25% 71.25% 75.48% 72.06%
4 69.75% 69.75% 74.12% 70.60%
5 72.07% 72.07% 73.82% 72.61%

Table 5: Evaluation results of VA-ROBERTA trained
on OPT-175B generated data with different prompt
types. We prompted 120 data samples per categories.

B Experimental Details

Hyperparameters For hyper-parameters, we per-
form a grid search to find the best performing set of
parameters among the learning rates {1e-5, 5e-5}
and batch sizes {32, 64}.

Training Details For each model we train for a
maximum of 30 epochs with early-stopping with
patience of 5. Each experiment is conducted on
an Nvidia RTX 3090 device, and each epoch takes
around 2–10 minutes depending on the number of
training samples.

Random Seeds We ran each of experiments five
times with different random seeds and reported
the mean and standard deviation in a format of
meanstd.

OPT-175B (few-shot) Baseline Prompt For
each test sample, we construct a prompt with the
task instruction and several examples as shown be-
low:
“Predict a Label for the Content based

on the given Value: Value. Content:
Content Label: Label \n Predict a Label
for the Content based on the given Value:
Value. Content: Content Label:”

In the prompt, the bold words will be replaced by
the actual data. The first sentence is the few-shot
example and we repeat it N times by randomly
selecting five samples for each label category. The
second sentence is the test sample, and the model
will generate the corresponding label in the text.
During generation, we set top-p 0.9 and generate

labels five times. Finally, we calculate the average
scores among the results.

C Vocabulary overlaps of generated
training data among sexism categories

Figure 6 presents the vocabulary overlaps of the
value-aligned training data generated from OPT-
175 among the sexism categories. We calculate the
vocabulary overlaps for each sexism category of
the generated data.

D Per Category Results

Figure 7 presents the evaluation results of VA-
BART for each sexism category on the test set.

E Human Evaluation Details

We gathered annotations from the crowd-sourcing
platform Amazon Mechanical Turk (AMT). We
controlled the quality by only taking annotations
from AMT-qualified workers with a high accep-
tance rate (>95%). We also set up only adults can
access our task as it contains potentially offensive
content and also added a warning regarding it. We
paid 0.3 US dollars per task. The screenshots of
actual tasks and instructions posted on AMT are
shown in Figure 8.
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Figure 6: Vocabulary overlaps of the value-aligned training data generated from OPT-175 among sexism categories.
Categories are in descending order of W-F1 (top to bottom; left-to-right).

Figure 7: Evaluation results of VA-BARTfor each sexism category on the test set.
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Figure 8: Human evaluation for generated text Setup. The first screenshot shows the task for the annotator and
the second screenshot shows a detailed explanation and instructions for the annotator to complete the task. The
evaluation was done by annotators from Amazon Mechanical Turk.
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