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Abstract

We present Multi-EuP, a new multilingual
benchmark dataset, comprising 22K multi-
lingual documents collected from the Euro-
pean Parliament, spanning 24 languages. This
dataset is designed to investigate fairness in a
multilingual information retrieval (IR) context
to analyze both language and demographic bias
in a ranking context. It boasts an authentic
multilingual corpus, featuring topics translated
into all 24 languages, as well as cross-lingual
relevance judgments. Furthermore, it offers
rich demographic information associated with
its documents, facilitating the study of demo-
graphic bias. We report the effectiveness of
Multi-EuP for benchmarking both monolingual
and multilingual IR. We also conduct a prelim-
inary experiment on language bias caused by
the choice of tokenization strategy.

1 Introduction

Information retrieval (IR) classically uses a re-
trieval model to query a document collection and re-
turn a ranked list of documents which are predicted
to be (decreasingly) relevant to the query. Retrieval
models have increasingly been based on supervised
learning, involving the annotation of documents
with relevance scores relative to a given query, and
the training of models to predict the relative associ-
ation between a query and document (Karpukhin
et al., 2020; Khattab and Zaharia, 2020).

In parallel with these advances, the democratisa-
tion of the internet has led to a surge of individual
contributors serving as information disseminators,
hailing from various countries and regions, and
posting in different languages. This has created
possibilities for exploration of cross-lingual and
multilingual text retrieval. Cross-lingual retrieval
pertains to scenarios where queries are formulated
in one language but documents are retrieved from
another language. On the other hand, multilin-
gual retrieval involves a query in one language but

{tbaldwin, trevor.cohn}@unimelb.edu.au

retrieval of documents across multiple languages
simultaneously. An important consideration in any
such work is both robustness and fairness across
different combinations of languages — for instance,
are results from one language consistently ranked
higher than another for certain types of query.

While progress towards multilingual retrieval
through the release of datasets such as Mr. TYDI
(Zhang et al., 2021) and mMARCO (Bonifacio
et al., 2021), both are limited in that they eval-
uate monolingual retrieval for a range of lan-
guages, rather than true multilingual retrieval, using
multiple languages simultaneously. Additionally,
mMARCO was created by machine translation of
MS MARCO (Nguyen et al., 2016), introducing a
confounding factor of translation errors.

We present a multilingual dataset based on the
European Parliament debate archive with queries
in 24 distinct languages, and relevance judgements
also across all 24 languages. This ensures the “mul-
tilingual” nature of the dataset in terms of both
query-to-document and document-to-query associ-
ations. We additionally augment each document
with comprehensive metadata of the author, includ-
ing gender, nationality, political affiliation, and age,
for use in exploring fairness with respect to pro-
tected attributes.

Our work contributes to the field in three main
ways: (1) we construct and release the Multi-EuP
dataset, a resource for multilingual retrieval over
24 languages, effectively capturing the multilin-
gual nature of both queries and documents; (2)
we explore language bias within the realm of mul-
tilingual retrieval, revealing that multilingual IR
using BM25 indeed exhibits notable language bias;
and (3) we supplement the dataset with rich au-
thor metadata to enable research on fairness and
demographic bias in IR.!

"The Multi-EuP dataset is available for download from
https://github.com/jrnlp/Multi-EuP.
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2 Background and Related Work

The European Parliament (EP) serves as an im-
portant forum for political debates and decision-
making at the European Union level. Members
of the European Parliament (MEP) are elected in
direct elections across the EU. The European Par-
liament debate is presided over by the President,
who guides MEPs in discussing specific subjects.

EP debates have been the source of three key
datasets. First, Europarl-2005 was crafted by
Koehn (2005) by collecting EP debates documents
from 1996 to 2011, and extracting translations as
a parallel corpus for statistical machine transla-
tion, enriched with attributes including debate date,
chapter id, MEP id, language, MEP name, and
MEP party.

Later, Rabinovich et al. (2017) built Europarl-
2017 upon Europarl-2005, by introducing addi-
tional demographic attributes: MEP gender and
MEP age. These were sourced from sources such
as Wikidata (Vrandeci¢ and Krotzsch, 2014) and
automatic annotation tools such as Genderize®
and AlchemyVision.> However, Europarl-2017
is limited to only two language pairs: English—
German and English—French. Europarl-2018 (Van-
massenhove and Hardmeier, 2018) expanded upon
Europarl-2017 to add twenty additional language
pairs, based on the manual translations in the EP
archives. These corpora have been used primarily
for machine translation research.

Since 2020, the EU has publicly released raw
debates in the form of transcribed source-language
speeches with rich multilingual topic index data,
along with the original video and audio recordings.
This forms the basis of the Multi-EuP dataset, with
additional attributes for each speaking MEP such
as an image, birthplace, and nationality.

Zhang et al. (2021) introduced Mr. TYDI, an
evaluation benchmark dataset for dense retrieval
assessment over 11 languages. This dataset is con-
structed from TYDI (Clark et al., 2020), a ques-
tion answering dataset. For each language, annota-
tors assign relevance scores as judgments for ques-
tions, derived from Wikipedia articles. Notably,
the questions for different languages are crafted
independently, and relevance judgements are pro-
vided in-language only. Based on the dataset, the
authors evaluate on monolingual retrieval tasks for

thtps://genderize.io/
3https://www.ibm.com/smarterplanet/us/en/
ibmwatson/developercloud/alchemy-vision.html

non-English languages using BM25 and mDPR as
zero-shot baselines. However, Mr. TYDI’s scope
is limited in that it is not truly multilingual, in that
queries in a given language are only performed
over documents in that language. This is part of
the void our work aims to address.

MS MARCO (Nguyen et al., 2016) is a widely-
used dataset, sourced from Bing’s search query
logs, but for English queries and documents only.
To mitigate this, Bonifacio et al. (2021) intro-
duced mMARCO, a multilingual variant of the MS
MARCO passage ranking dataset, spanning 13 lan-
guages and created through machine translation,
based on one open-source approach (Tiedemann
and Thottingal, 2020) and one commercial system
in the form of Google Translate.* Analysis of the
authors’ results reveals a positive correlation be-
tween translation quality and retrieval performance,
with higher translation BLEU scores yielding im-
proved retrieval MRR outcomes. However, similar
to Mr. TYDI, mMARCO focuses on in-language
retrieval only for multiple languages, rather than
multilingual retrieval.

Throughout the past few decades, numerous
datasets and tasks pertaining to multilingual re-
trieval have been developed for evaluation, through
efforts such as CLEF, TREC, and FIRE, each con-
tributing standardized document collections and
evaluation procedures. These evaluation datasets
facilitate genuine multilingual IR research such
as Rahimi et al. (2015) and Lawrie et al. (2023).
However, the scope of these datasets is generally
limited to a small number of queries. For exam-
ple, in the case of CLEF 2001-2003, each edition
encompasses a mere few dozen queries. This limi-
tation tends to confine research predominantly to
evaluation and not offer a resource for training a
multilingual ranking model. Our dataset is of a
scale to accommodate both large-scale training and
evaluation of multilingual retrieval methods.

Compared with the related work above, our work
augments the multilingual mixture of queries and
documents compared to Mr.TYDI, preserves the
authenticity of multilingual contexts compared to
mMARCQO’s translation-based approach, and sur-
passes the query count limitations of tasks like
CLEFR.

4https://cloud.google.com/translate
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3 Multi-EuP

In our approach, we consider the debate topics to be
the queries, and the text of each individual speech
delivered by an MEP to be a document.

Topics The topics are officially annotated by the
EU, and professionally translated into 24 different
languages.’ During preprocessing, we filter out
procedural debate topics such as agenda, leaving
1.1K unique topics. They will serve as a valuable
resource for assessing language bias in multilingual
ranking methods, given that all the topics across
different languages are semantically consistent.

Documents The 22K multilingual documents
within the Multi-EuP dataset originate from MEP
speeches during parliamentary debates. Each docu-
ment annotated with additional metadata, including
the date of the speech, the MEP ID, and a link to the
video recording for potential multimodal research
but not used here. Table 1 shows a detailed break-
down of the language distribution and descriptive
statistics of the dataset. We include in our corpus
documents only in the original language, as spoken
by the MEP, but not their translations into other lan-
guages. Our only use of translations is the debate
topics themselves.

Judgments To assess the relevance of documents
to a given query, we use a binary relevance judg-
ment, based on whether the speech was part of a
debate on the given topic, resulting in one positive
relevance judgment per document, meaning that
the document collection is much less sparse than
Mr. TYDI and MS MARCO, for example.

Languages Multi-EuP covers 24 EU languages
from seven families (Germanic, Romance, Slavic,
Uralic, Baltic, Semitic, Hellenic), each of which
is the official language of one or more member
states. Table 1 provides a breakdown of each lan-
guage’s EU usage, member state distribution, and
population, using ISO-639 codes.

MEP Multi-EuP encompasses 705 members
elected across the 27 member states of the EU. We
constructed the MEP dictionary by collecting MEP
attributes such as name, photo, id in EU, nation-
ality, place of birth, party affiliation, and spoken
language. We further annotated MEPs with gender
and their birthdate, based on Wikipedia profiles and

5https://www.europarl.europa.eu/translation/
en/translation-at-the-european-parliament/

Rabinovich et al. (2017), and manually checked if
difference existing. Figure 1 illustrates the gen-
der and age distribution across MEPs, with male
MEPs being more than twice as numerous as fe-
male MEPs, and the majority falling within the 40—
70 age range. This corpus is rare, perhaps unique,
due to its richly detailed speaker demographic in-
formation, which enables research on fairness and
bias in information retrieval.

Data Split For data splitting, we select two sets
with 100 language-specific and distinct topics for
development and test set in 24 languages, and keep
the remaining topics to the training set. This de-
sign choice was made to maintain an ample supply
of topics and judgment samples essential for the
training of deep learning models, and also facilitate
subsequent cross-lingual comparative research.

Supported Task Similarly to Mr.TYDI (Zhang
et al., 2021), Multi-EuP can be used for monolin-
gual retrieval in English as well as non-English
languages (eg. Swedish queries against Swedish
documents). However, unlike Mr. TYDI, Multi-EuP
encompasses multilingual documents and identi-
cal multilingual topics, ensuring that queries in
different languages can be compared. Conse-
quently, Multi-EuP can support diverse informa-
tion retrieval experimental tasks. These includ-
ing one-vs-one scenarios with single one language
queries against single one language documents, in
other words, monolingual or cross-lingual IR, one-
vs-many scenarios with single-language queries
against multilingual documents, i.e., multilingual
IR, and many-vs-many scenarios involving multi-
lingual queries against multilingual documents, i.e,
mixed multilingual IR).

4 Experiments and Findings

We conduct preliminary experiments in both one-
vs-one and one-vs-many settings, as described
above.

Methods We base our experiments on BM25
with default settings (k1 = 0.9 and b = 0.4), a popu-
lar traditional information retrieval baseline. Our
implementation is based on Pyserini (Lin et al.,
2021), which is built upon Lucene (Yang et al.,
2017). Notably, the latest LUCENE 8.5.1 API of-
fers language-specific tokenizers, ® covering 19

®Provided by the Anaylzer package in LUCENE. https:
//lucene.apache.org/core/8_5_1/analyzers-common/
index.html
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Language f:i((l)e Countries where official lang. Eg;lgv: ITJz;agle # Docs :)’Zirl()i(s)c
English EN United Kingdom, Ireland, Malta  13% 51% 7123 286/200
German DE Germany, Belgium, Luxembourg 16% 32% 3433 180/164
French FR France, Belgium, Luxembourg 12% 26% 2779 296/223
Italian IT Italy 13% 16% 1829 190/175
Spanish ES Spain 8% 15% 2371 232/198
Polish PL Poland 8% 9% 1841 155/148
Romanian RO Romania 5% 5% 794 186/172
Dutch NL Netherlands, Belgium 4% 5% 897 184/170
Greek EL Greece, Cyprus 3% 4% 707 209/205
Hungarian HU Hungary 3% 3% 614 126/128
Portuguese PT Portugal 2% 3% 1176 179/167
Czech CS Czech Republic 2% 3% 397 167/149
Swedish SV Sweden 2% 3% 531 175/165
Bulgarian BG Bulgaria 2% 2% 408 196/178
Danish DA Denmark 1% 1% 292 218/198
Finnish FI Finland 1% 1% 405 94/87

Slovak SK Slovakia 1% 1% 348 151/158
Lithuanian LT Lithuania 1% 1% 115 142/127
Croatian HR Croatia <1% <1% 524 183/164
Slovene SL Slovenia <1% <1% 270 201/163
Estonian ET Estonia <1% <1% 58 160/158
Latvian LV Latvia <1% <1% 89 111/123
Maltese MT Malta <1% <1% 178 117/115
Irish GA Ireland <1% <1% 33 198/172

Table 1: Multi-EuP statistics, broken down by language: ISO language code; EU member states using the
language officially; proportion of the EU population speaking the language (Chalkidis et al., 2021); number of
debate speech documents; and words per document (mean/median).

out of the 24 languages present in Multi-EuP. For
the remaining languages — namely Polish (PL),
Croatian (HR), Slovak (SK), Slovenian (SL), and
Maltese (MT) — we use a whitespace tokenizer.

Evaluation Our primary evaluation metric is
Mean Reciprocal Rank (MRR). For a single query,
the reciprocal rank is RR = raﬁ where rank is the
position of the highest-ranked relevant document.
If no correct answer was returned, then the recipro-
cal rank is defined to be 0. For multiple queries @),

the MRR is the mean of the () reciprocal ranks.

rr— Ly
S Q — rank;

MRR @£ denotes MRR computed at a depth of &
results. Note that the higher the number the better,
and that a perfect retriever achieves an MRR of
1 (assuming every query has at least one relevant
document). The choice of setting £ = 100 aligns

with prior endeavors over MS MARCO (Nguyen
et al., 2016).

4.1 Monolingual IR (one-vs-one)

Experimental Setup We first present results over
Multi-EuP in a monolingual setting across the
24 different languages. Specifically, we evaluate
single-language queries against documents in the
same language. In this configuration, we parti-
tioned our original collection of 22K documents
into 24 distinct language-specific sub-collections.
Table 2 presents the results broken down across
languages.

Results and Findings Table 2 presents the
MRR @100 results for BM25 on Multi-EuP. There
are two high-level findings:

First, Multi-EuP is a relatively easy bench-
mark for monolingual information retrieval, as the
MRR @100 is always around 40 or greater (mean-
ing that the first relevant document is in the top-
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Figure 1: The gender and birth year distributions of the 705 MEPs in Multi-EuP dataset. The birth year corresponds

to the current age calculation.

GERMANIC

ROMANCE

SLAVIC URALIC

EN DA DE NL SV RO ES

FR IT PT

PL BG CS HU FI EL

One-vs-one (Queries and documents in the same language.)

num, 839 208 840 458 330 434 680 765
numg 7123 268 3433 897 531

num, 7123 3433 3433 897 531 794 2371 2779
MRR

794 2371 2779 1829 1176 1841 408 397

73.79 45.51 56.70 39.02 45.77 42.58 54.25 46.57 56.40 56.51 47.68 44.70 47.12

659 557 628 273 259 404 251 360
614 405 707
614 405 707

39.99 46.46 39.58

1829 1176 1841 408 397

One-vs-many (A fixed set of queries in the given language, with documents in all 24 languages.)

numg 100 100 100 100 100 100 100

numg 22K 22K 22K 22K 22K
num, 2902 1997 1995 1992 1996 1996 1996
MRR 62.79 16.15 28.27 20.88 19.40 16.10 22.57 24.22 14.24 18.7

22K 22K 22K 22K 22K
1924 1994 1997

100 100 100 100 100 100 100 100 100

22K 22K 22K
1996 1996 1997
4.80 7.57 9.52

22K 22K 22K
1996 1997 1996
7.51 17.61 11.16

Table 2: Details of Multi-EuP for the 16 most widely spoken EU official languages, in terms of the number of
queries (g), documents (d) and relevance judgements (). Results are for BM25 in one-vs-one and one-vs-many
settings based on MRR@100 (%). See Table 3 in the Appendix for results across all languages. Note that as each
document has a unique topic which in turn defines the relevance judgements, numg= num,. in the one-vs-one

setting.

3 results on average). Indeed, the average MRR
across the 24 test languages is 49.61. While direct
comparison is not possible, it is noteworthy that
for Mr. TYDI, the average MRR is 32.1 across 11
languages. Part of this difference can be attributed
to the fact that our relevance judgments are not as
sparse as theirs.

Second, similar to Mr. TYDI, direct comparison
of absolute scores between languages is not mean-
ingful in a monolingual setting, as the document
collection size differs.

4.2 Multilingual IR (one-vs-many)

Experimental Setup In contrast to Mr. TYDI
(Zhang et al., 2021), Multi-EuP supports one-vs-

many retrieval, and allows us to systematically ex-
plore the effect of querying the same document
collection with the same set of topics in different
languages. This is because we have translations of
the topics in all languages, documents span mul-
tiple languages, and judgments are cross-lingual
(e.g., English queries potentially yield relevant Pol-
ish documents). For this experiment, we use the
default whitespace tokenizer in the Pyserini library.

Results and Findings Table 2 presents the MRR
results for BM25 for multilingual information re-
trieval on 100 topics from the Multi-EuP test set.
It’s worth noting that these topics have translation-
equivalent content in the different languages. Con-
sequently, the one-vs-many approach allows us to
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analyze language bias. We made several key obser-
vations:

First, unsurprisingly, having more relevance
judgments tends to improve ranking accuracy.
Therefore, when comparing English topics with
other languages, English exhibits notably better
MRR performance.

Second, despite there being consistency in the
topics, document collection, and relevance judg-
ments, there is a significant disparity in MRR
scores across languages, an effect we investigate
further in the next section.

5 Language Bias Discussion

In light of our findings in a one-vs-many setting,
we were keen to delve further into the underlying
causes of the disparity between languages.

5.1 Bias Detection

Language bias is likely if the query language aligns
better with one document language than another.
As mentioned earlier, Pyserini supports different to-
kenizers, specifically language-specific tokenizers
or simple whitespace tokenization. Therefore, in
the one-vs-many setting, we analyze the composi-
tion of the top-100 rankings for the 100 topics. Dur-
ing indexing of the document collection, we used
the simple whitespace tokenizer, given the multi-
lingual nature of the collection. However, over the
queries during retrieval, we employed two different
tokenizers — a language-specific tokenizer, and
the whitespace tokenizer.

We conducted a correlation analysis between the
language of the topics and the language of the top
100 relevant documents. From Table 2, we can see
that relevance judgments in our test cases are con-
sistent across languages, ensuring uniformity in the
correlation matrix within the test set. However, Fig-
ure 2 reveals that both approaches generate strong
language bias. In both cases, the query language
aligns better with documents in its own language
than others. The right plot appears to show that
languages from the same family has strong corre-
lation (e.g., PL, CS) and (IT, ES) since they may
have some shared vocabulary.

5.2 Collection Distribution Factors

Initially, we hypothesized that the disparity for
each language may be a contributing factor to this
bias. Figure 3 presents the regression line between
the number of documents in a given language and

MRR, which explains much of the variation across
languages.

However, note the outlier above the regression
line (Polish: PL), which has a substantial num-
ber of documents but surprisingly low MRR per-
formance. We refer to this phenomenon as a
“BM25 unfriendly” language. According to Wo-
jtasik et al. (2023), the main reason for the low
performance of Polish lies in its highly-inflected
morphology, giving rise to a a multitude of word
forms per lexeme, including inflections of proper
names, and complex morphological structure. In
such cases, lexical matching is less effective than
in other morphologically-simpler languages. Fur-
thermore, LUCENE 8.5.1 API does not have a
language-specific tokenizer for Polish. Conversely,
languages below the regression line can be termed
“BM25 friendly” languages, as they require fewer
documents to achieve higher MRR in retrieval.

5.3 Language Tokenizer Factors

Secondly, we speculated that the choice of
language-specific Analyzer in LUCENE might be a
contributing factor, as it influences word tokeniza-
tion, token filter, synonym expansion and other
processing. 7 To investigate this, we conducted a
controlled experiment in the one-vs-many setting.
When indexing the collection, given the multilin-
gual nature of the collection, we employed whites-
pace as the tokenizer. However, over the queries,
we experimented with either a language-specific to-
kenizer or whitespace tokenizer. We then compared
the linear regression of MRR against the number
of documents in Figure 3. On the right side of the
plot, we can see a strong correlation when using
whitespace tokenization for both the collection and
the queries, reducing language bias.

Furthermore, when transitioning from language-
specific tokenizers to whitespace tokenizers, the
overall MRR across all languages declined mod-
estly, from 15.02 to 14.18. That is, the original per-
formance level was largely preserved, but language
bias was diminished in using simple whitespace
tokenization.

6 Conclusion

In this paper, we introduce Multi-EuP, a novel
dataset for multilingual information retrieval across

7https: //lucene.apache.org/core/8_0_0/core/
org/apache/lucene/analysis/package-summary.html#
package.description
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Figure 2: Language correlation matrix between topics and the ranking output top 100 relevant documents in a
one-vs-many setting. The row is the topic languages, the columns is the document languages. The left matrix
displays results using a language-specific tokenizer, while the right matrix represents the experiment with a simple
whitespace tokenizer. Both of them show strong language bias between the language of the topic and the retrieved

documents.

24 languages, collected from European Parliament
debates. The demographic information provided
by the Multi-EuP dataset serves a dual purpose:
not only does it contribute to multilingual retrieval
tasks, but it also holds significant potential for ad-
vancing research in the realm of fairness and bias.
This dataset can play a pivotal role in investigating
issues of equitable representations and mitigation
of biases within document ranking settings.

Multi-EuP facilitates diverse information re-
trieval (IR) scenarios, encompassing one-vs-one,
one-vs-many, and many-vs-many settings. We
demonstrated the utility of Multi-EuP as a bench-
mark for evaluating both monolingual and multilin-
gual IR. Our study reveals the presence of language
bias in multilingual IR when employing BM25. We
further validate the effectiveness of mitigating this
bias through the strategic implementation of whites-
pace as a language tokenizer.

We propose to conduct future work in three main
areas. First, we intend to expand our investigation
of language bias to encompass a broader range of
ranking methods, including neural methods such as
mDPR (Zhang et al., 2021), mColBERT (Lawrie
et al., 2023) and PLAID-X(Santhanam et al., 2022).
Second, we will expand the dataset by developing
an automated API to retrieve data published by the
European Parliament (EP), thereby ensuring real-
time synchronization of our dataset. Lastly, our
current experiments have explored language bias

only, but we plan to further investigate gender bias,
age bias, and nationality bias.

Limitations

The limitations of the Multi-EuP dataset are notable
but navigable. Primarily, the temporal coverage of
the dataset is confined to the past three years. This
temporal constraint arises due to the fact that, pre-
ceding 2020, documents released by the EU were
predominantly available in mono-lingual versions
only. However, a potential remedy lies in the amal-
gamation of the Europarl (Koehn, 2005) collection,
enabling a more comprehensive and holistic Multi-
EuP dataset.

Furthermore, it is worth noting the domain skew
of the dataset, in that Multi-EuP inevitably centers
on political matters. While this presents challenges,
particularly in terms of the intricate nuances of po-
litical language, it inherently serves as an excellent
foundational stepping stone for delving into the
intricacies of multilingual retrieval. We believe,
however, that this dataset can serve as a launching
pad for broader explorations encompassing cross-
domain and open-domain transfer learning scenar-
ios, thus contributing to the broader landscape of
language understanding and retrieval.

Ethics Statement

The dataset contains publicly-available EP data that
does not include personal or sensitive information,

288



Regression between MRR and Num_d with language-specific analyzer

Regression between MRR and Num_d with whitespace analyzer

7000 4 Language Family &\
e Germanic
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5000 Baltic
e Celtic
—— Regression Line (R"2 = 0.8063)
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Figure 3: Linear regression between MRR @ 100 and the number of documents per language. The left plot is based
on collection indexing with a whitespace tokenizer but a language-specific tokenizer over the queries. The right
plot uses a whitespace tokenizer for both indexing the collection and the queries. The higher R? for the right plot
suggests that using a whitespace tokenizer for both the collection and queries reduces language bias in multilingual

IR.

with the exception of information relating to public
officeholders, e.g., the names of the active members
of the European Parliament, European Council, or
other official administration bodies. The collected
data is licensed under the Creative Commons Attri-
bution 4.0 International licence. 8
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