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Abstract

Subword tokenization is the de facto stan-
dard for tokenization in neural language
models and machine translation systems.
Three advantages are frequently cited in
favor of subwords: shorter encoding of
frequent tokens, compositionality of sub-
words, and ability to deal with unknown
words. As their relative importance is not
entirely clear yet, we propose a tokeniza-
tion approach that enables us to separate
frequency (the first advantage) from com-
positionality. The approach uses Huffman
coding to tokenize words, by order of fre-
quency, using a fixed amount of symbols.
Experiments with CS-DE, EN-FR and EN-
DE NMT show that frequency alone ac-
counts for 90%-95% of the scores reached
by BPE, hence compositionality has less
importance than previously thought.

1 Introduction

Tokenization into subwords has become an unchal-
lenged standard used in virtually all NMT sys-
tems and language models. Since the proposal
by Sennrich et al. (2016) to use Byte-Pair En-
coding (BPE) (Gage, 1994) to create subword vo-
cabularies, followed by the use of a unigram lan-
guage model and the SentencePiece implemen-
tation (Kudo, 2018), no alternative models have
taken over. While subwords have been empirically
demonstrated to outperform character and word-
level tokenization (Sennrich et al., 2016; Wu et al.,
2016; Denkowski and Neubig, 2017), the factors
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contributing to their success have not been fully
understood yet. Some studies have investigated
the performance of subwords with regard to com-
pression (Gallé, 2019; Libovický et al., 2022), sug-
gesting that better compression may be associated
with improved performance. However, other fac-
tors such as compositionality have yet to be thor-
oughly explored.

In this paper, we use an alternative algorithm
for creating subword vocabularies, which retains
only one of the features that have been invoked to
explain the effectiveness of BPE, namely the fact
that frequent words are encoded as unique sub-
words, while less frequent ones are encoded us-
ing several subwords, possibly up to the charac-
ter level. The algorithm is based on Huffman cod-
ing (Huffman, 1952), a different text compression
method than the one used by BPE. The algorithm
differs from BPE in two key aspects: while cer-
tain BPE subwords convey compositional linguis-
tic properties (e.g., meaning or morphology), Huff-
man coding is fundamentally non-compositional,
and cannot tokenize words not seen during train-
ing. When using Huffman coding to tokenize data
for Transformer-based MT, we reach scores that
are within 10-12% of those obtained using BPE
when measured by BLEU and within 4-8% when
measured by COMET, for vocabulary sizes of 32k
symbols. This demonstrates that the main factor
accounting for the success of BPEs is word fre-
quency, and not subword compositionality. Our
main contributions are:

1. We show how to build subword vocabularies
for tokenization using Huffman coding.

2. We study the impact of this method on NMT
by varying a range of parameters, in particular
the vocabulary size.



3. Observing that the scores obtained using
Huffman coding are close to those obtained
using BPE, and arguing that the former
method retains only the frequential aspect of
BPE, we conclude that frequency is the main
reason for the effectiveness of BPE.

2 State of the Art

2.1 Subword Tokenization

Dealing with out-of-vocabulary (OOV) words –
not seen during training – has been a recurrent
problem in MT and NLP among other fields. The
acceptable upper sizes of input/output layers in
neural networks are typically of 104–105 symbols,
which is several orders of magnitude lower than
the number of word types appearing in a given lan-
guage, when compounds, proper names, numbers
or dates are considered (to say nothing about mor-
phologically rich languages). Early approaches
to translate OOV words involved copying mecha-
nisms and dictionaries (Luong et al., 2015). Alter-
natively, Jean et al. (2015) used approximations to
increase the effective vocabulary size without sig-
nificantly increasing the number of parameters of
the models.

The use of word fragments as symbols corre-
sponding to input/output units was introduced by
Schuster and Nakajima (2012) for Japanese and
Korean speech recognition but only gained large
visibility in NMT with the seminal paper of Sen-
nrich et al. (2016), which demonstrated significant
gains in the 2015 WMT translation task (Bojar et
al., 2015). Sennrich et al. used a technique derived
from text compression, namely Byte-Pair Encod-
ing (BPE) (Gage, 1994), to generate a fixed-size
vocabulary made of words, word fragments (a.k.a.
subwords) and characters, which they used to tok-
enize source and target texts in NMT. This vocab-
ulary is built by gradually merging the most fre-
quent bigrams of symbols, starting at the character
level, until the desired vocabulary size is reached.
With the variants described hereafter, the method
has become the de facto standard for NMT and
neural language models.

One of the first large-scale online NMT systems,
released by Google, used WordPiece (Wu et al.,
2016), a similar approach to BPE where the se-
lection of symbols to be added to the vocabulary
is based on likelihood in the training data instead
of frequency. An alternative technique to subword
segmentation is UnigramLM, introduced by Kudo

et al. (2018). With this approach, a vocabulary
is initially populated with a substantial number of
symbols and progressively reduced according to
the log-likelihood of the data computed by a un-
igram language model. Moreover, UnigramLM
helps regularizing the NMT as it allows multi-
ple tokenizations of the same text, by varying the
subwords into which different occurrences of the
same word type are segmented. A similar regular-
ization technique was introduced in BPE, by ran-
domly dropping certain elements of the vocabulary
to vary the tokenisation of each word (Provilkov
et al., 2020). These methods are implemented in
the widely-used SentencePiece library (Kudo and
Richardson, 2018)1.

As BPE and UnigramLM are used in virtually
all NMT systems, alternative approaches to tok-
enization addressing the same issues have seldom
been explored. Character-based NMT models have
been studied since the early days of NMT (Luong
and Manning, 2016; Lee et al., 2017; Cherry et al.,
2018; Gupta et al., 2019), but the character-level
approach has taken a back seat to subword tok-
enization (Libovický et al., 2022). This is likely
due to the suboptimal performance of character to-
kenization when compared to subwords and the
increased computational costs that are associated
with longer sequences of tokens in NMT.

The compositionality of BPEs carries over to
the multilingual scenario where languages with
similar scripts share subwords, known as cross-
lingual anchors. While researchers have pro-
posed to improve the number of anchors either
through transliteration (Amrhein and Sennrich,
2020), or by using semantic similarity (Vernikos
and Popescu-Belis, 2021) or lexical overlap (Patil
et al., 2022), there has been relatively little re-
search in isolating the effects of compositionality
and frequency.

The early exploration of Huffman coding by
Chitnis and DeNero (2015) was an early solution
to the rare words translation problem, prior to the
introduction to subwords. While their results were
promising for RNN-based MT compared to word-
level tokenization, their approach was later out-
performed by subwords. Although our algorithm
shares the same theoretical basis as theirs, with a
number of implementation differences, the scope
of our work is different: we do not employ Huff-
man encoding to derive a better segmentation al-

1https://github.com/google/sentencepiece
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gorithm, but rather as a tool for analyzing the rela-
tionship between compositionality and the encod-
ing of frequent tokens.

2.2 Explaining the Effectiveness of BPE
Several advantages of subword tokenization have
been put forward, although their individual con-
tributions to improvements in NMT performance
have not been systematically studied yet. These
advantages can be summarized as follows:

Frequency: the most frequent words correspond
to unique tokens (i.e. symbols or indexes used
for the input/output layers of NMT) while the
less frequent ones are decomposed in two or
more subwords (which are then translated as
a sequence).

Compositionality: unlike other compression
schemes that convert words to one or more
symbols, BPE generates symbols that are
word fragments, thus enabling generalization
when translating unseen words by combining
the translations of the subwords composing
them.

Unknown words: as individual characters are
part of the vocabulary of tokens, any word in
the test data can be tokenized, in the worst
case into the characters that compose it. Only
words with characters not seen in the training
data cannot be represented.

The compositionality of BPE has often been
presented as its main merit, though not without
caveats. Sennrich et al. (2016) claimed that BPE
“is based on the intuition that various word classes
are translatable via smaller units than words” and
on the analogy with a human translator who can
translate some words “even if they are novel to him
or her, based on a translation of known subword
units such as morphemes or phonemes.” Pointing
to the difference with Huffman coding, the authors
state that their “symbol sequences are still inter-
pretable as subword units” which “the network can
generalize to translate and produce new words.”
Quantitatively, Sennrich et al. (2016) found that
among “100 rare tokens (not among the 50,000
most frequent types) in the German training data,
the majority of tokens are potentially translatable
from English through smaller units,” in particular
the 21 compounds they observed.

It is not, however, entirely clear if subwords
actually correspond to meaningful part of words,

such as morphemes or components of compound
words. Sennrich et al. (2016) acknowledged that
“not every segmentation we produce is transpar-
ent” and that they “expect no performance bene-
fit from opaque segmentations,” i.e. segmentations
where the units do not have independent mean-
ings. For instance, Sennrich et al. showed that BPE
leads to nearly the same BLEU scores as an encod-
ing that keeps the 50,000 most frequent words as
unique symbols, and encodes all the others using
bigrams of characters as symbols. The challenge
is indeed for a neural network to learn the correct
translation of a series of two or more meaningless
subwords. Still, as long as the characters are in-
cluded in the vocabulary, BPE can tokenize any
word, thus effectively solving the unknown word
problem – a merit which is widely recognized.

The other main reason for the effectiveness of
BPE is the central role that token frequency plays
in the construction of the vocabulary, hence in de-
ciding when to segment a word or not. BPE uses
fewer symbols to encode frequent words than less
frequent ones, and a sizable part of a BPE vocab-
ulary is actually made of entire words (see Fig-
ure 2 in Section 6 below). This means that a large
proportion of the tokens in the data are encoded
as individual symbols, and only a smaller propor-
tion are segmented into subwords. For instance,
Kudo (2018) recognize that “an advantage of BPE
.. is that it can effectively balance the vocabulary
size .. and the number of tokens required to encode
a sentence”, because when applying BPE “com-
mon words remain as unique symbols.” In other
words, BPE is effective because it “keeps the most
frequent words intact while splitting the rare ones
into multiple tokens” (Provilkov et al., 2020).

3 Subword Tokenization based on
Huffman Coding

We now introduce an alternative subword tok-
enization method which decouples compositional-
ity from frequency, and implements only the sec-
ond aspect. This method will enable us to under-
stand which of these aspects has the largest impact
on the performance of NMT. Just as BPE was orig-
inally inspired by a text compression algorithm, we
transform here input and output texts into series of
symbols using an adaptation of Huffman’s (1952)
frequency-based compression algorithm.



3.1 Overview
In order to use the Huffman coding, all source and
target sentences are processed as follows:

1. Tokenize each sentence into words using the
Moses tokenizer (Koehn et al., 2007), and ap-
ply truecasing to the words.2

2. For each language, count the number of oc-
currences of each word, sort them in decreas-
ing order, and build a Huffman tree with n
symbols using the algorithm given below.

3. Save the ‘word’↔‘code’ mappings resulting
from the tree, for each language, where the
codes are made of one or more among the n
allowed symbols.3

4. Encode the train and test sentences, replac-
ing each token by its symbolic counterpart.
Separate tokens with the Unicode symbol for
space (code point 0x2420).

5. Split all the Huffman codes into symbols and
separate them with white spaces. This allows
to use NMT directly on the resulting text files,
processing each symbol as an individual to-
ken, similarly to any tokenized input/output.
The vocabulary size is thus the number of
symbols used to build the Huffman trees plus
the separator.

6. Train NMT using the encoded parallel data.

7. Encode the test data. If words unseen during
training appear on the source side, mark them
with a special “unknown” symbol.

8. Translate the encoded test data with NMT
into encoded output.

9. Detokenize the NMT output by joining the
symbols that are not separated by the 0x2420
separator symbol. Then, decode the sym-
bols using the ‘word’↔‘code’ mappings. Se-
quences of symbols that have not been seen
at training time, and are therefore absent from
the mapping, are ignored.

10. Score the translated text by comparing it to
the reference translation using BLEU, ChrF
and COMET (see Section 4).

2See www2.statmt.org/moses/?n=Moses.Baseline.
3Technically, in our implementation, symbols are drawn from
Unicode’s range of CJK Unicode Ideographs (Unicode Con-
sortium, 2022, Ch. 18) of which nearly 100,000 code points
are defined, starting at code point 0x4E00. This offers a dis-
playable textual representation of symbols, with no control
codes that may be wrongly interpreted by the NMT system.

3.2 Building Huffman Trees
Huffman trees can be built in several ways, result-
ing in different patterns of depth imbalance, which
can be optimized depending on the relative fre-
quencies of items to encode. For all patterns, fre-
quent items are placed higher in the tree, so that
they are coded with fewer symbols. We adapt
the method as follows, being closest, although not
identical to Chitnis and DeNero’s (2015) “Repeat-
Symbol” variant, with the main exception that we
encode all tokens.

We use n-ary Huffman trees, which are unbal-
anced trees in which the tokens to code appear on
the leaves, and the paths leading to them constitute
their encoded representations, i.e. the sequences of
symbols on the branches. This is illustrated in Fig-
ure 1 for a ternary tree with three symbols, which
encodes eight word types based on their frequen-
cies in a toy example.

Data: Word frequencies F : {(wi, fi), . . .},
Priority queue H: {(nodei, scorei),
. . .} sorted by increasing scores,
Number of symbols: n

Result: Huffman tree
foreach (wi, fi) ∈ F do

Create nodei with key wi and score fi;
Add nodei to H;

end
while length(H) > 1 do

L← empty list of nodes;
S ← 0;
for i← 0 to n do

if H = ∅ then
break;

else
Pop (nodei, scorei) from H;
Append (nodei, scorei) to L;
Add scorei to S;

end
end
Create new node N = (‘None’, S);
foreach node ∈ L do

Add node to N ’s children;
end
Push N to H;

end

Algorithm 1: Construction of Huffman tree.

http://www2.statmt.org/moses/?n=Moses.Baseline
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Figure 1: Ternary Huffman tree illustrating our approach. The tree is built with Algorithm 1 from word frequencies, shown as
indices in the mapping (right), based on the following text: “the house is on the hill, the house is blue, the sky is blue.”

The number of coding symbols n corresponds to
the vocabulary size of the NMT system (the num-
ber of input units or indexes). Each node has at
most n children, each one labeled with a symbol.
Each word type appearing on the source side of
the training data (then, respectively, on the target
side) is placed on a leaf of the tree, and the symbols
on the path leading to it provide its representation
with the new vocabulary of symbols. For instance,
if ‘the’ is at the leaf stemming from the 10th branch
of the root, it will be coded with symbol #10, while
if ‘control’ can be reached through the 123rd then
the 54th branch, it will be coded with two symbols,
#123#54. Whatever the value of n ≥ 2, a Huff-
man tree can encode an arbitrary large number of
words, but the tree becomes deeper as n decreases.

We use an open-source implementation of an al-
gorithm building a Huffman tree.4 We have modi-
fied the code to make it applicable to words rather
than to characters, and to generate a n-ary tree
instead of a binary one, resulting in Algorithm 1
above. The key data structure is a priority queue
with nodes and scores, always sorted by increas-
ing scores, and initialized with the word types and
their frequencies from the training data.

Once Algorithm 1 is run, each node of the re-
sulting tree has at most n children, therefore we
can associate symbols to each of them, recursively
doing the same operation for any node with the
‘None’ label (i.e. not a leaf, which has a word la-
bel). At the end of this allocation, every node has
a unique code of symbols, which is the concate-
nation of the symbols from the branches leading
to it. Leaves which are closer to the root have a
shorter code than deeper leaves. Our library5 sup-
ports large input texts, creates mappings between

4Available at github.com/bhrigu123/huffman-coding and ex-
plained in a blog entry (Srivastava, 2017).
5Available at github.com/heig-iict-ida/huffman-tokenizer.

words and symbols, and allows encoding and de-
coding of texts.

3.3 Properties of Our Method

Prior to NMT, the codes produced by the Huff-
man algorithm are segmented into the symbols that
compose them. Therefore, the vocabulary size is n,
the number of symbols. In the Huffman tree, the
most frequent words will appear as leaves close to
the root. Therefore, in the resulting mapping, the
most frequent words will be represented with a sin-
gle symbol, and less frequent ones will use more
symbols, which is considered as one of the advan-
tages of BPE (see Section 2.2).

However, unlike BPE, we do not segment words
into subwords, hence we do not take into account
the compositionality of subwords, in the sense that
words starting with a similar prefix are not encoded
into Huffman codes starting with similar symbols.
For instance, the compositionality of BPE means
that if ‘restor’, ‘ing’ and ‘ation’ are subwords, then
the NMT system can use knowledge about the
translation of ‘restoring’ to translate ‘restoration’
(assuming they are tokenized as ‘restor’ + ‘ing’
and ‘restor’ + ‘ation’) because both words share
a common, meaningful prefix. But if two Huffman
codes share the same prefix, such as ‘#10#32’ and
‘#10#76#25’, knowledge about the translation of
‘#10’ cannot be reused from one word to another,
because the original words are unrelated. This is
why our study quantifies the utility of frequency
alone, by separating it from compositionality.

In addition, as the Huffman tree is built over
words in the training data, it cannot encode un-
known words in the test data, an effect that will
be quantified below.

https://github.com/bhrigu123/huffman-coding
https://github.com/heig-iict-ida/huffman-tokenizer


4 Data and Systems

We experiment with several language pairs featur-
ing Czech, German, English, and French. The
training and test data come mostly from WMT
2014 (Bojar et al., 2014) and WMT 2019 (Bar-
rault et al., 2019) and include also the JW300 data
(Agić and Vulić, 2019). The Czech-German data is
shown in Table 1, the English-German data in Ta-
ble 2 and the English-French data in Table 3. We
sample randomly from each subcorpus 0.1-0.2%
of sentences to serve as test data. This particular
split is made available with our library, for repro-
ducibility.

Data set Number of lines
News Commentary v14 172,995
Europarl v9 556,182
JW300 1,052,338
Newstest 2019 1,997
Total 1,783,512
Train / Test 1,780,068 / 3,444

Table 1: Czech-German parallel data (non-empty lines).

Data set Number of lines
Common Crawl 2,399,123
Europarl v7 1,911,843
News Commentary v11 241,094
Total 4,552,060
Train / Test 4,547,445 / 4,615

Table 2: English-German parallel data (non-empty lines).

Data set Number of lines
Common Crawl 3,244,152
Europarl v7 2,005,688
Total 5,249,840
Train / Test 5,245,392 / 4,448

Table 3: English-French parallel data (non-empty lines).

We use Transformer NMT models (Vaswani et
al., 2017) from the OpenNMT-py library (Klein
et al., 2017) version 2.3.0.6 We train the models
for 150,000 steps, which takes about one day on
two NVIDIA GeForce RTX 2080 Ti CPUs with 11
GB of memory. The hyper-parameters of the mod-
els, generally the default ones, are given in Ap-
pendix A. We evaluate the translation quality using
6github.com/OpenNMT/OpenNMT-py

the BLEU score (Papineni et al., 2002), the ChrF
score (Popović, 2015) as implemented by Sacre-
Bleu (Post, 2018)7 and the COMET score (Rei et
al., 2020). We compute the BLEU score obtained
by each checkpoint (every 10,000 steps) on the
test set, and select the best scoring checkpoint, on
which we measure ChrF and COMET as well.

5 NMT Using Huffman Coding: Results

In this section, we show that Huffman coding is a
viable tokenization method, we study the impact
of the number of available symbols on the transla-
tion quality, and compare the method with a purely
frequential baseline.

We first investigate how translation quality
changes according to the vocabulary size, which
is the main hyper-parameter of the method. If
many symbols are available, then many frequent
words will be encoded with a single symbol. Con-
versely, fewer symbols result in most of the words
being encoded with two or more symbols. Figure 2
below illustrates this property for Huffman codes
with respect to BPE.

The scores obtained with Huffman coding on
CS-DE NMT with various numbers of symbols,
shown in the first five lines of Table 5, demon-
strate that the method is operational and that it ben-
efits from an increasing number of symbols. When
the number of available symbols is very low, the
effect on tokenization is closer to character-based
translation, with the exception that some frequent
words are still coded on one symbol with Huffman,
while virtually all words contain two characters or
more. Not shown in the table, the BLEU score with
1,000 symbols is 19.6, which is very close to the
BLEU score of a character-based Transformer us-
ing a vocabulary of 485 characters, which is 19.4.
Our best scores, however, are found for higher vo-
cabulary sizes, similar to those used with BPE (as
discussed in Section 6 below), which means we are
conceptually closer to subwords than to character-
based models.

We studied the influence of several hyper-
parameters on the CS-DE BLEU scores when us-
ing 1,000 symbols for Huffman coding. As shown
in Table 4, smaller embedding sizes (from 512 to
64) lead to substantially lower BLEU scores. In-
creasing the number of Transformer layers from 8
to 20 appears to increase the scores, which is con-

7BLEU score signature: nrefs:1|case:mixed|eff:no|
tok:13a|smooth:exp|version:2.2.1

https://github.com/OpenNMT/OpenNMT-py
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Figure 2: Histograms of the number of tokens from the CS data that are segmented into 1, 2, or more symbols, for Huffman
coding (left) vs. BPE (right). Six different vocabulary sizes are shown for Huffman coding (from 1k to 32k symbols) and five
for BPE (from 2k to 32k merges). While Huffman coding uses at most 4 symbols per token, BPE may use up to 10 subwords.

sistent for instance with the findings of Gupta et
al. (2019) for character-based NMT. However, the
effect is not strong, and as the training costs in-
crease substantially, we keep using 8-layer Trans-
formers when comparing to BPE. Finally, we note
that the number of attention heads (8, 16, or 32)
has almost no influence on scores.

Emb. size Layers Heads BLEU
512 8 8 19.6
256 - - 17.6
128 - - 14.4
64 - - 9.7
512 12 8 19.6

- 16 - 21.4
- 20 - 21.4

512 8 16 19.3
- - 32 19.4

Table 4: BLEU scores with 1000-symbol Huffman coding
when varying the embedding size of the Transformer, the
number of layers, and the number of attention heads (‘-’
means “same as above”).

We also compare Huffman coding with a base-
line that simply keeps as symbols the most fre-
quent tokens in the source and target training texts,
all other parameters being equal. Keeping 16k to-
kens leads to a BLEU score of 17.0 (compared to
22.3 for Huffman with 16k symbols) and keeping
32k tokens leads to 19.1 BLEU points (compared
to 23.1 for Huffman with 32k symbols). As the
new scores are only 4–5 points lower, we conclude
that focusing on the most frequent tokens preserves
some effectiveness, especially as the vocabulary
grows, but is limited by the fact that all other to-
kens are ignored.

6 Huffman Coding versus BPE

In order to compare BPE with Huffman models,
we tokenize source and target sides jointly for each
pair using BPE from the SentencePiece toolkit (see
footnote 1) with an increasing number of merges:
2k, 4k, 8k, 16k, and 32k.

We compare first the vocabularies resulting from
BPE with those from Huffman coding in terms of
the number of symbols per token. The histograms
of the numbers of tokens having respectively 1, 2,
3, and up to 10 symbols / subwords are shown in
Figure 2, side-by-side for Huffman coding (left)
and for BPE (right), for each vocabulary size. As
the vocabulary size (or number of symbols) grows,
tokenization results become more similar across
the two methods, with more than 3/4 of the tokens
being kept as unique symbols. While two is the
maximum number of symbols per token for Huff-
man coding, by construction, we see that for BPE
some tokens are segmented into 3 or more sub-
words (up to 10, although their number is too small
to be seen in the figure). These observations sup-
port our claim that Huffman coding captures simi-
lar frequency-related information as BPE, while by
design it does not capture compositionality.

Turning now to NMT scores, Table 5 compares
those of BPE-based models with their Huffman
counterpart for three language pairs and three met-
rics. We observe that increasing the number of
BPE merges has a positive but rather limited im-
pact in this setting, with an improvement of only
2 BLEU points between the best 2k and 32k mod-
els. On all language pairs, the Huffman and BPE
scores become more similar as the numbers of
symbols increase, as shown in the ‘%’ column
that indicates the ratio between Huffman and BPE



Lang. Nb. of BLEU ChrF COMET
pair symbols Huffman BPE % Huffman BPE % Huffman BPE %
CS-DE 2k 20.3 24.4 83.2 46.6 52.6 88.6 0.758 0.829 91.4

4k 20.9 24.8 84.3 47.2 53.2 88.7 0.762 0.833 91.4
8k 21.6 25.1 86.1 48.4 53.4 90.6 0.780 0.834 93.6
16k 22.3 24.8 89.9 49.3 53.3 92.5 0.791 0.830 95.2
32k 23.1 26.4 87.5 50.2 54.5 92.1 0.804 0.837 96.0

EN-DE 8k 19.5 22.4 87.1 46.4 49.7 93.4 0.709 0.769 92.2
16k 20.3 22.2 91.4 46.6 49.3 94.5 0.718 0.768 93.5
32k 19.8 22.5 88.0 46.9 49.5 94.7 0.712 0.772 92.2

EN-FR 8k 27.1 31.2 86.9 51.1 55.3 92.4 0.728 0.783 93.0
16k 27.6 30.9 89.3 51.8 55 94.2 0.739 0.781 94.6
32k 27.9 30.9 90.3 52.2 54.9 95.1 0.746 0.784 95.1

Table 5: Translation quality achieved by Huffman and BPE models with increasing numbers of symbols.

scores (with one exception, EN-DE with 32k sym-
bols). Beyond 8k symbols, our method obtains
between 86.1% and 91.4% of the BLEU score
of BPE for all language pairs, and even higher
fractions for ChrF (between 90.6% and 95.1%)
and COMET (between 92.2% and 96.0%). Still,
the BPE models always outperform their Huffman
equivalent by 2-3 BLEU points all language pairs.

We attribute these differences to the fact that
Huffman coding relies on frequency only to select
the number of subwords per token, and does not
benefit from compositionality. We interpret the re-
sults as a quantification of the importance of fre-
quency vs. compositionality in subword tokeniza-
tion, with a large part of the final performance
coming from frequency and the remaining differ-
ence (between 4 and 14 percentage points depend-
ing on the metric) to compositionality and the ca-
pacity to deal with unknown words. Another rea-
son for the remaining difference is the fact that the
BPE vocabulary is built jointly on the source and
target data, unlike our method.

Finally, unknown words are also likely to limit
the performance of Huffman coding, although
their number is very small in the test data. There
are 0.55% unknown tokens in the CS source for
CS-DE, 0.46% in the EN source for EN-DE, and
none in the EN source for EN-FR. Interestingly,
on the decoding side, the vast majority of sym-
bol combinations generated by our NMT mod-
els correspond to actual leaves of Huffman trees:
the percentages of unknown combinations of sym-
bols among the total output tokens are respectively
0.07%, 0.04% and 0.02% for CS-DE, EN-DE, and
EN-FR. Such combinations cannot be decoded and

are therefore skipped.

7 Conclusion

In this paper, we have presented an original
method for text tokenization, which exploits the
text compression property of Huffman trees, and
therefore takes into account the frequencies of sub-
words, but does not rely on their compositional-
ity. We have framed these notions and, based on
the comparison of scores obtained with Huffman
coding with those obtained with BPE, we have de-
fended the claim that most of the gains brought by
BPE are due to the appropriate consideration of
subword frequency, and comparatively much less
to compositionality. These results tend to down-
play the importance of compositionality, which is
often mentioned as an advantage of BPE, and con-
tribute to the understanding of the remarkable ef-
fectiveness of this method.

We hypothesize that text compression methods
might provide inspiration, in the future, for even
more effective tokenization methods, given that the
state-of-the-art in compression has made signifi-
cant progress since BPE. Especially, Prediction by
Partial Matching seems a promising candidate, but
awaits a principled solution to relate tokens to cod-
ing symbols.
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Appendix A. Parameters of OpenNMT-py

The hyper-parameters we used for our experiments
with OpenNMT-py are the following ones:

• Number of layers: 8
• Number of heads: 8
• Embedding size: 512
• Transformer feed-forward size: 2048
• Batch size: 2,000 tokens
• Optimizer: Adam
• Learning rate factor: 2.0
• Warmup steps: 8,000
• Dropout rate: 0.1
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