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Abstract

Training on multiple modalities of input can
augment the capabilities of a language model.
Here, we ask whether such a training regime
can improve the quality and efficiency of these
systems as well. We focus on text—audio and
introduce WhisBERT, which is inspired by the
text—image approach of FLAVA (Singh et al.,
2022). In accordance with BabyLM (Warstadt
et al., 2023) guidelines, we pretrain WhisBERT
on a dataset comprising only 100 million words
plus their corresponding speech from the word-
aligned version of the People’s Speech dataset
(Galvez et al., 2021). To assess the impact
of multimodality, we compare versions of the
model that are trained on text only and on both
audio and text simultaneously. We find that
while WhisBERT is able to perform well on
multimodal masked modeling and surpasses the
BabyLM baselines in most benchmark tasks, it
struggles to optimize its complex objective and
outperform its text-only WhisBERT baseline.

O https://github.com/lu-wo/whisbert

1 Introduction

Recent advances in language modeling and their
downstream applications have been driven, in large
part, by bigger models, both in terms of model size
and in terms of training data. Larger and larger pre-
training datasets highlight the gap in terms of learn-
ing efficiency between humans and deep learning
models—while state-of-the-art language models
need billions of examples to approach human-level
language performance, people learn their language
from experience with about 100 million words or
less (Warstadt and Bowman, 2022; Frank, 2023).
We hypothesize that one major reason for this
data efficiency gap is the difference in input be-
tween humans and current deep learning systems.
Human language learning involves multiple modal-
ities, including both visual and auditory input. In
contrast, typical language models are trained on
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representations of text alone. For this BabyLM
submission, we ask whether training on inputs of
multiple modalities can increase language models’
training efficiency, with a focus on text-audio mul-
timodal input. We conjecture that multimodal data
sources have the potential to enrich the language
learning process, enabling models to leverage com-
plementary information from different modalities
and thus augment their learning capacity (Bal-
trusaitis et al., 2017).

Multimodal language modeling has experienced
a noteworthy surge in research productivity lately,
in applications such as image retrieval, semantic
embeddings, and image generation (Driess et al.,
2023; Koh et al., 2023; Yasunaga et al., 2023)
However, text-audio multimodal language mod-
eling (e.g. (Chuang et al., 2019; Lakhotia et al.,
2021)) remains largely unexplored, especially in
low-resource settings such as the 100 million train-
ing regime we employ here. As a first step towards
a text-audio language model, we introduce Whis-
BERT, a novel masked language model (MLM)
architecture inspired by vision-text models such
as FLAVA (Singh et al., 2022). The core idea is
that WhisBERT is trained in a multitask setting on
both unimodal (i.e. text- or audio-only) and mul-
timodal objectives. In multimodal objectives, the
model receives matched text-audio segments, and
it can use information from one modality to learn
representations for the other.

To accommodate the specific requirements of
the BabyLM challenge (Warstadt et al., 2023), we
pretrain WhisBert on a dataset of matched audio
and text transcripts comprising 100 million words
sampled from the People’s Speech dataset (Galvez
et al., 2021). We use an improved version of the
audio-text-aligned training data, a subset of an up-
coming speech production dataset release (see Sec-
tion 3). This commitment to using high-quality
pretraining data is in line with the data efficiency
objectives of the BabyLM challenge.
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We carry out a rigorous evaluation of the per-
formance of the audio, text, and multimodal en-
coders within this new framework. We find that
even though the optimization problem in the mul-
timodal setting is much harder compared to a uni-
modal setting, the multimodal WhisBERT model
outperforms the text-only baseline in a majority of
the BabyLM challenge tasks even when trained for
only a single iteration over the dataset.

2  WhisBERT

WhisBERT is a multimodal audio and text model
that is inspired by OpenAI’s Whisper model (Rad-
ford et al., 2022) for speech recognition and BERT
(Devlin et al., 2019) for bidirectional language en-
coding. WhisBERT contains two separate input
streams, one of audio and of its corresponding text
(i.e., a transcription). The model is trained using a
combination of two unimodal and three multimodal
masked training objectives. In the unimodal setting,
the model must predict either a masked word or a
masked patch of audio. In the multimodal training
setting, the model must predict pairs of matched
word/audio patches. This multi-objective training
setup is inspired by the visual-audio model FLAVA
(Singh et al., 2022).

2.1 Architecture details

Audio encoder In order to create audio patches
that we can process with Whisper’s bidirectional
transformer encoder (Vaswani et al., 2017), the
audio stream is first passed through the Whisper
Feature Extractor available on Hugging Face'.

All audio data is re-sampled to a rate of 16,000
Hz, and an 80-channel log-magnitude Mel spec-
trogram representation is computed using 25-
millisecond windows with a 10-millisecond stride.
We then pass the audio spectrogram through a
patch embedding layer: a convolutional encoder
processes the extracted frequency features using
a stem of two 1-dimensional convolution layers
(along the time dimension, filters cover all input
frequencies), both with a filter width of 16 and
incorporating the GELU activation function. The
second convolution layer employs a stride of 10.
This patch embedding layer creates overlapping
1-dimensional audio patches covering 100ms of the
audio signal as input to the transformer.

After preprocessing and patch embedding, sinu-
soidal position embeddings are added to the stem’s

"Documentation for Whisper is available here.

output, which is then processed by Whisper’s trans-
former encoder blocks. A notable difference to
the standard Whisper encoder is that we prepend a
learnable classification (henceforth, C'LS) token at
the beginning of the audio patch sequence. There-
fore, the audio encoder produces a list of audio
hidden states {h 4 } each corresponding to a contex-
tualized audio patch, as well as an additional audio
classification state hcrs 4.

Text encoder In order to encode the text input,
we choose a standard bidirectional transformer
architecture following the BERT (Devlin et al.,
2019) model. We train a WordPiece (Wu et al.,
2016) tokenizer on the 100M words in our People’s
speech (Galvez et al., 2021) subset (see Section 3).
The WordPiece tokenizer automatically prepends
a C'LS token to the token sequence which is con-
textualized with the rest of the sequence. The text
encoder produces a list of text hidden states {hr}
corresponding to a text token, as well as an addi-
tional text C'LS token hors 7.

Multimodal encoder The multimodal encoder
is a standard transformer encoder that gets as in-
put the concatenated contextualized audio and text
sequences. Additionally, we prepend a learnable
multimodal C'LS token and employ sinusoidal po-
sitional embeddings. The multimodal encoder con-
textualizes the multimodal sequence and outputs
a list of multimodal hidden states {h s} each cor-
responding to an unimodal vector from {h4} or
{hr}, as well as an additional multimodal C'LS
token hcors -

Adapting to downstream tasks The WhisBert
model can be readily applied to both unimodal
and multimodal tasks. For audio recognition tasks
(e.g., speaker identification or speech recognition),
we apply a classifier head (e.g., a linear layer or
a multi-layer perceptron) on top of the unimodal
classification token, hcrs 4, from the audio en-
coder. Similarly, for language understanding and
multimodal reasoning tasks, we can apply a classi-
fier head on top of the classification token, hc s T,
from the text encoder or hcrg v from the multi-
modal encoder, respectively.

2.2 Pretraining objectives

Our goal is to pretrain models to have robust con-
textual representations for both text and audio on
their own as well as for aligned text-audio pairs.
We use the approach from FLAVA (Singh et al.,
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2022) of multitask training over a selection of uni-
modal and multimodal training objectives that have
been demonstrated to facilitate joint learning on
images and text. We adapt the five objectives used
by FLAVA for the audio domain.

2.2.1 Unimodal pretraining objectives

Masked Language Modeling Masked Language
Modeling (MLM) is a pretraining objective that
encourages the model to learn a deep understanding
of the language. In MLM, a portion of the input
tokens is masked and the model is trained to predict
the original identity of the masked tokens based on
their context.

Given an input sequence of tokens z =
[x1, xa, ..., x|, for MLM, a subset M of these to-
kens is selected to be masked. The objective is to
minimize the negative log-likelihood of the masked
tokens:

1
Lyim(z) = B Z 10g pmodet (zt|z-¢) (1)
teM

Here, z; is a masked token, x—; represents the
sequence with the token x; masked, and ppyodel S
the model’s probability distribution over possible
tokens. |M| is the size of the subset of masked
tokens, and the sum is taken over all masked posi-
tions ¢. The goal is to adjust the model’s parameters
to minimize this loss. We obtain a probability dis-
tribution over the vocabulary by applying a linear
prediction head on the text hidden states {hr}.

Masked Audio Modeling We introduce the
Masked Audio Modeling (MAM) objective Ly ans
which follows the principles of Contrastive Predic-
tive Coding (van den Oord et al., 2019). In MAM,
we randomly mask audio patches in the input se-
quence to the audio encoder. The encoder is ex-
pected to generate outputs that are most similar to
the unmasked input at a particular masked position
t. The self-supervised loss function, which aims
to encourage the model to align masked tokens
with their unmasked identities given the context, is
defined for a masked token localized at ¢ as:

exp(sim(c, by)/K)
ZbieBD exp(sim(ce, b;)/k)

Lyvam = —log 2)

Here, ¢, is the output of the transformer at po-
sition ¢, and b; is the audio representation vector
of the (unmasked) patch at some offset i. Bp is
a set of 20 uniformly selected negative samples
from the same sequence, plus b;, and sim() is a

similarity function. For our implementation, we
use the cosine similarity function, adjusted by a
temperature function, x, which is set to 0.1. The
loss function operates by adjusting the output of
the transformer at position ¢ to be most similar to
the encoded representation at ¢, despite the fact that
this input to the transformer is masked. In this way,
the model is encouraged to predict the content of
the masked spans based on the unmasked context.

2.2.2 Multimodal Pretraining Objectives

Multimodal Contrastive Loss Contrastive loss
(Gutmann and Hyvérinen, 2010) has been success-
fully applied to image-text representation learn-
ing in approaches such as CLIP (Radford et al.,
2021). Our audio-text contrastive loss L/
aims to maximize the cosine similarities between
matched audio and text pairs and minimize those
for the unmatched pairs across a given batch of au-
dio clips and corresponding text. This is achieved
by linearly projecting the classification token of
each audio sequence hcors 4 and text sequence
hc s, into a common embedding space, followed
by L2-normalization, dot-product, and a softmax
loss scaled by temperature.

The goal of this process is to ensure that the au-
dio and text representations for the same data point
are brought closer together in the embedding space,
while representations for different data points are
pushed apart. This encourages the model to learn
meaningful representations that capture the shared
information between the audio and text modalities.

Masked Multimodal Modeling (MMM) We in-
troduce a Masked Multimodal Modeling (MMM)
pretraining objective Ljsasas, that uses the output
of the multimodal encoder {h,/} to attempt to re-
construct the masked tokens from both the audio
and text sequences. For the multimodal contextual-
ized audio tokens, we employ the Contrastive Pre-
dictive Coding strategy introduced in Section 2.2.1.
For the multimodal text tokens, we add a multi-
modal masked language modeling head we com-
pute the MLM loss as introduced in Section 2.2.1.

The MMM pretraining objective is designed to
encourage the model to understand the interdepen-
dencies between audio and text modalities, which
in addition to the MMC loss has been found to
improve performance on multimodal downstream
tasks (Singh et al., 2022). It is computed separately
from the contrastive loss, which is applied on audio
and text tokens without any masking.
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Audio-Text Matching (ATM) Finally, we incor-
porate an Audio-Text Matching loss, Larjs, in
which we feed a batch of samples that include both
matched and unmatched audio-text pairs. We apply
a classifier on top of the output from the multi-
modal encode to decide if the input audio and text
match each other.

2.3 Pretraining WhisBERT

We pretrain WhisBERT on both text and audio sam-
ples from the dataset introduced in Section 3 for
five epochs with stochastic gradient descent. Al-
though WhisBERT is able to learn both from paired
and unpaired examples, in our pretraining dataset
we only encounter text-audio pairs. This allows
us to always apply all unimodal and multimodal
objective functions. For further details and hyper-
parameters we refer to this GitHub repository.

3 People’s Speech Dataset

The People’s Speech dataset (Galvez et al., 2021) is
a free-to-download, 30k hour English speech recog-
nition dataset. The dataset is collected from appro-
priately licensed internet audio data with existing
transcriptions, consisting of a clean and a dirty sub-
set. We re-transcribed and re-aligned the People’s
Speech dataset using recently-released automatic
speech recognition toolkits (Radford et al., 2022;
Bain et al., 2023), which may provide better align-
ment than the baseline, publically available align-
ments. For this step we transcribe speech the Whis-
per large-v2 model from OpenAl (Radford et al.,
2022). Numerals and non-standard characters were
suppressed in the transcriptions, such that numbers
were represented as words and non-standard char-
acters were omitted. Otherwise, default parameters
were used. The transcriptions were force-aligned to
match the audio files using the WhisperX pipeline
(Bain et al., 2023; Bredin et al., 2019; Baevski et al.,
2020). We excluded very short transcripts (fewer
than 100 words) or transcripts that contained more
than 0.1% of words that could not be transcribed.
The remaining files were sorted according to mean
word-level transcription confidence (Whisper es-
timates a value between 0 and 1 that denotes the
transcription confidence per word). We selected the
files containing the first 100M words in this order-
ing. The average confidence of these final 100M
words was 0.78 with 47M words from the clean
audio subset and 53M words from the dirty audio
subset. The transcribed, word-aligned dataset will
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Figure 1: Text-only baseline vs WhisBERT on masked
language modeling task during the first epoch. Inter-
estingly, during the first epoch WhisBERT seems to
perform better (outperforming the text-only baseline in
11 out of 17 tasks), but after five epochs does not outper-
form the text-only baseline across all benchmark tasks

be released as part of an upcoming speech produc-
tion dataset.

4 Experimental Results

The main question we are interested in is whether
pretraining on audio—text data can improve model
performance. We assess this by comparing the text-
encoder only version of WhisBERT compared to
the exact same architecture trained with the multi-
modal objectives introduced in Section 2.2. (This
is the MLM (text) vs. MM (multi-modal) compari-
son in Table 1.) Our results suggest that the answer
is mixed. The MLM (text-only) version of the
model achieves higher scores on 12 out of the 17
test suites, with the multi-modal model performing
higher for Ellipsis, Island Effects, Quantifiers, Hy-
pernym, and Question/Answer Congruence (tricky)
tests. Interestingly, the three of these that were in
the original BLiMP paper (Ellipsis, Island Effects
and Quantifiers), were three of the four lowest-
scoring tests for human accuracy, suggesting that
where multi-modality does help, it is in processing
particularly syntactically difficult material. Both
of our trained models outperform the OPT-125M,
RoBERTa and TS5 baselines, averaging across tasks.

5 Discussion

Limitations We begin our discussion by noting
the limitations of the current work. First, the Peo-
ple’s Voice dataset presents a unique set of chal-
lenges, which likely resulted in limitations of the
WhisBERT model. The most significant of these is
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Task MLM MM OPT-125m | RoBERTa-base | T5-base
anaphor_agreement 83.74% | 81.29% 63.8% 81.5% 68.9%
argument_structure 68.60% | 64.88% 70.6% 67.1% 63.8%
binding 66.95% | 65.38% 67.1% 67.3% 60.4%
control_raising 65.25% | 64.76% 66.5% 67.9% 60.9%
determiner_noun_agreement | 92.24% | 87.93% 78.5% 90.8% 72.2%
ellipsis 83.14% | 88.68% 62% 76.4% 34.4%
filler_gap 73.12% | 72.02% 63.8% 63.5% 48.2%
irregular_forms 89.62% | 85.90% 67.5% 87.4% 77.6%
island_effects 53.51% | 55.87% 48.6% 39.9% 45.6%
npi_licensing 64.77% | 55.12% 46.7% 55.9% 47.8%
quantifiers 69.58% | 71.69% 59.6% 70.5% 61.2%
subject_verb_agreement 75.05% | 70.73% 56.9% 65.4% 65.0%
hypernym 50.12% | 51.98% 50.0% 49.4% 48.0%
ga_congruence_easy 71.88% | 67.19% 54.7% 31.3% 40.6%
qa_congruence_tricky 52.12% | 53.94% 31.5% 32.1% 21.2%
subject_aux_inversion 77.90% | 74.85% 80.3% 71.7% 64.9%
turn_taking 61.79% | 58.21% 57.1% 53.2% 45.0%

Table 1: Evaluation scores of text-only (MLM), multimodal WhisBERT (MM), and the BabyLLM baselines on
BLiMP tasks. The BabyLM baselines were trained on the 100M words BabyLM dataset.

that it is primarily comprised of audio from movies,
and thus includes things like background noise,
music and audio effects that accompanied the dia-
log. This could have resulted in lower text—audio
alignment accuracy, and likely made the audio-
modeling challenge more difficult than for an in-
studio recorded dataset.

Second, the requirements of the BabyLM chal-
lenge presented us with additional restrictions.
Most notably, we were not allowed to use pre-
trained audio encoders, and thus had to train these
from scratch. Likely, this contributed to sub-
optimal performance and requires further explo-
ration. Furthermore, due to time limitations, we
did not fully explore the space of the model’s hy-
perparameters; it is well known that changes in
hyperparameter settings can have large impacts on
a model’s performance.

Our mixed results when comparing WhisBERT
against a text-only model suggest that small data
settings are insufficient for effectively training a
text-only masked language model. Given that the
architectural basis for WhisBERT, Flava, was de-
signed and built as a large-data foundation model,
we suggest that such larger-data settings serve as
the basis for future development and testing of the
WhisBERT model.

Future Work We plan to train versions of Whis-
BERT on more than 100M words and their cor-
responding audio. This would enable investiga-
tions of the full capacity of the WhisBERT model
and make it more comparable to similar vision-text

models such as FLAVA (Singh et al., 2022). On
the architecture level, one could replace the bidirec-
tional transformer in the WhisBERT architecture
with an autoregressive language model, allowing
the use of the standard Whisper pretraining objec-
tives in addition to the multi-modal ones.
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