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Abstract

Alzheimer’s Disease (AD) is a neurodegener-
ative disorder that affects cognitive abilities
and memory, especially in older adults. One
of the challenges of AD is that it can be dif-
ficult to diagnose in its early stages. How-
ever, recent research has shown that changes
in language, including speech decline and dif-
ficulty in processing information, can be im-
portant indicators of AD and may help with
early detection. Hence, the speech narratives
of the patients can be useful in diagnosing the
early stages of Alzheimer’s disease. While
the previous works have presented the poten-
tial of using speech narratives to diagnose AD
in high-resource languages, this work explores
the possibility of using a low-resourced lan-
guage, i.e., Hindi language, to diagnose AD.
In this paper, we present a dataset specifically
for analyzing AD in the Hindi language, along
with experimental results using various state-
of-the-art algorithms to assess the diagnostic
potential of speech narratives in Hindi. Our
analysis suggests that speech narratives in the
Hindi language have the potential to aid in the
diagnosis of AD. Our dataset and code are
made publicly available at https://github.
com/rkritesh210/DementiaBankHindi.

1 Introduction

Alzheimer’s Disease (AD) is the most typical kind
of dementia, characterized by a specific pattern of
cognitive and functional deterioration brought on
by aging that may eventually lead to death (Soria
Lopez et al., 2019). This condition is mostly seen
in adults over 60. Hampel et al. (2011) predicted
that by 2040, more than 80 million people would
be affected by dementia globally, up from an esti-
mated 24 million in 2001.

In the early stages of AD, it is common to
experience subtle language impairments such as
problems with word finding and comprehension,
the use of incorrect words, ambiguous referents,
loss of verbal fluency, speaking too much or too
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loudly, repeating ideas, straying from the topic,
which worsens in the moderate and severe stages
(Meghanani et al., 2021). This shows that the tem-
poral aspects of spontaneous speech are impacted
by this disease. With the advancement of tech-
nology, machine learning approaches have been
widely applied in the early diagnosis of AD uti-
lizing neuroimaging scans such as Magnetic Res-
onance Imaging (MRI) and Positron Emission To-
mography (PET) (Thapa et al., 2020b). However,
this technique for identifying AD patients from
Control Normal (CN) is limited to medical person-
nel (Thapa et al., 2020b). Szatloczki et al. (2015)
showed that linguistic analysis could be used to
identify AD more accurately than other types of
cognitive testing. The temporal features of spon-
taneous speech, such as speech pace, frequency,
and length of pauses, are sensitive detectors of the
early stage of the illness, allowing an early and
straightforward linguistic screening for AD. Thus,
speech might be a straightforward but crucial char-
acteristic that can be utilized to create potent Al
models for AD diagnosis.

Through groundbreaking advancements in NLP,
machines are now able to comprehend human lan-
guage with unprecedented accuracy, unlocking a
new realm of possibilities for data analysis and
knowledge extraction (Naseem et al., 2021). Due
to its ability to analyze language patterns and de-
tect small alterations that may signal cognitive de-
terioration, NLP has grown in prominence in iden-
tifying AD (Thapa et al., 2022). NLP has been
used to diagnose AD largely in high-resource lan-
guages like English. However, there is potential
for this approach to be adapted to the low-resource
languages in developing countries, including those
spoken in India. Therefore the motivation behind
this work is to promote the use of automated NLP-
based tools for detecting AD in a low-resource lan-
guage. Such a method will result in an accurate,
quick, and economical AD diagnosis. Our contri-
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butions are as follows:

* A new dataset for the low-resource language,
Hindi, is created. The dataset (Dementia-
BankHindi) includes transcripts from 168 pa-
tients with Alzheimer’s disease (AD) and
98 healthy control normal (CN) participants.
The scientific community is expected to ben-
efit from this original dataset.

Using Hindi transcripts, an NLP-based
methodology is given for the early diagno-
sis of AD patients. We have also explored
how various machine translation-based sys-
tems perform in diagnosing AD using Hindi
transcripts.

2 Related Works

In recent times, there has been significant research
in the field of detecting AD using data-driven ap-
proaches (Adhikari et al., 2022). The rapid growth
of NLP techniques has led to increased utiliza-
tion of speech and linguistic features for detecting
AD. Consequently, machine learning (ML) tech-
niques are extensively employed in this domain.
Classical ML-based methods require manual fea-
ture engineering. Such feature extraction methods
can vary widely for different languages and can
get outdated easily for evolving languages (Thapa
et al., 2020a). Driven by the limitation of manual
feature engineering of classical ML methods for
such a diverse and complex task, in more recent
times researchers have leveraged deep learning
methods for the detection of AD. Karlekar et al.
(2018) applied three neural models Convolutional
Neural Network (CNN), Long Short-Term Mem-
ory (LSTM), and a stronger CNN-LSTM for de-
tection of AD against CN on transcripts of Demen-
tia bank’s dataset of cookie theft picture descrip-
tion. With their initial approach, they were able to
achieve an accuracy of 82.8%, 83.7%, and 84.9%
for the CNN, LSTM, and CNN-LSTM architec-
ture respectively. But when fed with POS-tagged
data, their best-performing model CNN-LSTM
model achieved an accuracy of 91.1%. Wang et al.
(2021) took a multimodal approach where they
also leveraged acoustic features for dementia de-
tection. They used a CNN-attention Network and
explored audio-based, text-based, and multimodal
approaches using both audio and text-based fea-
tures. They reported that a multimodal approach
(C-Attention-Unified model) using Linguistic fea-
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tures and X-vector (acoustic) features performed
best and could detect AD with an accuracy of
77.2% and an F1 score of 0.763.

Work has also been done for the detection of
AD in languages other than English. Guo et al.
(2020) proposed an autoencoder-based method to
augment the Mandarin corpus (Liu et al., 2019)
with a larger English dataset from DementiaBank
and used a contrastive learning method based on
BERT embeddings. With the data augmentation
method, they achieved an accuracy of 81.6% in
AD prediction. Rentoumi et al. (2017) used a
dataset of transcripts of Boston cookie theft pic-
ture descriptions in the Greek language. The sam-
ples were obtained from native Greek Speakers
diagnosed with Alzheimer’s and normal controls.
They extracted a total of 10 features based on Lex-
ical and Syntactic measures and employed Naive
Bayes (NB) and SVM with SMO (Sequential Min-
imal Optimization) classifiers.

Though extensive work has been done in the
field of dementia detection for widely used lan-
guages such as English and Mandarin (Chinese)
as per WHO’s report, 58% of dementia patients
worldwide belong to low-income, middle-income
countries (Chen et al., 2019). This highlights
the importance of building NLP-based diagnos-
tic tools for lesser-known and low-resource lan-
guages. India as one of the lower-middle-income
(Review, 2023) countries, is estimated to have de-
mentia prevalence in 7.4% of the population, for
ages 60 and above, resulting in about 8.8 million
Indians older than 60 years living with dementia
(Lee et al., 2023). Hindi is the most spoken lan-
guage in India and to the best of our knowledge,
no work has been done in the Hindi language for
the detection of Alzheimer’s disease. Thus, we be-
lieve our annotated dataset could serve as a step-
ping stone toward the detection of AD in the Hindi
language and would contribute to further research
in this field.

3 Dataset

DementiaBank’s Pitt Corpus is utilized in this
study. DementiaBank results from an experiment
conducted by Becker et al. (1994) that contains
audio recordings and transcripts for the Boston
Cookie Theft picture description task. The task
required the participants to describe a scene, as
shown in Figure 1.

The transcription for the recordings was done



Figure 1: Boston cookie theft picture. This picture is
widely used in the diagnosis of AD where patients are
made to describe the scene.

manually using the CHAT (Codes for the Human
Analysis of Transcripts) protocol (MacWhinney,
2017). The experiment consisted of 292 partic-
ipants, with 194 having some sort of dementia.
This resulted in 309 transcripts for the dementia
category, as some participants had multiple record-
ing sessions. This study deals with AD diagnosis.
Thus, only the 255 transcripts from 168 AD pa-
tients and 244 transcripts from 98 CN participants
were used in the study. Table 1 gives the demo-
graphics of the participants of the experiment.

Attributes AD CN

No. of subjects 168 98
Sex 113F/55M  67F/31M

Avg. Age 71.2 64.7

Avg. MMSE 19.9 29.1

Table 1: Demographics of the participants.

The transcriptions of recordings are accessible
in English, which were translated into Hindi by
three fluent Hindi speakers. We decided on man-
ual translation since it is more likely to capture the
social subtleties needed for the language.

We also created four more datasets using neu-
ral machine translation. BLEU (Bilingual Evalua-
tion Understudy) score (Papineni et al., 2002) was
used to compare machine translation against man-
val translation. mBART-50 (Tang et al., 2020),
Google Translate, M2M-100 (Fan et al., 2020),
and OPUS-MT (Tiedemann and Thottingal, 2020)
were used as translation models. The BLEU score
for each translation model is shown in Table 2.
The table reflects that the text translated through
the neural models is inaccurate. This shows that
although deep learning models have been very
prominent for various tasks, they still lack human-
level performance that requires capturing niche so-
cial subtleties. Thus, manual translation was used
in the study.
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Translation models BLEU-score
mBART-50 0.342
Google Translate 0.503
M2M-100 0.350
OPUS-MT 0.267

Table 2: BLEU score of different translation models

3.1 Exploratory Data Analysis

The top 10 important words from the entire dataset,
along with their corresponding translation and TF-
IDF (Term Frequency - Inverse Document Fre-
quency) scores, are displayed in Table 3. TF-IDF
scores are used to determine which words are more
important to the document. A high TF-IDF score
denotes the high significance of the word in the
document.

Word  Translation TF-IDF
@dH  Cookie  0.3109
g Water 0.2969
o Utensils 0.2630
568 Sink 0.2416
el Stool 0.2414
qr Mother 0.2362
SR Jar 0.2294
TS Girl 0.2124
TShT Boy 0.2109
oTdr Seems 0.1942

Table 3: Top-10 most frequent words in the dataset with
corresponding TF-IDF scores

3.2 Data Preprocessing

A crucial phase of data preprocessing in English
is to convert all the words to uppercase or lower-
case. Unlike English, case insensitivity is a fea-
ture of the Hindi language. As a result, no such
modification is necessary. The punctuation marks,
such as commas, semicolons, etc. that do not
contribute any substantive significance to the con-
tent are eliminated in this study. Eliminating stop
words from classification jobs while using NLP is
another common practice that often enhances the
model’s performance. However, stop words like
“and", “therefore,” and others were frequently re-
peated by AD patients so, for this reason, stop
words were not removed as they maintain the lan-
guage traits of AD people (Khodabakhsh et al.,
2014; Adhikari et al., 2021). Furthermore, Khod-
abakhsh et al. (2014) also suggested that pause
words such as ‘um,” ‘uh,” and ‘ah’ were more fre-
quently used by AD patients; as a result, they were
not removed in the preprocessing phase and were
translated as is.



Model Manual Translation OPUS-MT M2M-100 Google Translate mBART-50
Acet MMAE]  FlyacroT | Acet MMAE]  Flyacro?T | Acet  MMAE|  FloaeroT | Acet MMAE]  Flyoerol | Acet MMAE]  Flyacrol

RF 0.727 0.287 0.702 0.672 0.327 0.662 0.727 0.267 0.717 0.696 0.304 0.690 0.654 0.343 0.639
NB 0.732 0.237 0.718 0.593 0.386 0.527 0.684 0.277 0.651 0.660 0.310 0.624 0.551 0.460 0.456
LR 0.726 0.269 0.721 0.666 0.332 0.653 0.690 0.307 0.680 0.709 0.292 0.704 0.654 0.343 0.639
svc 0.732 0.267 0.731 0.690 0.309 0.683 0.690 0.309 0.683 0.703 0.298 0.697 0.648 0.353 0.637
XGB 0.709 0.291 0.702 0.666 0.335 0.659 0.690 0.307 0.680 0.690 0.310 0.684 0.690 0.309 0.683
ADA 0.715 0.285 0.708 0.678 0.321 0.669 0.684 0.317 0.682 0.721 0.281 0.718 0.696 0.302 0.688
LSTM 0.836 0.146 0.836 0.727 0.256 0.726 0.727 0.274 0.723 0.781 0212 0.781 0.727 0.270 0.725
Bi-LSTM 0.872 0.127 0.869 0.800 0.200 0.797 0.745 0.272 0.730 0.763 0.242 0.758 0.745 0.263 0.738
BERT (Hindi) | 0.842 0.125 0.840 0.820 0.199 0.807 0.717 0.276 0.717 0.700 0.300 0.694 0.740 0.260 0.734
ALBERT 0.829 0.169 0.828 0.714 0.283 0.711 0.794 0.208 0.791 0.800 0.200 0.797 0.743 0.267 0.735
XLM-RoBERTa | 0.880 0.120 0.879 0.800 0.200 0.798 0.820 0.180 0.819 0.760 0.240 0.753 0.820 0.180 0.816
RoBERTa 0.860 0.140 0.859 0.740 0.260 0.739 0.780 0.220 0.779 0.720 0.280 0.719 0.780 0.220 0.779

Table 4: Baseline results with different algorithms for multiple translation models. The DementiaBank was trans-
lated manually and also using various machine translation algorithms.

4 Experimental Results and Discussion

We developed benchmarks using a variety of ap-
proaches, including traditional machine learning
methods, deep learning, and transformer-based
models. To evaluate the results for each base-
line, we used accuracy, macro-mean-squared-error
(MMAE), and Fl-score (macro) as assessment
metrics. Accuracy is a trivial evaluation metric in
classification tasks. However, we use macro MAE
and macro F1 to account for imbalanced datasets.
Using macro MAE and macro F1 score gives equal
weight to each class, regardless of size.

4.1 Benchmark Algorithms

We performed benchmarks with various machine
learning and deep learning algorithms.

Machine Learning Algorithms: We employed
Random Forest (RF) (Svetnik et al., 2003), Naive
Bayes (NB) (Rish et al., 2001), Logistic Regres-
sion (LR), Support Vector Classification (SVC)
(Hsu et al., 2003), XGBoost (XGB) (Chen et al.,
2015), and AdaBoost (ADA) (Schapire, 2013) as
our classical machine learning techniques. The
vectorization of the corpus was done using the TF-
IDF vectorizer.

Deep Learning Algorithms: LSTM (Hochreiter
and Schmidhuber, 1997) and bidirectional LSTM
were used as deep learning algorithms. Word em-
bedding was done using the TensorFlow tokenizer.
For transformer-based models, we used FillMask
models for ROBERTa and ALBERT. We also im-
plemented BERT (Doiron, 2023), ALBERT (Joshi,
2022), XML-RoBERTa (Pandya et al., 2021), and
RoBERTa (Huang et al., 2021) for the benchmark
evaluations.

4.2 Results and Analysis

The comprehensive classification results for diag-
nosing AD and CN are shown in Table 4. With
an Fl-score and accuracy of 0.879 and 0.880, re-
spectively, the XML-Roberta model performed the
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best among all algorithms. SVC and NB beat
the other ML methods with an accuracy of 0.732.
DL and ML models did not perform as good as
transformer-based models. The requirement for
more sophisticated and reliable algorithms for text
identification is highlighted by the model’s sub-
stantially lower F1 score of ML models compared
to transformer-based models. Similarly, we run
the benchmark evaluations for the translations us-
ing neural machine translation. The translation
made using OPUS-MT showed a f1-score of 0.807.
This shows that the machine translation-based
transcripts can also capture the nuances in speech
which are necessary to delineate AD patients from
CN groups. The benchmark evaluations done on
manual translation have shown remarkable perfor-
mance compared to the translations done by ma-
chine translation algorithms. This shows that auto-
mated translations may not account for social sub-
tleties.

5 Conclusion

Our work presents a novel dataset in the Hindi
language that classifies the speech of AD pa-
tients against CN individuals. AD cannot be
cured, so its detection and management become
crucial. Speech impairment is one of the most
common symptoms of AD. Hence, we have cre-
ated this dataset that has the potential to sig-
nificantly aid in the development of automated,
speedy, and cost-effective systems for detecting
AD. We also performed benchmarks on the cre-
ated dataset and achieved the highest accuracy of
0.880 and an F1 score of 0.879 with the XLM-
Roberta model. Such considerable benchmark re-
sults encourage further research in the field by
extending the dataset and creating more sophisti-
cated and domain-specific models. Results show
there is room for improvement in constructing su-
perior models.



Limitations

Some potential limitations of this work include a
relatively small sample size, which may limit the
generalizability of the results. Hindi is spoken dif-
ferently across India, hence the translations made
by the three translators may not be representative.
Study did not examine the potential impact of re-
gional dialects or variations in Hindi, on the accu-
racy of the diagnosis. Finally, the study focused
solely on the use of speech narratives and did not
explore the other types of data, e.g., imaging or
genetic data, which could be important for the di-
agnosis of AD.
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[ CHAT ID: 002-2.cha

Transcript from De-

mentiaBank

a boy and a girl are in the kitchen with their mother. and the little boy is getting a cookie for the little girl but he’s on a stool
it’s about to fall down. the mother is washing dishes. and she’s obviously thinking of something else because the water’s
pouring out over the sink. she’s finished with some of the dishes. it seems to be summertime because there are bushes. the
window is open. there seems to be some kind of a breeze because the curtains on the sill there blowing. must be fairly hot.
the mother’s in a sleeveless dress. the children are in short sleeve tops and have sandals. the little boy has tennis shoes on.
the mother obviously is unaware of what the children are doing. she’s going to be aware of it very shortly. I mean how much
more do you want hm okay.

Manual Translation

T ISP IR T oFSh] TS H AT A S T &1 3R BICT TSP BIS! S B (ol T Fab! o X8T & clfch a8 Tob Tgal TR
& S Ao iR aer 81 A7 90 9 <& 81 ofR 98 Fow U I 3B ok 9 &1 € Fifd e & FR § u 98 61 81 I B
T FHTH R T §1 QT o 2 6 TR o1 g & iifs st €1 R et 21 0 o & 5 el avs o sar 9w
%8 & Fife aaf Y et W o U IS R F1 H1hl T B ARl AT ue T STl i dieres 7 1

Google TM

Teh ISP TR T chech TUT AT & 1 TEIS 7 &1 AR BIC IS DI BIST IS P [oY U bl 7 W&l 8, bl I8 T Fgal
R 2 S F R arem 21 A7 o o <2 81 1R 98 T B 9 35 3R & IR N Hre 381 € Fife ar R R aneR fed @
21 I8 PO TSI P AT TH & TS 21 IS AT N oI & R gut i 81 RShH el § | 981 B YR Hi g4 ol &
e g8t IR U< el E1 Hht 7 BT AR U Fefiaera S H HY B 5= BIct oveli| A B § ok et 81t ¥ B ohed
& U < & S &1 AT FOE B | 39 a1 9 3 @ {5 9= a7 9 @ €1 98 954 Sfes 8 TS IR F SR 8 W& B
Imean feT 31feres 3T hm Sies aTed &1

mBART-50 TM

T TSI 3R T Sl 1 P 1 TAISER 3 51 3R BICT ISP BIC ASD! P foll U Poabl o 381 & <l I8 Teb Pl WX & U8
A i & foIg ST <eT 21 71 gci &Y <& 21 ofR 98 T ©U F 35 3R S IR F 69 381 € R TR Sink P R I8 W& 8
TE PV IHI P HT THTH &) T 1 T & A T o7 T & e et snfet 1 fIe) et 81 ¥ el & 5 &1 oo /e
T & & NP el R IR S R &I Hreht T S A1RY1 AT SR Wrenep H &1 9= DY HAAR Gt B T U 9T & 3R
Jsd TE IR &1 BIC TSP W I S &1 Al TIE B | Tel ST 3 =1 T I T &1 T8 95 oiea] I8 S b felg S
&1 &1 imean T 1fdies g amed € hm St 21

M2M-100 TM

Teh ISP IR T cTSeh! A HT B 1T TS J 51 3R BICT AT BICT TS P [o1q T Pabl et I8 & Al I8 Ueb Al TR
2 g8 i1 & folu IR 81 71 77 @ o €1 31K 98 FoE w0 9§ 3% oiR & IR § | 38T & Fifd ul M R 98 W& &1 8
T 39 & H1e T 81 T 81 T o © 5 s I a1 T 8§ oiifes gt snfea €1 st et 31 da e 8 f s
TS TXE BT (@ I & FIP I8t sle W U< b w8 F1 Bt W B AfRe) T F U SR 2 99 & U BId-BIe! i
£ ok et &1 79 & g o St 81 AT TUT Su 9 I8 98 I £ & 99 o 9 %2 £ 98 Sies € 39d aR H 9
orft| S e 31f¥ie o @med £ e B

OPUS-MT T™M

T SISPT SR TSl THIE J STg= AT b |12l . SR BICT ed! B! ohSdhl & [o1Y T Jebl & W& &...... (hd I8 Tg =1 I}
TR P IR A 8, A T &1 & 8. R 98 TE B A v 3R F IR F A W61 & F1P I g R IR 987 %61 €. TE O
ST o 1T THTH &) T 8. QT e @ o R o1 v © Riifs gt ot €. Sy e 8. O o e © 3 U HaR
41 & I 981 b TR TeT A6 $I 16 | ORI & | BT T BT AV AT T SR W1 N 8. 7= BIe) el R € 3R S
g. BIC AP P 1. TIE BU N Al I U1 T&l b 9 FAT IR R € | T8 $9b IR A J§ SIes Ul $ o &1 8. Dmm I &
e & fobaT 37fersp.

Table 5: Example of the original and translated transcripts of control normal (CN) participants

CHAT ID: 051-1.cha

Transcript from
DementiaBank

the boy reaching for the cookies is gonna fall down on the um what uh shes saying shho i think shho but give me a cookie
too um mother is wiping the dish sink is running over the uh im to tell everything i see all the action yeah splashing the water
gram well xxx and the girl saying shho give me a cookie too thats all i see

Manual Transla-
tion

TSHI PP & foll Ugdl 8T & SH OR IR dTeT © I8 1 BE 8| & I 1 DE &l & 21 2 NIl & Q1 A Jof Tep el 1
< 99 T & I F Bic 381 a¥E F AR sl e W& & S Tol 0 gl ff 3 98 9 H @ @M §

Google TM

T & folq Tga aTel ASd! 39 TR IR aTell & ST S8 A P8 8T © [ o1 KT & 1 T3l ofdll & 1 qe1 b el 1 &,
37 A1 391 R @1 U5 <& 8, I 39 & SR I I & TG PO TN & folg § Toft g 1 < 81 § U T i e aws
R xxx 3R ot @it & b 31 uep bl oft & S § S @7 g

mBART-50 TM

TASPHT T B feIq TG B feIq 119 IR o folt & um T uh T8 PE T8 & shho & AT & shho ST Te1 Wb Pt AT < K&l
€ um AT 5 &Y 78T & & & AT er TR 9T ¥&T & uh im U9 P8 9TM & oy F < a1 § et v & foveet garm art
3BT TRE H xxx 3R ASH! P8 38T € shho T&l 1@ Pl M @ P Fg A @ = 5

M2M-100 TM

TSN b folt Ugem aTell oSl 3T IR IR ST 381 © fb 3118 1 Pedl & shho § AGd § shho P Te1 TP Pabl & 37 A1
30 T W 7 <& € 38 im |9 T TaT o forg # <ga g 7+ Prars & 9 gram 38T xxx 3R aSH! Peit & shho Tt
T bl o1 ff Jet 9 H SREA g

OPUS-MT T™M

TS P fIQ LT PR ATl oSl IR TR R Y81 & 1 I8 98 P8 I8l & hhhh H o & WR el R 8T @ <lfh 3o Wb bl
off v IR Ut i 9T 9 8T & Y B gaW & Y I8, F 99 B 306 oRE ¥ <@ F ol o1 W8T § SR Frsdh! wed &
PR it fAmwiFiaad

Table 6: Example of the original and translated transcripts of patients with AD
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