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Abstract
As neural language models (NLMs) based on
Transformers are becoming increasingly dom-
inant in natural language processing, several
studies have proposed analyzing the semantic
and pragmatic abilities of such models.

In our study, we aimed at investigating the ef-
fect of discourse connectives on NLMs with
regard to Surprisal scores. We did this by fo-
cusing on the English stimuli of an experimen-
tal dataset, in which the expectations about an
event in a discourse fragment could be reversed
by a concessive or a contrastive connective.

By comparing the Surprisal scores of several
NLMs, we found that bigger NLMs show
patterns similar to humans’ behavioral data
when a concessive connective is used, while
connective-related effects tend to disappear
with a contrastive one. We have additionally
validated our findings with GPT-Neo using an
extended dataset, and results mostly show a
consistent pattern.

1 Introduction

Psychologists and cognitive scientists have claimed
that understanding a discourse involves construct-
ing a situation model; that is, a dynamic mental
representation of the state of affairs denoted by the
text (Van Dijk and Kintsch, 1983; Zwaan and Rad-
vansky, 1998). Extensive evidence has shown that
humans use a general knowledge of events and their
connections to anticipate upcoming input in the pro-
cess of language comprehension (McRae and Mat-
suki, 2009). In this sense, discourse connectives
might play an important role in updating human sit-
uation models and in modulating our expectations
about "what is coming next", because concessive
(such as even so) and contrastive connectives (such
as however) signal to the comprehender that the up-
coming proposition is going to contradict what was
previously said, or negate the previous expectations
(Xiang and Kuperberg, 2015).

Experimental studies have shown that such con-
nectives have a facilitating effect on human sen-
tence processing (Asr and Demberg, 2020), es-
pecially when humans are processing incoherent
words and scenarios (Xiang and Kuperberg, 2015).
Consider the following example taken from Xiang
and Kuperberg (2015), in which the concessive
connective even so causes an effect of expectation
reversal:

(1) Liz took the test and failed it. Even so, she
went home and celebrated wildly.

Given the scenario described in the first sentence
(failing a test), the underlined verb in the second
sentence is surprising and unexpected. However,
after including a connective reversing the readers’
expectations, examples like (1) are considered as
coherent by human speakers.

The recent literature on natural language process-
ing (NLP) has shown an increasing interest in the
use of Surprisal scores (Hale, 2001; Levy, 2008)
computed by neural language models (NLMs)
to account for sentence processing phenomena
(Futrell et al., 2018; Van Schijndel and Linzen,
2018; Wilcox et al., 2018), including facilitation
(Michaelov and Bergen, 2020, 2022a,b; Michaelov
et al., 2023) and interference effects (Cong et al.,
2023) in online sentence processing. However,
to the best of our knowledge, no studies have at-
tempted to model the facilitation effects of conces-
sive and contrastive connectives at different levels
of discourse coherence thus far.

In our study, we aim to fill this research gap by
investigating the effect of discourse connectives on
NLMs’ Surprisal scores. First, we focus on the con-
cessive connective even so, and on the contrastive
connective however as an alternative.

Based on the whole discourse, we first computed
the Surprisal scores for target words using NLMs to
observe the extent to which they were affected by
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the coherence of the stories. We found that NLMs,
and particularly the larger models, show patterns
that are quite similar to human behavioral data.
Moreover, we noticed that the connective-related
effects do not show up with contrastive connective,
suggesting that the NLMs are sensitive to the dif-
ference between connective types: the semantics
of concessive connectives entails a reversal of pre-
vious expectations about an upcoming event that
is not conveyed by contrastive connectives. Using
our biggest model, GPT-Neo, we ran additional
analysis adding more connectives of the two types
and computing the Surprisal scores either in an
inter-sentential and an intra-sentential setting. The
results were mostly consistent with our first experi-
ment, corroborating the previous findings.

2 Related Work

2.1 NLM Estimation of Word Surprisal

Transformer-based NLMs (Vaswani et al., 2017;
Devlin et al., 2019; Radford et al., 2019) have be-
come increasingly popular in NLP research, and
a number of studies designed tests to investigate
their actual linguistic abilities (Tenney et al., 2019a;
Jawahar et al., 2019; Tenney et al., 2019b). Some
of these studies have specifically analyzed the Sur-
prisal scores computed by the models, to under-
stand the extent to which they are sensitive to lin-
guistic phenomena that have been shown to affect
human sentence processing. For example, Misra
et al. (2020) investigated the predictions of BERT
in a setting aimed at reproducing human semantic
priming; they reported that BERT was indeed sensi-
tive to “priming”, and predicted a word with lower
Surprisal values when the context included a re-
lated word as opposed to an unrelated one. Using a
similar methodology, Cho et al. (2021) modeled the
priming effect of verb aspect on the prediction of
typical event locations, finding that BERT outputs
lower Surprisal scores for typical locations. How-
ever, differently from humans, it does so regardless
of verb aspect.

Michaelov and Bergen (2022a) investigated the
issue of collateral facilitation; that is, a scenario
when anomalous words in a sentence are processed
more easily by humans due to the presence of
semantically related words in the context. They
compared the Surprisal scores obtained from sev-
eral Transformers NLMs and found that most of
them reproduced the same significant differences
between the conditions that were observed by hu-

mans’ behaviors. Michaelov et al. (2023) used
NLM surprisal scores to replicate the effect of the
discourse context in reducing the N400 amplitude
for anomalous words, using the Dutch stimuli in
the experiments by Nieuwland and Van Berkum
(2006).1

2.2 Discourse Connectives in NLP

The importance of connectives in NLP research
is due to the fact that they lexicalize specific dis-
course relations (Braud and Denis, 2016; Ma et al.,
2019). During the acquisition of annotations for
discourse-parsing tasks, the connectives sometimes
provide a clue to the discourse relations, which are
sometimes implicit. In such cases, human anno-
tators are asked to insert the connective that they
consider to be more appropriate (Yung et al., 2019).

Ko and Li (2020) proposed to investigate GPT-
2’s linguistic competence in terms of discourse
coherence by testing the model’s ability to produce
the correct connectives, when given a discourse re-
lation linking two clauses. Using both organic gen-
eration and fine-tuned scenarios, they observed that
GPT-2 did not always generate coherent discourse,
although the generations were better aligned with
human behavior in the fine-tuned scenario.

Pandia et al. (2021) evaluated several NLMs on
the prediction of the correct connectives in contexts
that required Gricean-like pragmatic knowledge
and in which a specific connective would corre-
spond to an implicature. For example, in cases
such as Maggie did the paperwork by hand and the
company bought new computers, which is to say,
Maggie did the paperwork by hand [MASK] the
company bought new computers., the model had
to predict before in the [MASK] position to show
an understanding that the implied meaning of and
in this context was and then). The authors showed
that, when controlling strictly for low-level lexical
and syntactic cues, the models performed at chance
level at best.

In contrast to previous studies, we did not ask the
NLMs to predict a missing connective in a cloze

1The N400 is one of the most widely studied component
in the literature on event-related potentials (ERP). The N400
component is a negative-going deflection that peaks around
400 milliseconds after presentation of the stimulus word and,
although there are different interpretations of its meaning,
there is a general agreement among researchers that it may
represent a sort of brain signature of semantic complexity
(Hagoort, 2003). Therefore, a reduced N400 amplitude due
to the presence of semantically-related words in the discourse
context can be interpreted as a facilitation effect.
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setting; instead, we analyzed the impact of a con-
cessive/contrastive connective on the model’s ex-
pectations for a given event, which might be co-
herent or not with the scenario. In practical terms,
this translates into analyzing the Surprisal of the
model at the verb in the subordinate clause: we
predict that if the model is linguistically competent
and can identify coherence correctly, the coherent
items should be assigned lower Surprisal scores.

3 Experimental Settings

3.1 Dataset
We used the English stimuli provided by Xiang and
Kuperberg (2015), who designed 180 sets of two-
sentence discourse items, each with four conditions
as in (2) (45 scenarios per condition). The target
word (underlined) appeared in the final sentence.

(2) a. Liz had a history exam on Monday.
She took the test and aced it. She went
home and celebrated wildly. (Plain,
Coherent)

b. Liz had a history exam on Mon-
day. She took the test and failed it.
She went home and celebrated wildly.
(Plain, Incoherent)

c. Liz had a history exam on Monday.
She took the test and failed it. Even so,
she went home and celebrated wildly.
(Even so, Coherent)

d. Liz had a history exam on Monday.
She took the test and aced it. Even so,
she went home and celebrated wildly.
(Even so, Incoherent)

We also created alternative versions of (2-c) and
(2-d) by replacing Even so with However. Note
that, as however is a contrastive connective, its
semantics signals an upcoming contrast, but not
necessarily the denial of previously-held expecta-
tions as in concessive relations (Izutsu, 2008), and
thus, it was interesting for us to test and compare
the consistency of the reversal effect.

Xiang and Kuperberg (2015) collected cloze
probabilities and typicality judgments for their
items (Table 1). The coherent items had the high-
est cloze probability scores and coherence ratings,
whereas the incoherent items had the lowest ones.
The coherent even-so items exhibited significantly
lower cloze probability and coherence ratings than
the plain coherent ones did; while the incoherent
even-so items were rated as more plausible than

Scenario type Cloze probability Coherence
Coherent 0.42 4.8

Incoherent 0.03 1.7
Even-so Coherent 0.31 3.3

Even-so Incoherent 0.04 2.4

Table 1: Summary table for the human data in Xiang
and Kuperberg (2015). Cloze probability is represented
as the proportion of total responses from 40 participants.
5: very coherent; 1: incoherent.

the plain incoherent ones, the difference was not
significant.

Their EEG experiment showed some differences
from the behavioral data: The N400 component for
the target verb was more reduced in the coherent
even-so items (i.e., lower processing costs), com-
pared to the plain coherent ones, while incoherent
items with even-so showed higher processing costs
than the plain incoherent ones at the target verb,
eliciting a P600 component.2

3.2 Language Models

For the models in this paper, we use the imple-
mentation of Minicons (Misra, 2022)3, which is
an open source library that provides a standard
API for behavioral and representational analyses
of NLMs. We experimented with three variants of
autoregressive LMs of different sizes: the original
GPT-2 Base, with 124 million parameters (Radford
et al., 2019); DistilGPT-2 with 82 million param-
eters (Sanh et al., 2019), which was trained as a
student network with the supervision of GPT-2;
and our biggest model GPT-Neo, with 1.3 billion
parameters (Gao et al., 2020; Black et al., 2021).

Using autoregressive NLMs, we computed the
Surprisal scores for the targets in the stimuli - the
critical verb in the final clause. Notice that, in the
four conditions of the same item, the verb to be
predicted is always the same. More formally, the
Surprisal for the target T in the context C (Surp)
was computed as:

Surp(wt) = −logP (wt|w1...t−1) (1)

When wt was tokenized into multiple subword
tokens, we simply used the average of the subword

2The P600 is positive-going wave peaking around 600 ms
after the presentation of a stimulus word. In online sentence
processing studies, it is generally associated with the presence
of syntactic anomalies and structural reprocessing (Osterhout
and Holcomb, 1993; Luck, 2014).

3https://github.com/kanishkamisra/
minicons-experiments

https://github.com/kanishkamisra/minicons-experiments
https://github.com/kanishkamisra/minicons-experiments
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GPT-2 DistilGPT-2 GPT-Neo
Intercept *** *** ***

DisCohere *** *** ***
DisConn ** *** ***

length *
DisCohere:
DisConn *** *** ***

Table 2: Even so dataset: Summary table for the signifi-
cance scores of different predictors of Surp. Notation:
∗ = p < 0.05, ∗∗ = p < 0.01, ∗ ∗ ∗ = p < 0.001.

GPT-2 DistilGPT-2 GPT-Neo
Intercept *** *** ***

DisCohere *** *** ***
DisConn

length *
DisCohere:
DisConn * ***

Table 3: However dataset: Summary table for signifi-
cance scores of the different predictors of Surp.

tokens probabilities.4 However, we found that this
happens only for the 14% of the target verbs in the
dataset (only 23 out of 163 targets are not included
in the models’ vocabulary).

For each NLM, we fitted a linear mixed-effects
model using the Surprisals (Surp) of the target
verbs as the dependent variable. The independent
variables include: the coherence of the discourse
DisCohere (coherent vs. incoherent), the presence
of discourse connectives DisConn (with connec-
tive vs. plain/without connective), their interaction
(DisCohere:DisConn), and the token length of the
stimulus (length). We used the ID of the items
(ITEM_ID) as the random intercept in our mod-
els. We used the lmerTest package (Kuznetsova
et al., 2017) for model fitting and results; finally,
the pairwise comparisons with Tukey adjustment
were carried out by means of the EMMEANS pack-
age (Lenth, 2019) in R.

4 Results

For the original Even so data (Table 2), our results
revealed that all three NLMs showed significant
sensitivity to the coherence of the discourse (DisCo-
here) and to the presence of connectives (DisConn).
Interaction effects were found in all the NLMs, and
only GPT-Neo showed effects on length. Interest-
ingly, the replacement of Even so with However
caused the DisConn effects to disappear in all the
NLMs (Table 3). Interaction effects were found

4Upon request of the reviewers, results for the experiment
with the sum of the Surprisal scores instead of the average can
be found in the Appendix.

GPT-2 DistilGPT-2 GPT-Neo
CohereNoconn
CohereConn -0.45* -0.426* -0.89***

IncohereNoconn
IncohereConn 0.365* 0.475*** 0.716***

IncohereConn
CohereConn 0.23 -0.205 0.539**

IncohereNoconn
CohereNoconn 1.044*** 0.695*** 2.144***

Table 4: Even so dataset: Summary table for the esti-
mate and the p-values of the pairwise comparisons.

GPT-2 DistilGPT-2 GPT-Neo
CohereNoconn
CohereConn -0.49* -0.211 -1.228***

IncohereNoconn
IncohereConn -0.151 0.047 0.066

IncohereConn
CohereConn 0.715*** 0.455*** 0.857***

IncohereNoconn
CohereNoconn 1.054*** 0.712*** 2.15***

Table 5: However dataset: Summary table for the esti-
mate and p-values of the pairwise comparisons.

in GPT-2 and GPT-Neo, and again, only GPT-Neo
showed sensitivity to length.

The pairwise comparisons examining the effects
of Even so at each level of Coherence (Table 4)
showed that, for all the models, there is a decrease
of Surprisals from Even so coherent scenarios (con-
dition c.) to plain coherent scenarios (condition a.),
and an increase of Surprisals from Even so inco-
herent scenarios (condition d.) to plain incoherent
scenarios (condition b.). Pairwise comparisons ex-
amining effects of Coherence at each level of Even
so showed a significant increase of Surprisals from
Even so coherent scenarios (condition c.) to Even
so incoherent scenarios (condition d.) only with
GPT-Neo. All the NLMs showed an increase of
Surprisals from plain coherent scenarios (condition
a.) to plain incoherent ones (condition b.).

Fewer significant effects were found after replac-
ing Even so with However (Table 5). Regarding
the effects of However at each level of Coherence,
GPT-2 and GPT-Neo revealed a decrease of Sur-
prisals from However coherent scenarios (condi-
tion c.) to plain coherent scenarios (condition a.).
All NLMs showed no significant effects of Sur-
prisals from However incoherent condition (con-
dition d.) to plain incoherent condition (condition
b.). As for the effects of Coherence at each level
of However, all the NLMs showed an increase of
Surprisals from However coherent condition (con-
dition c.) to However incoherent condition (condi-
tion d.), and an increase of Surprisals from plain
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GPT-2 DistilGPT-2 GPT-Neo
DisCohere ✓ ✓ ✓
DisConn ✓ ✓ ✓

DisCohere:
at each level of

DisConn
✓

DisConn:
at each level of

DisCohere
✓ ✓ ✓

Table 6: Even so dataset: Comparison of effects be-
tween Human behavioral results and NLMs Surprisals.
Notation: ✓ = alignment with Human in significance
and direction of the effect.

coherent condition (condition a.) to plain incoher-
ent condition (condition b.).

Comparing the outcome with the study by Xiang
and Kuperberg (2015), one can observe that the
model scores tend to align with human typicality
judgements (cf. Table 1), and the largest one (i.e.
GPT-Neo) shows the same effect pattern (cf. Table
6). A difference, however, is that all the NLMs
assign significantly higher Surprisals to plain inco-
herent items than Even so incoherent ones.

Our results suggest that NLMs are sensitive to
the expectation reversal determined by connectives.
Besides the human-like pattern in the distribution
of the Surprisal scores for the Even so dataset, it is
also noticeable that replacing the connective with
However makes the connective-related effects dis-
appear. This is coherent with the intuition and
the claims made in formal semantics literature, for
which However simply introduces a semantic op-
position, while Even so additionally presupposes
an expectation being denied (Karttunen and Peters,
1979; Izutsu, 2008).

4.1 Extended Study

Our experiments on Surprisal suggest that our
larger NLM, GPT-Neo, shows similar patterns to
humans behavioral data with the concessive con-
nective even so. Interestingly, all NLMs show dis-
tinct patterns with concessive and contrastive con-
nective, with no connective-related effects when
however is used. This might be due to the fact that
contrastive connectives per se just indicate a seman-
tic opposition, but differently from concessive ones,
they do not necessarily deny an expectation about
an event. However, one might ask if the NLMs
would consistently score the discourse items even
when using different concessive or contrastive con-
nectives.

To verify this, we extended our study with GPT-

Neo: 1) we selected more connectives for the two
groups, a) but, yet and still for the contrastive group
and b) nonetheless, nevertheless and regardless for
the concessive one; in each item of the original
stimuli by Xiang and Kuperberg (2015), we re-
placed the original even so connectives with the
new ones, obtaining 6 new datasets (one for each
of the newly-introduced connectives); 2) NLMs
predictions have been shown to be extremely sen-
sitive even to small changes in the input (Jiang
et al., 2020); in our case, the predictions might
have been affected by the fact that the connectives
always appeared in a new sentence after a full stop
(inter-sentential setting). Therefore, we also carry
out the experiment after replacing the final full
stop of the second sentence with a comma (intra-
sentential setting), and lower-casing the discourse
connectives, as it can be seen in Example (3):

(3) a. Liz took the test and failed it. Even so,
she went home and celebrated wildly.
(inter-sentential)

b. Liz took the test and failed it, even so,
she went home and celebrated wildly.
(intra-sentential)

Our choice of connectives was based on Webber
et al. (2019), which describes and annotates but, yet,
still as contrastive connectives that share the same
syntax and semantics as however, and nonetheless,
nevertheless, regardless as concessive connectives
that introduce events in the same manner as even
so does. Moreover, using those connectives it was
easy to modify our stimuli by replacing the original
even so and maintaining at the same time the same
word order and syntax of the experimental items.

The procedure for computing the Surprisal
scores with the NLMs and running the linear mixed
models is the same of Section 3.2, but this time we
only used GPT-Neo, as it was the model with the
most similar pattern to human behavioral data.

As shown in Tables 7-8, the results suggest
that the pattern found in inter-sentential even
so/however mostly gets reproduced across differ-
ent inter-/intra-sentential connectives. still is the
connective that shows more discrepancy: as intra-
sentential connective, we found connectives (Dis-
Conn) effects, which were absent in however. It
is interesting to notice that the presence or not of
the DisConn effect is what sets apart the two sets
of connectives: similarly to even so, nevertheless,
nonetheless and regardless all display significant
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Figure 1: Boxplots of the GPT-Neo Surprisals for all the inter-/intra-sentential connectives (mean of the scores
is marked in yellow). Notation: A (red): IMPLAUS_CONN; B (blue): IMPLAUS_NOCONN; C (green):
PLAUS_CONN; D (purple): PLAUS_NOCONN.
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even so nevertheless nonetheless regardless still yet but however
Intercept *** *** *** *** *** *** *** ***

DisCohere *** *** *** *** *** *** *** ***
DisConn *** * * ***

length * * * * * ** *
DisCohere:
DisConn *** *** *** *** *** *** *** ***

Table 7: Extended INTER dataset: Summary table for the significance scores of different predictors of Surp using
GPT-Neo. Notation: ∗ = p < 0.05, ∗∗ = p < 0.01, ∗ ∗ ∗ = p < 0.001.

even so nevertheless nonetheless regardless still yet but however
Intercept *** *** *** *** *** *** *** ***

DisCohere *** *** *** *** *** *** *** ***
DisConn *** ** ** *** ***

length * * * *** ** * ** *
DisCohere:
DisConn *** *** *** *** *** *** *** ***

Table 8: Extended INTRA dataset: Summary table for the significance scores of different predictors of Surp using
GPT-Neo. Notation: ∗ = p < 0.05, ∗∗ = p < 0.01, ∗ ∗ ∗ = p < 0.001.

effects, while the contrastive connectives yet and
but do not. Still represents the exception to this pat-
tern, and a possible reason might be its ambiguity,
as this word can appear as a noun, an adjective, a
verb or an adverb, besides its connective usage.

The scores for all settings can be visualized
in Figure 1. Across connectives types, GPT-Neo
showed the highest Surprisals scores in the inco-
herent without connectives (IMPLAUS_NOCONN)
condition, whereas the lowest scores were ob-
served in the coherent without connectives
(PLAUS_NOCONN) condition. We did not find a lot
of variance across conditions. We also observed a
few outliers, mostly occurring in the coherent with
connectives (PLAUS_CONN) condition.

We conducted follow-up comparisons and sum-
marized our results in Table 9. In most cases, for
main and interaction effects, GPT-Neo’s behavior
across concessive connectives aligned well with
even so in both the statistical significance and direc-
tion of the effects. A discrepancy was found in the
follow-up comparisons: the inter-/intra-sentential
regardless did not align well with even so for the
coherence effects with respect to connectives (Dis-
Cohere: at each level of DisConn).

Similarly to still, we speculate that a possible
reason could be the ambiguity of this word, as
regardless can appear in a sentence as an adjective
or as a preposition (with the meaning of in spite
of/despite), and thus it might lead the NLM to less
accurate predictions. Interestingly, and differently
from the other concessive, it can be noticed from
Figure 1 (in the first boxplots of the second and of

the fourth row) that with the regardless connective
the IMPLAUS_CONN items (red boxes) tend to
have similar, or lower Surprisal scores than the
PLAUS_CONN ones (green boxes).

Concerning contrastive connectives, inter-/intra-
sentential but did not align with however for the
connectives effects with respect to coherence (Dis-
Conn: at each level of DisCohere). Additionally,
our findings indicate that intra-sentential still did
not align with however regarding coherence effects
(DisCohere: at each level of DisConn), and that
inter-sentential yet did not align with however re-
garding connective effects (DisConn: at each level
of DisCohere). In general, contrastive connectives
are less consistent with regard to the pattern found
in the original experiment, showing that, for how
the stimuli were built, the denial of expectations
introduced by a concessive connective is an im-
portant cue for modulating the coherence of the
continuation of the story.

5 Conclusion

In our paper, we proposed an analysis of the Sur-
prisal scores of NLMs on the target verbs of a psy-
cholinguistic dataset where the items differed by
the coherence of the discourse, and by the inclu-
sion of a connective reversing the expectations on
the verb. We found that our NLMs show patterns
that are quite similar to human behavioral data, in
particular the biggest model, GPT-Neo. More in-
terestingly, in all models the effects related to the
connective disappear when a contrastive connec-
tive is used to replace the concessive one. This
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nevertheless nonetheless regardless still yet but
Align with inter-sentential even so Align with inter-sentential however

DisCohere ✓ ✓ ✓ ✓ ✓ ✓
DisConn ✓ ✓ ✓ ✓ ✓

DisCohere:
at each level of

DisConn
✓ ✓ ✓ ✓ ✓

DisConn:
at each level of

DisCohere
✓ ✓ ✓ ✓

Align with intra-sentential even so Align with intra-sentential however
DisCohere ✓ ✓ ✓ ✓ ✓ ✓
DisConn ✓ ✓ ✓ ✓ ✓

DisCohere:
at each level of

DisConn
✓ ✓ ✓ ✓

DisConn:
at each level of

DisCohere
✓ ✓ ✓ ✓ ✓

Table 9: Extended dataset: comparing GPT-Neo Surprisal scores across connectives. Notation: ✓ = aligned in
significance and direction of the effect.

suggests that the concessive connective leads to an
expectation reversal for the upcoming verb, while
the contrastive one does not, coherently with pre-
vious descriptions of connectives from the formal
semantics literature (Karttunen and Peters, 1979;
Izutsu, 2008).

Given that the psycholinguistic dataset we used
in our modeling is relatively small for NLP settings
and limited to two connectives, we additionally
constructed an extended datasets to validate our
findings. We extended our investigation in two
ways: expanding the dataset by varying the setting
in which the connective was found (inter- or intra-
sentential) and connectives themselves, including
six more contrastive/concessive connectives. Our
results indicate that the findings even so are mostly
consitent, as they generalize across settings and
concessive connectives.

We acknowledge that there are some significant
limitations in our current investigations. First, we
have human data only for even so in the inter-
sentential setting, for which we could establish
an interpretation baseline. There is no behavioral
or neural data for all the other connectives. This
implies that we interpreted some of our findings
based on intuitions about discourse connectives,
assuming that the human behavioral pattern will be
similar for other concessive types. We recognize
that this is an important limitation to the cognitive
plausibility of our evaluation, and for future re-
search we plan to collect more human judgements
for discourse connectives, possibly including also
languages other English.

Second, our analysis was mainly focused on
comparing Surprisal scores to human behavioral
patterns (or, by extension, to the patterns found in
the original experiment with concessive connec-
tives), but we did not apply any advanced inter-
pretability method to identify which specific in-
put tokens influence the predictions for the target
verb. More direct evidence for the causal role of
discourse connectives in reversing the predictions
could be obtained, for example, by analyzing the
changes of the probability rank of the verb in the
target position; or by applying contrastive explana-
tions to sentences differing only for the presence
of connectives (Yin and Neubig, 2022).
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A Appendix

Upon request of the reviewers, we additionally re-
run the experiment by computing the sum of the
Surprisal scores of the subtokens (Surp-sum) for
out-of-vocabulary target verbs, instead of taking
the average.The findings are summarized in Tables
10-11.

The results mostly show consistent patterns.
Compared with the average of the surprisals of
the subtokens (Tables 7-8), with the sum the Dis-
Conn effect in inter-sentential nevertheless disap-
pears, while weakly-significant DisConn effects
appear for the inter-sentential still and for the intra-
sententials yet and however.
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even so nevertheless nonetheless regardless still yet but however
Intercept *** *** *** *** *** *** *** ***

DisCohere *** *** *** *** *** *** *** ***
DisConn *** ** ** ***

length * *
DisCohere:
DisConn *** *** *** *** *** *** *** ***

Table 10: Extended INTER dataset: Summary table for the significance scores of different predictors of Surp-sum
using GPT-Neo. Notation: ∗ = p < 0.05, ∗∗ = p < 0.01, ∗ ∗ ∗ = p < 0.001.

even so nevertheless nonetheless regardless still yet but however
Intercept *** *** *** *** *** *** *** ***

DisCohere *** *** *** *** *** *** *** ***
DisConn *** *** *** *** *** * *

length * ** ** ** *
DisCohere:
DisConn *** *** *** *** *** *** *** ***

Table 11: Extended INTRA dataset: Summary table for the significance scores of different predictors of Surp-sum
using GPT-Neo. Notation: ∗ = p < 0.05, ∗∗ = p < 0.01, ∗ ∗ ∗ = p < 0.001.


