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Abstract

Multilevel textual emotion classification
involves the extraction of emotions from
text data, a task that has seen significant
progress in high-resource languages. How-
ever, resource-constrained languages like
Bangla have received comparatively less
attention in the field of emotion -classifi-
cation. Furthermore, the availability of a
comprehensive and accurate emotion lexicon
specifically designed for the Bangla language
is limited. In this paper, we present a hybrid
model that combines lexicon features with
transformers for multilabel emotion classi-
fication in the Bangla language. We have
developed a comprehensive Bangla emotion
lexicon consisting of 5336 carefully curated
lexicons across nine emotion categories. We
experimented with pre-trained transformers in-
cluding mBERT, XLLM-R, BanglishBERT, and
BanglaBERT on the EmoNaBa (Islam et al.,
2022) dataset. By integrating lexicon features
from our emotion lexicon, we evaluate the
performance of these transformers in emotion
detection tasks. The results demonstrate that
incorporating lexicon features significantly
improves the performance of transformers.
Among the evaluated models, our hybrid
approach achieves the highest performance
using BanglaBERT(large) (Bhattacharjee
et al., 2022) as the pre-trained transformer
along with our emotion lexicon, achieving
an impressive weighted F; score of 82.73%.
The emotion lexicon is publicly avail-
able at https://github.com/Ahasannn/
BEmoLex-Bangla_Emotion_Lexicon

1 Introduction

Multilabel emotion classification involves the as-
signment of several emotion labels to a provided
text. This allows for a more comprehensive rep-
resentation to understand underlying emotional
content. However, achieving accurate multilabel
emotion classification in resource-constrained lan-
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guages presents a unique challenge. Limited avail-
ability of annotated data, linguistic diversity, and
cultural variations pose significant hurdles. Addi-
tionally, the lack of comprehensive emotion lex-
icons specific to these languages further com-
plicates the task. To tackle these challenges,
we present an innovative approach that combines
the power of transformers with emotion lexicon
features for multilabel emotion classification in
Bangla. By leveraging pretrained transformer
models and developing an extensive Bangla emo-
tion lexicon, we aim to enhance the accuracy and
effectiveness of emotion classification.

2 Related Work

Emotion detections from textual content have
gained considerable attention in recent years.
While extensive research has been carried out
in high-resource languages such as English, Chi-
nese, and Arabic, there remains a scarcity of
studies specifically targeting emotion detection
and classification in the Bangla language. Ir-
tiza Tripto and Eunus Ali (2018) presented an
LSTM-based method for emotion classification in
Bangla YouTube comments by achieving 59.23%
accuracy. Pal and Karn (2020) used logistic re-
gression for detecting emotions (joy, anger, sor-
row, suspense) from Bangla short stories. Ray-
han et al. (2020) predicted six emotions from 7214
Bangla texts with the CNN-BiLSTM model out-
performing BiGRU, achieving 66.62% accuracy.
Das et al. (2021) developed s corpus of 6,523 texts
for classifying six emotion categories employing
various transformer models, among which XLLM-
R showed the best results with an Fi-score of
69.73%. Parvin et al. (2022) developed an emo-
tion corpus comprising 9,000 Bangla texts in six
emotion categories and proposed a weighted en-
semble of CNN and BiLSTM. Islam et al. (2022)
introduced a manually annotated Bangla noisy
dataset comprising of 22,698 Bangla texts from

Proceedings of the First Workshop on Bangla Language Processing (BLP-2023), pages 56—61
December 7, 2023 ©2023 Association for Computational Linguistics


https://github.com/Ahasannn/BEmoLex-Bangla_Emotion_Lexicon
https://github.com/Ahasannn/BEmoLex-Bangla_Emotion_Lexicon

various domains, labeled for six fine-grained emo-
tion categories.

Researchers found that combining transform-
ers with handcrafted features has enhanced perfor-
mance in various tasks. For abusive language de-
tection Koufakou et al. (2020) combined lexicon
features with BERT and found improved results
in four different datasets. Similarly, De Bruyne
et al. (2021) combined Dutch transformer-based
BERT models named BERTje and RobBERT with
lexicon-based methods, resulting in a marginal
performance improvement. There are many emo-
tion lexicons have been developed in English but
not that much available in Bangla. Mohammad
and Turney (2013a) has developed a crowdsourced
English lexicon named NRC EmoLex consists of
14,000 lemmas labeled in Plutchik (1980) eight ba-
sic emotions and two sentiments. Abdaoui et al.
(2017) used a semi-automatic translation method
to construct French expanded emotion lexicon
named FEEL, from the NRC Emolex.

3 Methodology

3.1 Text Preprocessing

In this paper, we have experimented with both
raw and preprocessed texts. We have used (Is-
lam et al., 2022) dataset for fine tuning our trans-
formers which is built from user comments from
various social media sites. To retain relevent fea-
tures and to eliminate unnecessary complexities,
we have preprocessed the texts. The preprocess-
ing steps are shown in Figure 1. As social media
data’s contains many hyperlinks and user mentions
, we have removed them from our texts. Emo-
jis and Emoticons convey rich emotional infor-
mation. To standardize their representation, we
replaced emoticons and emojis with their corre-
sponding word formats. Punctuation marks, such
as question mark and exclamation marks carry sig-
nificant emotional information, we have replaced
them with special keyword tokens and removed
other insignificant punctuation. We have removed
special symbols and stopwords in the preprocess-
ing stage.

3.2 Development of Emotion Lexicon

We have developed a Bangla Emotion Lexicon
named BEmoLex, consisting of 5336 lexicons
across 9 emotion classes: Love, Joy, Surprise,
Anger, Sadness, Fear, Disgust, Trust, and Antic-
ipation. A semi-automatic translation (Abdaoui
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Figure 1: Text Preprocessing Steps

et al., 2017) method was followed to generate the
Bangla lexicon by leveraging existing English lex-
ical resources, especially the NRC Emolex (Mo-
hammad and Turney, 2013b). The initial au-
tomated translations done by Google Translate!
were subsequently reviewed and validated by three
human translators who are proficient in both En-
glish and Bangla. The translators can add a new
term, remove an existing term, or make neces-
sary adjustments to ensure an accurate representa-
tion of emotions considering the cultural and lin-
guistic nuances of the Bangla language. To en-
hance the coverage and diversity of the lexicon,
we have manually incorporated handpicked strong
emotive words, and expanded terms with Bangla
synonyms.

Table 1 provides an overview of the emotion
lexicon, detailing the count of lexicons distributed
across various emotion categories. The data high-
lights substantial coverage in the Anger, Sadness,
Fear, and Anticipation classes, each containing an
extensive lexicon count, surpassing 700 entries.
In contrast, the Love and Surprise categories ex-
hibit relatively lower lexicon counts, with 356 and
301 entries, respectively. The Trust, Joy, and Dis-
gust categories are relatively balanced, each con-
tributing approximately 10% of the lexicon entries,
ensuring a comprehensive representation of emo-
tions within the dataset.

3.3 Development of Hybrid Model

In this section, we presents our hybrid model
called BEmoLexBERT by integrating lexicon fea-
tures with transformer-based models. We have
used pre-trained BERT models and fine-tuned
them for multilevel emotion classification. We pre-
processed each raw text and tokenized them. The
tokens were given as input into the BERT layer as
shown in Figure 2.

For each target text, a lexicon vector is created,
and each vector is appended to the lexicon encod-
ing. The dimensions of the vector align with the

1https: //translate.google.com/
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Love | Joy | Surprise | Anger

Sadness

Fear | Disgust | Trust | Anticipation

356 | 603 301 756 788

752 513 543 724

Table 1: Number of Lexicons in Each Emotion Category
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Figure 2: BEmoLexBERT, a hybrid model incorporat-
ing lexicon features with transformer

emotion categories in the training data. We per-
form a search for each term in the target text within
the lexicon, incrementing the corresponding lexi-
con feature value for any matched emotion. The
lexicon encoding vector is concatenated with the
[CLS] token representation from the BERT layer,
creating a comprehensive feature vector that effec-
tively integrates both contextualized information
and explicit emotion-related information. Finally,
the combined feature vector is passed through a
dedicated classification layer for Multilevel emo-
tion classification.

4 Results and Analysis

We conducted a total of 24 experiments to evaluate
the model we advocate. We have experimented
with six pre-trained transformers as shown in Ta-
ble 2 on both the plain model and hybrid model
for both raw texts and preprocessed texts. The
transformers were fetched from the Hugging Face
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2 transformer library. Pretrained transformers are
fine-tuned with 20,468 instances of the training
section and tested with 2,272 instances of the
testing section from the EmoNaBa dataset (Islam
et al., 2022). Throughout the experiments, a con-
sistent batch size of 8 was maintained. We have
trained the models for 20 epochs and the learning
rate was 2e-5. The experiments were carried out in
a Google Colab 3 environment. The weighted F;
score was selected as the primary evaluation met-
ric.

The outcomes of our proposed hybrid model
are presented in Table 3, showcasing a compara-
tive analysis with a plain model concerning both
raw and preprocessed texts. A noteworthy ob-
servation is that the preprocessing steps yielded
only marginal enhancements over the raw text
inputs. Remarkably, m-BERT demonstrated the
most substantial improvement, achieving a 0.82%
increase in the F1 score following preprocessing
in the plain model. To further understand these
marginal gains, we conducted a manual inspection
of each preprocessing step. The results revealed
that the primary improvement stemmed from the
conversion of emojis and emoticons into textual
forms, while the impact of the other preprocess-
ing steps remained negligible. This observation
underscores the proficiency of large language mod-
els in effectively handling noisy data, thereby min-
imizing the necessity of rigorous preprocessing.
Furthermore, in the plain model, we can notice
a slight improvement in the F; score when tran-
sitioning from XLM-R to XLM-R (large), show-
ing an improvement of 3.22%. Similarly, the F,
score increased by 3.42% when transitioning from
BanglaBERT to BanglaBERT (large). Among the
multilingual models, it is evident that they per-
formed relatively lower compared to the monolin-
gual models.

Across all transformers, the hybrid model
demonstrated improved performance compared to
the plain model. In the case of BanglaBERT, we
observed a notable increase of 2.42% in the F;
score for the hybrid model. For BanglaBERT

Zhttps://huggingface.co/
3https: //colab.google/
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Pretrained Transformers | Parameters Language Reference
BanglaBERT 110M Bangla
BanglaBERT (large) 335M (Bhattacharjee et al., 2022)
BanglishBERT 110M Bangla & English
mBERT 180M Multilingual (Devlin et al., 2018)
;ﬁl\l\/’[{_’g ((122:2) ggﬁ Multilingual (Conneau et al., 2019)

Table 2: Description of Pretrained Transformers Used for Experiments

Plain Model Hyrbrid Model
Transformers Raw Text Preprocessed Text Raw Text Preprocessed Text
Acc Fy Acc F; Acc F, Acc Fy
m-BERT 55.67 68.07 56.03 68.89 57.19 70.17 57.61 70.23
XLM-R 61.11 7323 61.39 73.37 62.12 7531 62.33 75.78
XLM-R (large) 62.92 76.66 62.81 76.59 63.15 77.61 63.07 77.35
BanglishBERT 62.35 76.39 6297 76.86 64.33 7794 64.59 78.27
BanglaBERT 64.84 7796 65.03 78.25 66.39 80.07 66.73 80.67
BanglaBERT(large) | 67.02 81.23 67.11 81.67 68.05 82.67 68.17 82.73

Table 3: Result comparison of pretrained transformers on plain model & hybrid model, both for raw texts &
preprocessed texts. Acc denotes Accuracy in percentage and , F; denotes weighted F;-score.

(large), a substantial 1.06% increase in F; score
was achieved. Similarly, the performance of XLM-
R (large) and XLM-R showed improvements with
the hybrid model, presenting gains of 0.76% and
2.41%, respectively. Moreover, m-BERT and Ban-
glishBERT displayed enhanced results, boasting
improvements of 1.34% and 1.41% in F; score,
respectively, when utilizing our hybrid model on
preprocessed data. These consistent findings un-
derscore the remarkable effectiveness of our pro-
posed hybrid model, which skillfully incorporates
lexicon features to deliver enhanced performance
compared to the plain model.

We have manually identified some instances
where the plain model failed but the hybrid model
succeeded. One such example is the sentence,
"®6 @R el INTF IF 9N IFETE W@ AR
wifs f4 1" (I never thought that such a close child-
hood friend would become Mirjafar!). In the Ben-
gali language, the word "S&==" (Mirjafar) is
metaphorically used to describe someone who has
deceived or cheated. The plain model detected
the emotions of Sadness and Surprise in this sen-
tence solely based on contextual analysis. In con-
trast, the hybrid model correctly identified it as a
combination of Sadness, Anger, and Surprise emo-
tions. The word "S=erra" (Mirjafar) is classified
under the Anger category in our emotion lexicon.
The hybrid model, in addition to contextual analy-
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sis, effectively leveraged the lexical information of
i Gl (Mirjafar) within the sentence, enhanc-
ing its focus on the Anger emotion category. This
example highlights the hybrid model’s proficiency
in capturing nuanced emotional cues by combin-
ing lexical and contextual information.

4.1 Comparison with existing works

In order to assess the effectiveness of our hybrid
model, a comparison is conducted with existing
techniques in the field. The previous methods (Pal
and Karn, 2020; Rayhan et al., 2020; Das et al.,
2021) are implemented on the EmoNaBa (Islam
et al., 2022) dataset, and the outcomes are mea-
sured using the weighted F;-score. To accommo-
date the multilabel emotion classification, neces-
sary adjustments are made to convert the previous
multiclass approaches (Pal and Karn, 2020; Das
et al., 2021).

Methods F, Reference
TF-IDF + LR 64.28 | (Pal and Karn, 2020)
CNN + BiLSTM | 68.57 | (Rayhan et al., 2020)
XLM-R 73.23 (Das et al., 2021)
BEmoLexBERT | 82.73 Proposed

Table 4: Performance comparison with existing works.
F; denotes weighted F;-score in percentage. The best
score is denoted with bold letters.



In table 4 the results indicate that deep learning-
based approaches (Rayhan et al., 2020) outper-
form machine learning-based approaches (Pal
and Karn, 2020) in our test data. However,
it is observed that the transformer based mod-
els (Das et al., 2021) demonstrating superior re-
sults than the deep learning methods and ma-
chine learning methods. Our proposed hybrid
model, BEmoLexBERT, in combination with
BanglaBERT(large) and the BEmoLex emotion
lexicon, outperforms existing techniques for multi-
label emotion classification in Bangla. It achieves
an impressive Fi-score of 82.7%.

5 Conclusion

In this study, we have introduced BEmoLexBERT,
a novel hybrid model that integrates transformers
with lexicon features to enhance multilabel emo-
tion detection in Bangla texts. A critical com-
ponent of this work is the development of BE-
molLex, a specialized emotion lexicon tailored to
the nuances of the Bangla language. This lexi-
con encompasses a comprehensive repository of
5,336 unique lexicons, thoughtfully categorized
into nine distinct emotion classes.

Our comprehensive evaluation, involving a com-
parative analysis between our proposed hybrid
model and the plain model, underscores the ef-
ficacy of our approach in significantly enhanc-
ing emotion detection performance. Notably, the
monolingual models outperformed their multilin-
gual counterparts, while the examination of pre-
processing steps revealed their marginal benefits,
suggesting that large language models are profi-
cient in managing noisy data, thereby reducing the
necessity for extensive preprocessing.

Furthermore, we conducted a comparative as-
sessment with other existing models, and the re-
sults underscored the state-of-the-art performance
achieved by BanglaBERT(large) in conjunction
with the BEmoLex lexicon. These findings col-
lectively highlight the potential and significance
of our approach in advancing multilabel emotion
classification in the context of the Bangla lan-
guage.

Limitations

The success of our approach heavily depends on
the comprehensiveness of the emotion lexicon.
Words and expressions that are not part of the
lexicon may be overlooked, leading to inaccu-

rate results. Lexicons require continuous updates
and maintenance as languages evolve, and new
words or expressions emerge. While transform-
ers excel at understanding context, there might be
cases where lexicon-based features do not align
perfectly with the contextual analysis.

Ethics Statement

We acknowledge that bias in emotion classifica-
tion models is an important ethical concern. We
have conducted a meticulous review of our train-
ing data and lexicon to ensure that our models do
not reinforce stereotypes or biases, taking into ac-
count the intricate linguistic and cultural intrica-
cies of the Bangla language. Our lexicon, thought-
fully curated, is a testament to our commitment to
respecting the rich cultural diversity and sensitivi-
ties of the Bangla-speaking community.
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