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Abstract

This article describes our analytical approach
designed for BLP Workshop-2023 Task-2: in
Sentiment Analysis. During actual task sub-
mission, we used DistilBERT. However, we
later applied rigorous hyperparameter tuning
and preprocessing, improving the result to
68% accuracy and a 68% F1 micro score with
vanilla LSTM. Traditional machine learning
models were applied to compare the result
where 75% accuracy was achieved with tradi-
tional SVM. Our contributions are a) data aug-
mentation using the oversampling method to
remove data imbalance and b) attention mask-
ing for data encoding with masked language
modeling to capture representations of lan-
guage semantics effectively, by further demon-
strating it with explainable Al. Originally, our
system scored 0.26 micro-F1 in the competi-
tion and ranked 30th among the participants
for a basic DistilBERT model, which we later
improved to 0.68 and 0.65 with LSTM and
XLM-RoBERTa-base models, respectively.

1 Introduction

Sentiment analysis and opinion-mining techniques
determine a text’s sentiment or emotional polarity
and then analyze it (Medhat et al., 2014). Through-
out diverse fields, such as marketing, customer
feedback analysis, and social media monitoring,
sentiment analysis has gained significant attention
in recent years. While sentiment analysis has
been extensively studied in languages like English,
there is a growing interest in applying this tech-
nique to other languages, including Bangla. An-
alyzing sentiment in Bangla text presents unique
challenges due to its complex grammar, script, and
nuances. This article aims to explore sentiment
analysis in the Bangla language with an example
dataset provided for the BLP workshop competi-
tion for task 2 using sequential data analysis mod-
els, such as LSTM and large language models,
along with traditional models. This multi-class
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classification task determines whether the senti-
ment expressed in the text is positive, negative, or
neutral.

Even though LSTM provides the highest per-
formance among the deep learning models, XLLM-
RoBERTa-base (Singh et al., 2022) uses Masked
Language Modeling (MLM) to handle multilin-
gual and cross-lingual tasks, making it a power-
ful tool for understanding and generating text in
multiple languages. MLM is a pre-training objec-
tive used in models like XLM-RoBERTa-base. Us-
ing MLM, a fraction of input tokens are replaced
with unique [MASK] tokens, and the model is
trained to predict the original tokens from the con-
text provided by the surrounding tokens. MLM
is a self-supervised learning task where a model
learns to understand the statistical properties of
the language by making predictions. We provide
the competition results on the GitHub' which was
implemented with DistillBERT. The final imple-
mentation with the higher accuracy and compara-
tive analysis on different models is available in the
GitHub?.

Our rigorous experiments on a dataset and with
various models have resulted in the following ob-
servations in addition to designing the system.

* Observation 1: Classifiers with no boost-
ing, oversampling, or undersampling gave
lower recall with a lower false positive
rate (FPR). Without techniques like boost-
ing, oversampling, or undersampling, a clas-
sifier tends to be biased toward the major-
ity class. For example, after applying these
techniques and masking, we get 66% accu-
racy for the XLM-RoBERTa-base, which was
previously 41.45% on the XLM-RoBERTa-
base.The classifier is conservative when clas-

"https://github.com/blp-workshop/blp_task2i

leaderboard
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Figure 1: Data Distribution for Different Categories

sifying instances as the minority class. It
generates too many false positive predictions
(i.e., predicting the minority class when it is
the majority class), which keeps the FPR low.
Moreover, oversampling with boosting com-
bats the data skew for all the models.

e Observation 2: XAl on XLM-RoBERTa-
base’s output shows how the MLM approach
captures the nuanced sentiment expressed in
Bangla text, even in the presence of code-
mixing, sarcasm, or subtle linguistic cues. By
understanding sentiment polarity and the con-
text in which sentiments are expressed, it is
possible to gain a deeper understanding. The
randomly masked tokens were replaced with
the special [MASK] token, creating partially
masked sequences. The partially masked se-
quences were fed into the pre-trained XLM-
RoBERTa-base model, which has been fine-
tuned for sentiment analysis and language un-
derstanding tasks.

2 Background

2.1 Dataset Description

The dataset contains tweets or news-related public
comments (Hasan et al., 2023a) to identify multi-
class classification. Bangla data on various top-
ics, such as political issues, incidents, COVID-
19 facts, and country news from various online
sources, are manually collected. The distribu-
tion of three classification labels, "negative," "pos-
itive," and "neutral," for training, dev, and test
datasets are "19612", "17090", and "9205" respec-

tively with a total datapoints of 45907.

2.2 Related Work

Interpreting implicit and underspecified phrases in
instructional texts is vital to elicit plausible clar-
ification and understanding (Roth et al., 2022;

Islam et al., 2021). Researchers are increas-
ingly focusing on sentiment analysis for low-
resource languages like Bangla using traditional
supervised machine learning such as multinomial
Naive Bayes (Sharif et al., 2019), SVM, Ran-
dom forest and decision tree, and deep learn-
ing approaches such as deep recurrent neural net-
work (Hassan et al., 2016), Glove word embed-
ding with convolutional neural network (Mah-
mud et al., 2022), transfer learning using mul-
tilingual BERT (M-BERT) (Islam et al., 2020),
transformer-based approach (Bhowmick and Jana,
2021; Hasan et al., 2023b). The lack of suf-
ficient labeled data and domain and gender ag-
nostic data limit the performance of those ap-
proaches (Islam et al., 2023a). Considering the
scarcity of annotated data and the problem of pre-
dicting the lexical complexity of single-word and
multi-word expressions, (Taya et al., 2021) used
an ensemble model over a set of transformer-based
model with hand-crafted features to increase the
model generalization and robustness. To improve
the quality of the sentiment analysis task of low-
resource languages such as Bangla, the authors
(Rahman and Kumar Dey, 2018; Sultana et al.,
2022) proposed aspect-based sentiment analysis
using BOW and supervised machine learning tech-
niques and provided two datasets for aspect-based
sentiment analysis. Many researchers claimed
that transfer learning with adaptive pre-training ef-
fectively improves sentiment prediction tasks in
low-resource languages by selecting appropriate
source languages (Wang et al., 2023). Candi-
date source language selection through forward
and backward strategies will increase compute re-
quirements. To discover the effectiveness of se-
mantic and syntactic parsing and the effects of
subjective aspects on sentiment analysis, the au-
thors at (Morio et al., 2022) performed a graph-
based and seq2seq-based analysis with the help of
a pre-trained language model and discovered that
both research approaches perform well in extract-
ing structured sentiment.

Considering the challenges for the Bangla
dataset, the sentiGold (Islam et al., 2023a) de-
veloped a comprehensive dataset for sentiment
analysis and provides a word embedding method,
BanglaBERT, which performs well on formal
Bangla text. However, the performance degrades
for controversial text because of the need to be
trained on informal data.
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3 System Overview: Experiment and
Setup

This section describes our data preprocessing steps
for traditional machine learning models, vanilla
deep learning models, and transformers. Next, we
discuss the training and hyperparameter tuning of
each model group.

3.1 Preprocessing and Data Augmentation

Bangla sentiment annotation is a challenging task
because of its diversified syntaxes. Our task is
to detect sentiment with three polarities: posi-
tive, negative, and neutral. We filtered out du-
plicate text if structural and semantic similarity
were high (Islam et al., 2023b). Several syntaxes
have been removed from the text, including punc-
tuation marks, links, emoji, hashtag signs, and
usernames (Mukta et al., 2021). We removed all
non-Bangla characters and stop words and imple-
mented Porterstemmer (Budiasih et al., 2009) to
identify the root words and suffixes. Following
preprocessing, boosting is applied with oversam-
pling. There is a lack of balance in the class distri-
bution of the Bangla dataset provided. Therefore,
to balance the class distribution, we used oversam-
pling techniques (Tahir et al., 2023) on the dataset.
We merged the train and dev-test set to train the
model. We applied the upsampling technique to
the combined dataset with a ratio of 1.0 for the
negative class.

3.2 Training and Hyperparameter Tuning

We used an 80-20 training-validation split for
training all the classifiers: complex deep learning
models, pre-trained transformers, and traditional
machine learning algorithms.

Deep Learning and MLM: We experi-
mented with following vanilla deep learning
models: LSTM (Bhowmik et al., 2022), LSTM
CNN (Chowdhury et al., 2022) and pretrained

transformer models such as multilingual-
BERT (M-BERT) (Tarannum et al.,, 2022),
XLM-RoBERTa-base (Singh et al., 2022),

DistilBERT (Suri, 2022; Frobe et al., 2023),
BanglaBERT (Sarker, 2020).

After the first round of analysis, we continue
with both multilingual models BERT and XLM-
RoBERTa-base and train our datasets with rigor-
ous hyperparameter tuning and masked language
modeling. The number of parameters and network
size are responsible for the computation time and

performance of the learning.

The number of labels determines the size of the
last fully-connected dense layer. To predict the
likelihood of the label, softmax activation with
sparse categorical cross-entropy is applied on top
of the model. The total parameter size for XLM-
RoBERTa-base was 278045955, which took ap-
proximately 2 hours to complete the training on 8
GB RAM. We use a transformer toolkit for transfer
learning in Bangla language (Hasan et al., 2019).
The hyperparameters for hidden and feed-forward
sizes are 768 and 3072, with 12 heads and 12
transformer blocks, regularized by a dropout of
10%, and the vocabulary size is 250002. XLM-
RoBERTa-base model and other transformer mod-
els were fine-tuned with a batch size ranging from
[16, 32], learning rate (Adam) range [3e-5, 2e-5],
and number of epochs is 3. Tokenizer tools in the
Huggingface (Zhang et al., 2019) repository were
used to tokenize and preprocess the dataset.

For LSTM training, the parameters are max-
imum features = 500, embedding_dimension =
128, input length = 300, vocabulary size = 5000,
and learning rate 0.01 with a decay value le-6.
For 3 class labels, the batch size is 64, and the
epoch number is 50. Additionally, there is one
dense layer for sequential learning, 2 units of 1D
MaxPooling layers, and a dropout of 0.2. Relu
and Softmax were used for embedding. We used
Adam optimization and sparse categorical cross-
entropy as loss function. Table 1 reports the output
for evaluation metrics and individual class labels
on the test dataset for all deep learning models.

Traditional Machine Learning Models: We
experimented with traditional approaches such
as (I) Linear Regression (LR), (ii) Decision
Tree (DT), (iii) Random Forest (RF), (iv) Multi-
nomial Naive Bayes (MNB), (v) K-Nearest
Neighbour (KNN), (vi) Support Vector Machine
(SVM) (Sazzed, 2021) and (vii) Stochastic Gradi-
ent Descent (SGD). We first transformed the pre-
processed data into TF-IDF vectors with weighted
n-gram (unigram, bigram, and trigram) to use con-
textual information. Table 2 reports the output for
the traditional machine learning models.

4 Evaluations and Discussion on Results

In the original competition, we generated the re-
sults using a basic DistillBERT model without
any preprocessing and fine-tuning. DistillBERT
can process maximum 10k data - even batch-
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Table 1: Evaluation of Top Deep Learning Models based on Individual Class Labels

Class Label Model Accuracy | Precision | Recall | F1 | Micro F1 | Macro F1
Negative 0.70 0.64 | 0.67
Neutral LSTM 0.68 0.70 0.78 | 0.74 0.68 0.62
Positive 0.63 0.63 | 0.63
Negative 0.71 0.76 | 0.73
Neutral XLM-RoBERTa-base 0.66 0.51 0.26 | 0.34 0.65 0.58
Positive 0.62 0.74 | 0.67
Negative 0.71 0.72 | 0.71
Neutral BanglaBERT 0.64 0.44 0.38 | 0.41 0.64 0.59
Positive 0.63 0.67 | 0.65
Negative 0.68 0.77 | 0.72
Neutral Multilingual BERT 0.64 0.46 0.29 | 0.36 0.64 0.57
Positive 0.65 0.66 | 0.66
Negative 0.54 0.54 | 0.54
Neutral DistilBERT 0.55 0.60 0.64 | 0.61 0.55 0.51
Positive 0.20 0.33 | 0.24
Table 2: Evaluation Metrics: Traditional ML Models e . o @ - -
Traditional Models Accu;acy Pre;i;i:n RCC;.H Fl—Sg(;re % Neural Eb88 . Sl T jewral - 308 o
LR 71.91 72. 7191 | 71 k. 2
DT 64.81 64.31 64.81 64.18 Posiitive ,44:3 1[[)5 . Pos‘\itive. 302 .
RF 72.66 7355 | 7266 | 72.00 . N
MNB 71.22 7251 | 7122 | 70.83 2 2 & g 2 g
KNN 53.69 5479 | 53.69 | 53.64 . CH
SVM 75.02 7526 | 75.02 | 74.85 Predicted Predicted
SGD 6040 65.94 60.40 58.69 (a) XLM-RoBERTa Base (b) LSTM

wise processing and averaging the output scores
couldn’t give a good result. We improved with
a rigorous comparative analysis with vanilla deep
learning, transformer-based LLMs, and traditional
machine learning models that can handle large
datasets. SVM achieved the highest accuracy
and Fl-score of 75.02% and 74.85% (Table 2).
Unlike transformer-based models, LSTM and tra-
ditional models require extensive preprocessing,
data cleaning, and oversampling. Moreover, up-
sampling and boosting improves all of the mod-
els. For example, before oversampling and boost-
ing, XLM-RoBERTa-base reported 41% accuracy,
where it improved to 66% after applying them (Ta-
ble 1).

XLM-RoBERTa-base better predicts actual pos-
itive labels (Figure 2). However, it reports higher
false negative (FN) values for negative classes
and more false positive (FP) values for positive
classes. In contrast, BanglaBERT reports fewer
FP and FN values for each class but fails to predict
TP with about 103 data points deviation. There-
fore, XLM-RoBERTa-base and BanglaBERT per-
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Posiitive 137 Posiitive _477 206 .
1 1 ]
z 2 o z 4 o
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Figure 2: Confusion Matrix for Deep Learning Models

formed well on the test dataset. FP and FN for
each class in LSTM made minimal impact on ac-
curacy because their values show a slightly equal
distribution. Though LSTM generates better ac-
curacy than the transformer model, transformers
produce more correct instances for negative and
other classes. In Figure 4, the learning curve backs
up the finding of the unstable nature of the LSTM
model, showing how it is underfitting. We saw
the similar pattern for traditional ML models such
as SVM. Therefore, models like LSTM and SVM
may not generalize to another dataset with new
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Figure 4: Learning Curve for Underfit LSTM

test instances. Since the class distribution is imbal-
anced in the dataset, we also calculated other met-
rics such as Fl-score, precision, and recall, which
basically signifies if the model is doing a better job
for lowered-numbered classes. For example, none
of the models did a great job with the "neutral"
class showing a lower f1-score, precision, and re-
call, which also syncs with the confusion matrix.
We used SHAP (Lundberg and Lee, 2017) -
a state-of-the-art explainable Al (XAI) tool, to
interpret the classification results of the XLM-
RoBERTa-base transformer model’s output, in our
case "accuracy" (Figure 3). This SHAP plot com-
bines the significance of the features with their im-
pacts. The Y-axis lists the features from top to
bottom or most important to least important or-
der. The labels on the Y-axis represent the most
influential word features for XLM-RoBERTa-base
and their associated indexing in the word vector.
The x-axis shows the Shapely values from 0O to
1. Blue, green, and pink spectrum are representa-
tions of Shapley values for "positive," "negative,"
and "neutral”" classes. Not only the length of the
spectrum but also the color has significance. For
example, the "f"™" feature correlates less than
20% with the model output accuracy. However,

this word influences a post’s identification as only
negative (green color). Another good example is
the "®I3" feature, the most influential feature in
the predictions with XLM-RoBERTa-base. The
Shapely value for blue (positive) is 70%, whereas
for pink (neutral) and green (negative) is 20%.
That means having a "®i" word in a post mostly
co-related to a positive post, which is also intu-
itively correct since it is a respectful salutation.
The Shapely values of the features are more pos-
itively correlated with the positive class (labeled
with blue) since blue spectrums are larger than
the others. The neutral class (labeled with pink)
has the lowest correlation with the model output.
This result also aligns with the confusion matrix
(Figure 3), where prediction accuracy for positive
classes is higher with XLM-RoBERTa. There-
fore, the positive class operated on a higher ac-
curacy scale with a higher correlation of approx-
imately 70% with the most influential feature (fea-
ture 1754). The plot also shows that the impact
of the "negative class" is very low- it does not fre-
quently appear as the positive or neutral classes.

5 Limitations and Conclusion

In summary, we compared multiple ML ap-
proaches to discuss the multi-class sentiment anal-
ysis. We analyzed and compared results based on
preprocessing techniques, rigorous output analy-
sis, and XAI. Our analysis shows that the XLM-
RoBERTa-base generates a stable model even with
lower accuracy regarding confusion matrix, eval-
uation metrics, and XAI than LSTM and tradi-
tional models. The first challenge we faced is
that vector assembler on huge data made the di-
mensions of the feature very large and computa-
tionally expensive, difficult to address with low
computing resources. Secondly, the highly im-
balanced dataset has only 20% "Neutral" labels,
which skewed the prediction against this class
and caused some models to underfit. Develop-
ing MLM-based masked models with oversam-
pled datasets improved the quality of the classifica-
tion tasks for XLM-RoBERTa. It understands con-
textual relationships between words better and ef-
fectively predicts missing or masked words within
a sentence. Our future work will focus on mitigat-
ing the challenge of Bangla sentiment analysis for
lacking high-quality datasets, generalizable tools,
comprehensive sentiment lexicons, and standard-
ized evaluation metrics.
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