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Abstract

In the modern digital landscape, social media
platforms have the dual role of fostering un-
precedented connectivity and harboring a dark
underbelly in the form of widespread violence-
inciting content. Pioneering research in Bangla
social media aims to provide a groundbreaking
solution to this issue. This study thoroughly
investigates violence-inciting text classification
using a diverse range of machine learning and
deep learning models, offering insights into
content moderation and strategies for enhanc-
ing online safety. Situated at the intersection of
technology and social responsibility, the aim is
to empower platforms and communities to com-
bat online violence. By providing insights into
model selection and methodology, this work
makes a significant contribution to the ongo-
ing dialogue about the challenges posed by the
darker aspects of the digital era. Our system
scored 31.913 and ranked 26 among the partic-
ipants.

1 Introduction

There is a great need for robust detection and
classification algorithms in today’s digital environ-
ment since violent incitement material is spread-
ing so rapidly. This is especially essential for lan-
guages like Bangla, where regional context and
little changes in language play a large role in deter-
mining how violent content operates. The EMNLP
BLP shared task on “Violence Inciting Text Detec-
tion” serves as a strong appeal to address this topic
directly. One of our goals is to make a system that
can handle the complicated language of Bangla.
This will make it easier and more accurate to find
material that encourages violence.The idea for our
study came from the important work of (Saha et al.,
2023b) and the creation of the Vio-Lens dataset
(Saha et al., 2023a). The fundamental purpose of
VITD is to detect and classify texts that contain
components of incitement to violence. Vio-Lens, a
unique annotated collection of over 10,000 Bangla

social media posts, marks a significant advance-
ment in detecting and addressing violence-inciting
language. With this resource, we aim to push the
boundaries of threat assessment in Bangla narra-
tives, including those up to 600 words, seeking to
not only identify evident risks but also redefine de-
tection parameters. This research makes a valuable
contribution to the wider effort to promote secure
digital environments.Several study subjects that
have been discussed in the literature are location-
independent machine learning approaches for early
fake news detection (Liu, 2019), combining audio
and text elements to find violent incidents (Anwar,
2022), and the creation of new methods like feature-
based Twitter sentiment analysis with enhanced
denial handling (Gupta and Joshi, 2021). There
is also an investigation into the possible use of a
memristive LSTM network for sentiment analysis
(Wen et al., 2021). The method used in this study
is based on the political security threat prediction
framework, which is a mix of a lexicon-based ap-
proach and machine learning methods (Razali et al.,
2023). Additionally, the system has a racism detec-
tion model that leverages a stacked ensemble GCR-
NN architecture (Lee et al., 2022). These initiatives
demonstrate the applicability of mood analysis in
several domains pertaining to security and social
justice. To get further details on our research, re-
fer to the publication titled "Sentiment Analysis of
Tweets using Heterogeneous Multi-layer Network
Representation and Embedding" (Gyanendro Singh
et al., 2020). Moreover, a significant advancement
is shown in the MC-BERT4HATE model’s ability
to detect hate speech across many languages and
translations (Sohn and Lee, 2019). Even though
a lot of work has been made, these improvements
also show how hard it is to understand Bangla lan-
guage. Sometimes, traditional models have trouble
understanding all the details in this language.Our
proposed methodology employs a diverse range
of machine learning models to address the issues
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mentioned above. The algorithms included in this
set are Logistic Regression, Decision Tree, Ran-
dom Forest, Multi-Naive Bayes, K-Nearest Neigh-
bour (KNN), Support Vector Machine (SVM), and
Stochastic Gradient Descent (SGD). This is in addi-
tion to using deep learning architectures like Long
Short-Term Memory (LSTM), Convolutional Neu-
ral Network (CNN), and LSTM-CNN hybrids to
adapt to the unique features of the Bangla spoken
form. The inclusion of all individuals under this
methodology facilitates the identification of and
categorization of potential hazards, hence stream-
lining the process. 1 final implementation with an
anonymous GitHub link2..

2 Literature Review

Due to violence-inciting content, social media is
both connecting and alarming. We found a new
answer to this essential issue, giving hope. Tradi-
tional machine learning and deep learning models
classify violence-inciting literature in this study.
This study built on natural language processing and
hate speech identification research. The NLP sur-
vey on hate speech identification is useful for its
problem formulations and methods (Schmidt and
Wiegand, 2017). The transformative deep bidirec-
tional transformer model BERT by (Devlin et al.,
2019) has changed natural language comprehen-
sion research. (Van Hee et al., 2015) Cyberbully-
ing detection and classification work shows that
online safety awareness has enhanced cyberbully-
ing detection beyond hate speech. (Zhou et al.,
2019) and (Zampieri et al., 2019) participated in
SemEval-2019 Task 6, which identified and cat-
egorized social media offensive language. (Wu
et al., 2019) from BNU-HKBU UIC NLP Team 2
employed a BERT model to detect foul language,
enriching this field. These studies show the im-
portance of identifying and regulating offensive
digital content. Study social media bullying traces
and their prognostic potential for online safety (Xu
et al., 2012). The necessity of studying protected
traits has helped Burnap and Williams improve
Twitter cyber hate detection (Burnap and Williams,
2016). Comment embeddings for hate speech iden-
tification advance the field and demonstrate their
efficacy (Djuric et al., 2015). Mehdad and Tetreault
illuminated character-level abusive encounters, im-

1https://github.com/blp-workshop/blp_task1#
leaderboard

2https://anonymous.4open.science/r/EMNLP_2023_
BLP_Workshop_Task1-0FB2

proving our comprehension of abusive language
(Mehdad and Tetreault, 2016). Due to variances
in methods and datasets, these research’ results
vary in accuracy despite their importance. This
comprehensive review uses multiple methodolo-
gies and data augmentation to fill this critical gap
in our knowledge. We want to improve Bangla
sentiment analysis and offensive language identi-
fication datasets and models. Our research will
illuminate content filtering and internet safety in
underrepresented languages.

3 Data and Methodology

In this section, we present the data sources and
preprocessing steps, along with the methodology
encompassing machine learning and deep learning
models.

3.1 Dataset Description

The dataset utilized in our research was sourced
from BLP Shared Task 1: Violence Inciting Text
Detection (VITD), a valuable resource consist-
ing of two key columns: "text" and "label." The
"text" column encompasses textual content har-
vested from diverse social media platforms. For
clarity and reference, we introduce "Label Defini-
tion" in Table 1, elucidating the categories assigned
to each label within our dataset. Furthermore, Fig-
ure 1 illustrates a compelling word cloud visual-
ization, spotlighting the most frequently occurring
words in our datasets.

Table 1: Label Definition for BLP Shared Task 1

Label Category Total
Direct Violence 2 389
Passive Violence 1 922
Non-Violence 0 1389

Figure 1: Word Cloud Visualization for Three Label
(Non-Violence, Passive Violence, Direct Violence)
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3.2 Preprocessing

The dataset was collected from BLP Shared Task 1:
Violence Inciting Text Detection (VITD), which is
a shared task in the context of violence inciting text
detection. The dataset encompasses a multitude
of elements including symbols, URLs, and con-
cealed characters. It also incorporates non-standard
characters, Unicode control characters, emoticons,
emojis, variations in whitespace, special formatting
elements, non-alphanumeric characters, instances
of duplicated or reiterated characters, and escape
sequences, among others. Hence, we have exe-
cuted multiple preprocessing procedures to elimi-
nate the noise from the data. We also executed the
following actions: elimination of short conversa-
tions, exclusion of lengthy conversations, removal
of non-Bangla characters, filtering out Stopwords
and non-Bangla characters, and Finally we apply
stemming. To address the initial label imbalance
in our dataset, we employed Up-sampling specif-
ically for the "Direct Violence" category. Table 2
illustrates a comparison between the values before
and after the pre-processing phase.

Table 2: Comparison of Data Before and After Pre-
processing

Label Before
Preprocessing

After
Preprocessing

Non
Violence

1389 1336

Passive
Violence

922 881

Direct
Violence

389 750

Total 2700 2967

3.3 Models

In our study, we employed a diverse set of models,
encompassing both deep learning and traditional
machine learning approaches. The deep learn-
ing models included Long Short-Term Memory
(LSTM), Convolutional Neural Network (CNN),
and a hybrid model, LSTM-CNN, each tailored
for text classification. These models excel at cap-
turing sequential information and local features
within the text data. Additionally, we leveraged tra-
ditional machine learning models such as Logistic
Regression, Decision Tree, Random Forest, Multi-
nomial Naive Bayes, K-Nearest Neighbors (KNN),
Support Vector Machine (SVM), and Stochastic

Gradient Descent (SGD). We purposefully chose
the models for our study based on their distinct
advantages and applicability to solving the chal-
lenging problem of identifying texts that incite vio-
lence. Here are the reasons we chose these models:
LSTM chosen for its expertise in capturing sequen-
tial information, making it perfect for analyzing
the complex language in texts that incite violence.
CNN selected for its ability to identify structural
patterns and components indicating violent content
in text. Combines LSTM and CNN advantages,
using local features and sequential information for
comprehensive text classification. Traditional ma-
chine learning models chosen for their diverse tech-
niques and effectiveness in text categorization.

3.4 Experimental Setup

To initiate the training of our traditional models,
we first converted the preprocessed data into TF-
IDF vectors. We went a step further by incorporat-
ing weighted n-grams, encompassing not only uni-
grams but also bigrams and trigrams. This strategy
allowed us to harness contextual information more
effectively, enhancing our model’s understanding.
We meticulously fine-tuned the model parameters
to optimize performance and ensure the robustness
of our deep learning-based classification approach,
as detailed in Table 3. The dataset is divided into
two subsets: "Training set" containing 2373 sam-
ples for model training, and "Test set" comprising
594 samples for evaluation.

4 Results and Discussion

In this section, we present the results of our experi-
ments and engage in a comprehensive discussion
of the findings. Our study aimed to address the
challenge of violence inciting text detection us-
ing a combination of machine learning and deep
learning models. We used various algorithms and
techniques to analyze and classify text data into
different categories of violence, namely Direct Vi-
olence, Passive Violence, and Non-Violence.

The machine learning models displayed vary-
ing degrees of performance in classifying violence
inciting text in table 4. Notably, the Random For-
est and Support Vector Machine (SVM) models
outperformed the others in terms of accuracy and
F1 score. These models achieved accuracy levels
above 76.09%, demonstrating their effectiveness
in distinguishing between different categories of
violence.
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Table 3: Experimental Setup for Deep Learning Models

Model Embedding
Dimension

Input
Length

Vocabulary
Size

Number
of

Classes

Batch
Size

Number
of Epochs

LSTM 128 300 5000 3 64 50
CNN 128 300 5000 3 64 50
LSTM-CNN
Combine

128 300 5000 3 64 50

Table 4: Machine Learning Model Performance

Model Name Accuracy (%) Precision (%) Recall (%) F1 Score (%)
Logistic Regression 73.91 75.26 73.91 72.11

Decision Tree 69.02 69.33 69.02 68.72
Random Forest 76.09 77.60 76.09 74.02

Multi. Naive Bayes 70.54 71.52 70.54 70.13
KNN 61.78 62.93 61.78 61.48
SVM 76.94 76.50 76.94 76.10
SGD 76.94 76.75 76.94 75.64

Table 5: Deep Learning Model Performance
Model Class Accuracy Precision Recall F1-Score

LSTM
No-Violence

67.68
82.44 81.20 81.82

Passive Violence 76.72 60.75 67.81
Direct Violence 50.22 69.05 58.15

CNN
No-Violence

68.69
73.03 83.46 77.89

Passive Violence 73.63 68.60 71.02
Direct Violence 56.80 57.14 56.97

LSTM-CNN
No-Violence

66.50
64.85 80.45 71.81

Passive Violence 74.60 64.16 68.99
Direct Violence 56.50 59.52 57.97

Our ensemble of deep learning models, includ-
ing LSTM, CNN, and LSTM-CNN, displayed
strong performance in classifying violence-inciting
text listed in table 5. It is evident that the CNN
model has the highest accuracy at 68.69%, fol-
lowed closely by the LSTM model with an accu-
racy of 67.68%. The LSTM-CNN hybrid model,
while still respectable, trails slightly behind with
an accuracy of 66.50%.

5 Conclusion

Our research underscores the critical importance
of detecting and classifying violent incitement text
within the realm of Natural Language Processing
(NLP). Drawing inspiration from the EMNLP BLP
shared assignment on Violence Inciting Text De-
tection and building upon the foundational work,
we aimed to redefine the parameters of danger as-
sessment in the context of the Bangla language.
This study undertakes a comprehensive evaluation
of machine learning and deep learning models to

assess their effectiveness in categorizing literature
that incites violence. Conventional machine learn-
ing algorithms, such as Logistic Regression, De-
cision Tree, Random Forest, Multi-Naive Bayes,
KNN, SVM, and SGD, consistently demonstrate
strong and reliable performance. Notably, Support
Vector Machines (SVM) and Stochastic Gradient
Descent (SGD) stand out for their efficacy in ac-
curately classifying violent content. Deep learn-
ing models, including Long Short-Term Memory
(LSTM), Convolutional Neural Network (CNN),
and the hybrid LSTM-CNN, also exhibit signifi-
cant capabilities. LSTM, in particular, emerges
as a standout performer among the deep learning
models. This study’s limitations include language
and dataset specificity, data imbalance, model in-
terpretability, and computational resource require-
ments. Future research may encompass multilin-
gual expansion, contextual analysis, user-level pro-
filing, ethical considerations, human-in-the-loop
approaches, cross-domain application, and real-
world deployment of violence-inciting text detec-
tion models.
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