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Abstract

Ancient ethnic documents are essential to
China’s ancient literature and an indis-
pensable civilizational achievement of Chi-
nese culture. However, few research teams
are involved due to language and script
literacy limitations. To address these is-
sues, this paper proposes an interlinearized
annotation strategy for ancient ethnic lit-
erature. This strategy aims to alleviate
text literacy difficulties, encourage inter-
disciplinary researchers to participate in
studying ancient ethnic literature and im-
prove the efficiency of ancient ethnic lit-
erature development. The interlinearized
annotation consists of original, word seg-
mentation, Latin, annotated, and transla-
tion lines. In this paper, we take ancient
Tibetan literature as an example to ex-
plore the interlinearized annotation strat-
egy. However, manually building a large-
scale corpus is challenging. To build a
large-scale interlinearized dataset, we pro-
pose a multi-task learning-based interlin-
earized annotation method, which can gen-
erate interlinearized annotation lines based
on the original line. Experimental re-
sults show that after training on about
10,000 sentences (lines) of data, our model
achieves 70.9% and 63.2% F1 values on the
segmentation lines and annotated lines, re-
spectively, and 18.7% BLEU on the trans-
lation lines. It dramatically enhances the
efficiency of data annotation, effectively
speeds up interlinearized annotation, and
reduces the workload of manual annota-
tion.

1 Introduction

The excellent traditional culture of ethnicity is
an essential part of Chinese culture, an impor-
tant cultural heritage of the Chinese nation,
and a valuable asset to human civilization.
Many excellent traditional cultures have been
recorded in ancient ethnic literature (Bender,

2015), some of which record the process of
creating the great history of the Chinese na-
tion together and the vivid facts of exchanges
and interactions among various ethnic groups.
They contain rich national unity and progress
ideas and are necessary historical resources for
witnessing the Community of the Chinese Na-
tion (Meng et al., 2023). Therefore, the in-
depth excavation of ancient ethnic literature
is conducive to promoting traditional Chinese
culture and showing the historical events of
the formation of Sense of Community for the
Chinese Nation (Long et al., 2023).

China is rich in ancient ethnic literature, but
studying ancient ethnic literature faces many
difficulties. First, the degree of digitization
is relatively low due to the lack of public re-
sources; second, limited by language and script
literacy, the group of ancient ethnic literature
research and utilization is small. In explor-
ing the formation of Chinese civilization and
promoting Chinese culture, how more disci-
plines and researchers pay attention to, study,
develop, utilize, and popularize the excellent
traditional culture contained in ancient ethnic
books is an issue worth exploring. The Gen-
eral Office of the CPC Central Committee and
the General Office of the State Council issued
the Opinions on Promoting the Work of An-
cient Books in the New Era, emphasizing the
need to encourage interdisciplinary research
methods. The ‘text structuring‘, ‘knowledge
systemization‘ and ‘intelligent utilization‘ of
ancient books are actively carried out (Lei
et al., 2022).

The documentary properties and unique cul-
tural attributes of minority antiquarian litera-
ture have made it a focus of interdisciplinary
experts and a laboratory for interdisciplinary
research (Long et al., 2023).
structing most ancient ethnic literature re-

However, con-
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sources is still difficult to meet the needs of
multiple disciplines. For example, experts in
computational linguistics focus on the infor-
mation processing of ancient ethnic documents
and need a cooked corpus with information on
word segmentation, annotation, entity recogni-
tion, and translation, and then carry out deep
text mining. Experts in the field of library in-
telligence explore the collection, collation, cat-
aloging, and citation of multi-language ethnic
ancient texts from the perspective of knowl-
edge organization and knowledge management
of ancient texts, and build catalog search li-
braries and full-text search libraries to serve
readers better. Linguistics researchers are
concerned about the phonology, vocabulary,
and grammar of the national languages in the
multi-language ancient ethnic document to as-
sist in the construction of the ancient Chi-
nese phonetic system, analysis and compari-
son of the Chinese and the people’s language
relations, to explore the language homology
differentiation clues, summarize the phonetic,
lexical and grammatical type characteristics
and the evolutionary path of the language.
Researchers in history focus on historical el-
ements such as time, place, people, and events
in the ancient texts of multi-language ethnic
groups and explore the political systems, eco-
nomic systems, social histories, and foreign ex-
changes of different ethnic groups. Scholars
in ethnic culture explore the traditional cul-
ture, folk customs, cultural heritage, and tradi-
tional handicrafts recorded in the ancient texts
of multilingual ethnic groups. Experts in reli-
gion, philosophy, art, and traditional medicine
also hope to obtain the knowledge they need
from multilingual ethnic literature.

To better meet the needs of multidisci-
plinary utilization of ancient ethnic texts, this
paper proposes a strategy of interlinearized an-
notation of ethnic ancient texts, converting the
content of ethnic ancient texts into five lines of
data, namely, the original line (original line),
the line of folk language sub-word (segmenta-
tion line), the line of Latin alphabet transcrip-
tion (transcription line), the line of grammar
annotation (annotation line) and the line of
Chinese meaning translation (translation line).
Researchers from different disciplines can use
these annotations to analyze and study the lit-

erature content. In conducting interlinearized
annotation research, manual annotation was
mainly used in the early stage. With the
accumulation of annotation data, this paper
proposes a multi-tasking framework based on
deep learning to automatically generate inter-
linearized annotation data to assist manual
annotation and finally build a large-scale tex-
tual structured database of ancient ethnic lit-
erature to lay the data foundation for further
development and utilization of ancient ethnic
documents in multiple disciplines.

2 Related Work

China is a multi-ethnic country, and in the
long history of the formation and development
of the Chinese nation, people of all ethnic
groups have shared honor and disgrace and
are closely related to each other, creating Chi-
nese civilization and culture together. The
multilingual chapter-aligned, sentence-aligned,
and word-aligned historical documents handed
down or excavated archaeologically are the
best proof of the exchange and intermingling
of people from all ethnic groups.

Among the Chinese and Tibetan bilingual
aligned historical documents, chapter-aligned
documents are the most numerous, followed
by sentence-aligned and less word-aligned doc-
uments. Chapter-aligned documents are both
translated from Chinese into ethnic texts, such
as the four ancient Tibetan translations of
the Shang Shu Zhou Shu (Wong, 2016) in the
first collection of the 1978 Paris photocopy of
the Selected Tibetan Documents of the Bib-
liothéque Nationale de French; there are also
translations from ethnic texts into Chinese,
such as the oath on the west side of the Tang-
Fan Alliance monument, which is a Chinese-
Tibetan aligned sentence pair (Li F G, 2007).
Most of the materials in the form of word con-
trol are found in the dictionary category and
word list categories, such as the Great Col-
lection of Translation Nominalities (Z, 2013),
the Dunhuang Tibetan texts P.T. 1257 and
P.T. 1261 (X, 2014), and the Imperial Five-
Style Qing Wenjian (Q, 2000). However, there
are not many materials on the full-text word
alignment of ancient literature texts. Scholars
of linguistics who study ancient ethnic liter-
ature often have to translate the documents.
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In general, the source and translated texts
are still aligned in terms of chapter alignment,
such as the translation of Baxie (Supplemen-
tary Text) (Ba S N, 1990), the Chinese trans-
lation of the History of Buddhism in Buton
(Bu D, 2007), and the Tibetan King’s Tale
(Suo N J Z, 2002), among others. However,
some scholars have also adopted the word-
alignment model, such as the Study of Tibetan
Fatwas in the 8th-9th centuries (Z, 2007), etc.
Linguistic researchers have been more rigor-
ous in organizing documentary materials, es-
pecially in dialectal and ethnolinguistic mate-
rials, and have mostly adopted the word align-
ment model. This paradigm is used for lan-
guage text materials in the Chinese Ethnolin-
guistic Compendium Series, the Newly Discov-
ered Languages of China Series, and the En-
dangered Languages of China Series. For ex-
ample, an example of the annotated text for
the language of the security language on page
1918 of Languages of China.

The German publishing house Lincom
GmbH has been funding the publication of
interlinearly annotated corpora and scholarly
works in minor languages worldwide for many
years. Tikaram Poudel published Rajbanshi
Grammar and Interlinearized Text (an Indo-
Aryan language of Nepal and Bengal) in 2006
(Poudel, 2006); Karnakhar Khatiwada pub-
lished A Reference Grammar in 2017 of Dhi-
mal (King, 2008) describing writings and text
annotation Interlinearized texts in Dhimal
with Grammar notes (Khatiwada, 2017) (in-
terlinearized annotated texts in Dhimal). To
date, the publisher has published more than
500 works in small languages. Sino-Tibetan
linguists Randy J. LaPolla & Dory Poa also
published Rawang Texts grammatically anno-
tated texts at Lincom Europa (LaPolla and
Poa, 2001).

Computer experts have developed interlin-
earized annotation tools to assist linguists in
advancing interlinearized annotation success-
fully. The American Standard Interchange
Language (SIL) organization has developed
Toolbox ! annotation tool; British scholars
have developed Eudico Linguistic Annotator (
ELAN) annotation tool 2, and French scholars

"https:/ /software.sil.org/software-products/
http://sites.bu.edu/elsa/elan-coding/

adopted the Interlinear Text Editor software
(ITE) technology. Chinese scholars have used
Toolbox tool to organize and publish the se-
ries ‘Grammatical Annotated Texts of Chinese
Ethnic Languages® (D, 2016), which is a total
of 20 books covering 20 languages or dialects
of five principal language families or groups
in China, namely Tibetan-Burmese, Miao-Yao,
Dong-Tai, South Asian and Altaic, with a
total word count of about 10 million words.
These software tools are widely used in the lin-
guistic community, making it easier and faster
for linguists to annotate the corpus and en-
hancing the standardization of corpus annota-
tion. However, the common drawback is that
they mainly rely on manual operations and fail
to introduce natural language processing tech-
niques for low-resource languages, especially
natural language information techniques.
Interlinearized annotation is similar to the
goal of word alignment in machine translation,
where the word alignment technique is to ob-
tain word boundaries in sentence pairs and
achieve translation alignment based on bilin-
gual pairs, which is a core task in machine
translation (Bahdanau et al., 2014). However,
the research results devoted to word alignment
methods belong to the early stage of statistical
machine translation. With the development of
ethnolinguistic information processing and the
promotion of the ‘One Belt, One Road‘ strat-
egy, machine translation of low-resource lan-
guages has become a popular research topic
(Ranathunga et al., 2023), and some research
results discussing the word alignment between
Chinese and Mandarin have appeared. For ex-
ample, Zhao Yang and Zhou Long discussed
the Min-Chinese scarce resource neural ma-
chine translation technique (Zhao Yang, 2019);
(Su LY, 2018) discussed the word alignment
method in Mongolian-Chinese machine trans-
lation; (Liu J M, 2011). Studied the Han-Vi
word alignment. However, the current ma-
chine translation commonly adopts deep neu-
ral network technology, which does not need
to discuss word alignment methods separately.
In recent years, the concepts of ‘exploring
the origin of Chinese civilization® and ‘forging
a sense of Chinese national community‘ have
been proposed, and interdisciplinary fields
have jointly focused on transcribed texts of
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ethnic minority oral discourse and ancient eth-
nic literature. The increasing demand for in-
terlinearized annotation of ethnic texts has
made interlinearized annotation a research
paradigm. However, it is challenging to meet
the needs of multidisciplinary and multilin-
gual interlinearized annotated corpus by man-
ual annotation. This paper combines the lin-
guistic fine-grained annotation paradigm and
multi-tasking techniques to conduct automatic
interlinearized annotation.

3 Ancient Ethnic Literature
Interlinearized Annotation

3.1 The Format of Ancient Literature
Interlinearized Annotation

The target of interlinearized annotation is the
full text of ancient ethnic literature without
explicit markers between words, which need
to be divided into ‘words‘ for the full text,
and then convert the traditional ethnic script
into Latin transcription or international pho-
netic symbols by word. The words are trans-
lated into the other language, and the func-
tion words are marked with their grammatical
function. The grammatical functions are la-
beled with English abbreviation tags common
to the linguistic community. The final out-
put consists of a line of the original language,
a Latin transcription or an International Pho-
netic Alphabet line corresponding to the line
of the minor language, and a line of the transla-
tion marker. Under the current technical con-
ditions, meaningful translation lines cannot be
obtained automatically and need to be trans-
lated manually. Figure 1 takes Tibetan as an
example to show an example of interlinearized
annotation.

The original line is the original text of the
ethnic literature. The segment line is a unit
of words (partly morphemes and phrases), a
‘word‘ or ‘word suffix* for the input text. How-
ever, ‘word‘ is the most basic unit for the ma-
chine to understand the text. To satisfy the
deep analysis and mining of the text, mark-
ing the word boundary is the most basic task.
The materials of ancient texts marked with
word boundaries help users understand an-
cient texts. They can be used for training to
develop automatic lexical analysis tools for an-
cient texts, providing resources to support the

information processing of ancient literature.

The transcription lines are ethnic texts tran-
scribed in Latin alphabet or the international
phonetic alphabet. The aim is to create a
cross-reference database of ethnic scripts in
syllables. The annotation line: the meaning-
ful words in the annotated lines are translated
into Chinese or English. Function words are
marked with the abbreviated form of their
grammatical function in English, and the ab-
breviated form often uses a combination of
capital letters, which comes from the English
word ‘AGENT* and semantically indicates the
administration of things. This internationally
accepted grammatical mark is conducive to
the dissemination of national ancient litera-
ture materials to the world. The translation
line is the Chinese or English translation of
the original line.

3.2 The Schema of Ancient Literature
Interlinearized Annotation

Designing symbols for interlinearized annota-
tion requires consideration of the usage needs
of ancient ethnic literature, which have been
discussed earlier. For the same ancient eth-
nic literature, different researchers have differ-
ent needs. Such as syllogisms, word segmen-
tation, and named entity recognition are com-
mon needs for researchers. Semantic annota-
tion is a common need for linguistics-related
disciplines such as syntax and language in-
formation services. Named entity annotation
(NER) is a common need for history and liter-
ature, etc. Chinese translation of meaningful
words is closely related to machine translation.
This paper focuses on syntactic and semantic
annotation and entity annotation, whose an-
notation materials can meet the needs of most
disciplines. Grammatical and semantic anno-
tation can reflect functional words’ grammati-
cal meaning and semantic function. Entity an-
notation includes proper names such as person,
place, and time. Labels for function words are
generally composed of two or three letters, tak-
ing the first three letters of the English word.
If repetition is encountered, the abbreviated
letters are modified as appropriate. When a
grammatical function requires more than one
English word to be represented, the appropri-
ate combination of letters from multiple words
is selected. The combination of labels also fol-
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Type Content
Origin Line | R&aTwERgagata]
Segment Line | § B0/ 2/fa 550 g Bl
Latin Line de  blonpos rievi snyan du gsol pas
Annotation Line | DEM  KE AGE ¥ GEN THZALLZR  CLC

Translated Line

REHEAR (1500) FLRENE R H AR

Figure 1: The example of Tibetan interlinearized annotation.

lows specific rules, and the linguistic commu-
nity usually adopts the Leipzig Terminology
Rules (The Leipzig Glossing Rules) system 3,
which was jointly developed by the Depart-
ment of Linguistics of the Max Planck Insti-
tute for Evolutionary Anthropology and the
Department of Linguistics of the University of
Leipzig. In our study of interlinearized anno-
tation of ancient civil texts, the Leipzig label-
ing system was employed as the primary basis,
with the addition of some labels. The tagging
system includes person and number, grammat-
ical, tense, tone, mood, demonstrative, special
word classes, syntax, noun-pronoun correla-
tive markers. The grammatical tags employed
for interlinear annotation will vary with the de-
gree of refinement of the corpus, and the tags
listed here are only the main ones. Some mi-
nority language scripts require an extension of
the tagging system according to specific needs
but keep the basic system unchanged. The
NLP-based NER is adopted.

4 Human-computer Interaction
Interlinearized Annotation
Platform

Corpus annotation is time-consuming and
labor-intensive; however, annotated corpora
can provide essential resources for ancient lit-
erature research and are indispensable. With
enough training corpus, NLP algorithms can
assist corpus annotation, such as NER, rela-
tion extraction, text classification, and ma-
chine translation. The corpus annotation is
also a common task in NLP. The interlin-
earized annotation of ancient ethnic literature
is a pioneering work, and by manually annotat-
ing a certain scale of training data, the NLP
algorithms can assist in data annotation.

To advance the research in this paper,

3https://www.eva.mpg.de/lingua/resources/glossing-
rules.php

we have developed a semi-automated inter-
linearized annotation platform. The interlin-
earized annotation platform mainly has the fol-
lowing modules.

(1) Interlinearized annotation operation
module. This module completes the task of
interlinear annotation in the original language
of ancient ethnic literature and accomplishes
four main functions:

(a) Automatic conversion from the original
language to the transcription line. The conver-
sion from the original Chinese text to the Latin
alphabet depends on the mapping table be-
tween the original syllables and the Latin syl-
lables. For example, the Tibetan to-Latin con-
version collects about 28,000 syllables, includ-
ing modern Tibetan, ancient Tibetan, San-
skrit syllables transcribed in Tibetan charac-
ters and punctuation marks. Also, it includes
syllables that conform to Tibetan spelling
rules but do not exist in existing literature.

(b) Automatic word segmentation. The in-
terlinearized annotation is based on the anno-
tation of words (or phrases), and word segmen-
tation is a necessary process.

(¢) Annotation line including meaningful
word translations and grammatical labels. To
be compatible with various text editors and
convenient for different researchers, the inter-
linear annotation results are stored as XML
format files, with a set of brackets {} to indi-
cate the four levels of interlinear correspond-
ing lexical entries, which are filled in with the
morphological analysis before the split form,
Latin transcription, morphological analysis af-
ter the Latin transcription and annotation in-
formation, respectively.

(d) Manual proofreading. Manual proof-
reading needs to do three checking aspects:
filling in vacant paraphrases, correcting para-
phrase errors due to multiple meanings, and
annotation errors due to subtext errors.

226



(e) Batch export and import of annotation
data: to reduce the workload of manual an-
notation, the import and export of data are
supported after a certain number of interlin-
ear annotation data are completed.

(f) Interlinearized annotation corpus re-
trieval module. This module supports struc-
tured retrieval and can meet the needs of gen-
eral literature information retrieval, such as
the retrieval of Latin transcriptions of ethnic
scripts, pairs of translated words and labels;
the extraction of cross-referenced word lists,
the extraction of named entities, and other
functions.

5 Automatic Interlinear Annotation
Method based on Multi-task
Learning

5.1 Method

In this paper, we propose NLP method to pro-
mote the interlinearized annotation of ancient
ethnic literature for deep analysis and explo-
ration. In the previous work, we have an-
notated a dataset of ancient Tibetan interlin-
earized annotation, so we take ancient Tibetan
as an example to introduce the automatic gen-
eration method of interlinearized annotation
based on deep learning, and the interlinearized
annotation of other ethnic ancient literature
is similar to ancient Tibetan. The interlin-
earized annotation dataset of ancient Tibetan
includes original, segmentation, Latin, anno-
tated, and translation lines. Among them, the
segmentation lines are obtained by automatic
word segmentation based on the original lines
(Liu H D, 2012), the Latin lines can be tran-
scribed directly by the Tibetan-Latin conver-
sion table, and the annotation lines are gen-
erated based on the segmentation lines with
corresponding meaningful words and function
words annotated. The original line, the syllo-
gism line, and the annotated line are all valu-
able for generating translation lines. There-
fore, the ancient Tibetan interlinearized anno-
tation model is mainly used to generate seg-
mentation, annotated, and translation lines.
Translation lines are translations from Tibetan
sentences to Chinese sentences, which belong
to the research scope of machine translation.
Regarding the current research base, the gen-
eration of Chinese lines is more complex and

requires human intervention. The model’s in-
put is the original line, and the output is the
content of the segmentation line, the annota-
tion line and the translation line. The infor-
mation of the annotated line depends on the
content of the segmentation line, and the infor-
mation of the translation line depends on the
information of both the segmentation line and
the annotated line. Therefore, the pipeline
model (Li et al., 2020) is employed in mod-
eling, and its architecture is shown in Figure
4-a. The pipeline approach consists of three
models: (1) the word segmentation model: the
input of this model is the original line, and
the output is the result of the word segmenta-
tion line; (2) the annotation model: the input
of this model is the information of the origi-
nal line and the word segmentation line, and
the output is the result of the annotation line;
(3) the translation model: the input of this
model is the original line, the word segmenta-
tion line and the annotation line, and the out-
put is the result of the translation line. The
pipeline method splices the outputs and inputs
of different models, such as using the output
of the segmentation line as the input of the an-
notation line, which facilitates the implemen-
tation of the model. However, the pipeline
method suffers from problems such as error
propagation. For example, the segmentation
model can only utilize the information of the
original text line, but the information of the
annotation line also has important value for
the segmentation model, and the error of the
segmentation line may cause the obvious error
of the annotation line information. However,
since the models are independent, the error in-
formation cannot be effectively transferred to
the segmentation model, and this part of the
information cannot be utilized.

Recently, multi-task learning models re-
placed pipeline-based models in several fields,
such as segmentation and annotation models,
named entity recognition and entity linking
models (Nguyen and Grishman, 2015). The
advantage of multi-task learning models is
that they can make full use of the correlation
between different tasks, e.g., there is a strong
correlation between the Tibetan word segmen-
tation and lexical annotation tasks, and the
results of word segmentation determine the
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text block boundaries of linguistic annotation.
In contrast, the results of lexical annotation
can, in turn, verify whether there are errors
in the word segmentation results. Therefore,
multi-task learning approaches are widely ap-
plied due to the advantages in modeling mul-
tiple related tasks. Interlinearized annotation
requires the generation of corresponding seg-
mentation lines, annotated lines, and transla-
tion lines based on the original text lines, a
typical multiple-related task suitable for mod-
eling using a multi-task learning framework.

Based on the above analysis, this paper
designs a multi-task model to conduct the
word segmentation, annotation, and transla-
tion models. The model’s input is the orig-
inal text line, and the shared coding layer
encodes the input information. Then, differ-
ent upper-layer models are used to model the
output tasks (word segmentation, annotation,
and translation lines). The word segmenta-
tion model, the annotation model, and the
translation model share the embedding layer
(Embedding) (Lai et al., 2016) and the en-
coding layer (Bi-directional Long Short-Term
Memory, BiLSTM) (An et al., 2018; An and
Long, 2021), and the word segmentation line
is based on the original line, and the words
are segmented from each other using spaces.
Therefore, in this paper, the word segmen-
tation is modeled as a sequential annotation
task, and the task layer uses Conditional Ran-
dom Field (Sutton et al., 2012). The anno-
tation line contains grammatical annotation
information and word translation information
for a sequence generation task, which is mod-
eled as an encoder-decoder sequence genera-
tion task in this paper. The translation line
is the translation of the original line content
into Chinese, which is a typical machine trans-
lation task, and is also modeled as an encoder-
decoder sequence generation task in this paper
(Guo et al., 2019).

5.2 Experimental Settings

To verify the effectiveness of the interlin-
earized annotation model, we completed four
interlinearized annotated ancient Tibetan lit-
erature, Baxie (Ba S N, 1990), Weixie, Zhu-
mian Shi (Bu D, 2007), and Di Wu Shiji
(Schneider, 2002), through the annotation
platform. The dataset consists of 12,284 sen-

tences, and we divide it into the training set,
development set, and test set according to the
scale of 8:1:1.

5.3 Experimental Settings

This section describes the implementation
framework and hyperparameters employed in
the experiments. We utilize Pytorch to im-
plement a multi-task model. The dimen-
sion of Tibetan syllables is 100; the coding
layer is BiLSTM. We employ CRF to imple-
ment word segmentation tasks. In the anno-
tation task, we decode the sequences using
a single-layer BiLSTM to generate grammat-
ical function labels. We use a single-layer
BiLSTM to generate the translation line in
the translation task. This paper employs the
pipeline-based model as the baseline, includ-
ing the BILSTM+CRF-based word segmenta-
tion model, BiLSTM+BiLLSTM-based annota-
tion model, and encoder-decoder-based trans-
lation model. These models are trained sep-
arately, with input and output data transfer
and information interaction. This paper em-
ploys Precision, Recall, and F1l-value to eval-
uate the results of the segmentation line and
annotation line. We employ BLEU (Papineni
et al., 2002) to evaluate the result of the trans-
lation line.

5.4 Experimental Result

We conduct three sets of experiments: the first
set of experiments adopts a multi-task learn-
ing approach, aiming to implement interlin-
earized annotation of ancient Tibetan litera-
ture, generating segmentation lines, annotated
lines, and translation lines based on the orig-
inal lines; the second set of experiments is a
stripping experiment, using a multi-task learn-
ing approach to model segmentation lines and
annotated lines, segmentation lines and trans-
lation lines, and annotated lines and transla-
tion lines, respectively, to analyze the effect of
joint learning of different tasks; the third set
of experiments utilizes a pipeline model as a
baseline model to compare the performance of
proposed models.

5.5 Experimental Results

The input of this experiment is the original
text line, and the output includes the segmen-
tation line (Seg), the annotation line (Ann),
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and the translation line (Tra). The experi-
mental results are shown in Table 1. The
experimental results show that the multi-task
learning-based model (Multi) proposed in this
paper significantly improves all of the three
tasks of segmentation lines, annotation lines,
and translation lines (6.7%, 15.6% and 32.6%,
respectively). The multi-task learning-based
model achieved better performance than the
pipeline model (Pipe). Therefore, the multi-
task-based model can achieve better perfor-

a significant decrease, indicating that the in-
formation of the segmentation rows has an es-
sential impact on the results of the annotated
line; (d) The results of translation lines in both
groups B and C decreased compared with the
multi-task learning model but better than the
pipeline-based model, indicating that the in-
formation of both segmentation lines and an-
notated lines has auxiliary value for the trans-
lation model.

mance in interlinearized annotation task. Task | Model | P R F BLEU
A Seg 72.1 | 66.2 | 69.0 -
Task | Model | P R F BLEU Ann 60.3 | 59.4 | 59.8 -
e Mult 74.2 | 67.8 | 70.9 - B Seg 71.8 | 66.0 | 68.8 -
& | Pipe |68.2]64.7|664 | - Tra _ ; : 15.3
Ann Mult 66.2 | 60.4 | 63.2 - C Ann 50.3 | 48.2 | 49.2 -
Pipe 54.1 | 55.2 | 54.6 - Tra - - - 14.7
Mult - - - 18.7
Tra .
Pipe - - - 14.1 Table 2: The result of ablation study.

Table 1: The result of multi-task learning model.

5.6 Ablation Study
5.7 Ablation Study

The ablation study aims to analyze the effect
of different task combinations. In this experi-
ment, group A ( segmentation model + anno-
tation model), group B ( segmentation model
+ translation model), and group C (annotation
model + translation model). Table 2 shows
the results of the three experimental groups
of experiments. Based on the experimental re-
sults, we can draw the following conclusions:
(a) In both groups of multi-task learning in
which the segmentation model participates,
the segmentation result improves (F1 value
66.4%), indicating that the results of both the
annotated lines and the translation lines can
improve the performance of the segmentation
model; (b) The segmentation model achieves
better results in the results of group A, indi-
cating that the annotation line provides better
feedback to the segmentation model than the
translation line; (¢) In group A, the multi-task
model achieves better results than the pipeline
model, indicating that the annotation model
can give effective feedback to the segmenta-
tion model. However, the performance of the
annotated rows in group C experiments has

6 Conclusion

In this paper, we discuss the idea and vision
of interlinearized annotation of ancient eth-
nic literature from the perspective of data re-
source normalization and sharing. Taking an-
cient Tibetan literature as an example, we pro-
pose accumulating corpus based on manual in-
terlinearized annotation and then using ma-
chine learning to conduct automatic annota-
tion. This research provides a new research
paradigm for developing and utilizing ancient
ethnic literature in China, especially the struc-
tured data of interlinearized annotation, which
lays a good foundation for ancient literature
development and utilization. In the future,
we plan to construct ancient language knowl-
edge based on an interlinearized annotation
dataset.
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