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Abstract

In simultaneous speech translation (SimulST),
effective policies that determine when to write
partial translations are crucial to reach high out-
put quality with low latency. Towards this ob-
jective, we propose EDATT (Encoder-Decoder
Attention), an adaptive policy that exploits the
attention patterns between audio source and
target textual translation to guide an offline-
trained ST model during simultaneous infer-
ence. EDATT exploits the attention scores mod-
eling the audio-translation relation to decide
whether to emit a partial hypothesis or wait for
more audio input. This is done under the as-
sumption that, if attention is focused towards
the most recently received speech segments, the
information they provide can be insufficient to
generate the hypothesis (indicating that the sys-
tem has to wait for additional audio input). Re-
sults on en— {de, es} show that EDATT yields
better results compared to the SimulST state of
the art, with gains respectively up to 7 and 4
BLEU points for the two languages, and with
a reduction in computational-aware latency up
to 1.4s and 0.7s compared to existing SimulST
policies applied to offline-trained models.

1 Introduction

In simultaneous speech translation (SimulST), sys-
tems have to generate translations incrementally
while concurrently receiving audio input. This re-
quirement poses a significant challenge since the
need of generating high-quality outputs has to be
balanced with the need to minimize their latency,
i.e. the time elapsed (lagging) between when a
word is uttered and when it is actually translated
by the system.

In direct SimulST systems (Bérard et al., 2016;
Weiss et al., 2017),! the balance between output

'In this paper, we focus on direct models that exhibit lower
latency and better performance compared to traditional cas-
cade architectures composed of separate automatic speech
recognition and machine translation components (Ansari et al.,
2020; Anastasopoulos et al., 2021, 2022).
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quality and latency is managed by a decision policy,
which is the strategy for determining, at each time
step, whether to emit a partial translation or to wait
for additional audio input. Decision policies can
be divided into two categories: fixed and adaptive.
Fixed policies are usually based on simple heuris-
tics (Ma et al., 2019), while adaptive policies take
into account the actual input content to make the
decisions (Zheng et al., 2020). Recent works (Liu
et al., 2021b; Zaidi et al., 2021, 2022; Zhang and
Feng, 2022) proved the superiority of adaptive poli-
cies over fixed ones. However, a major limitation
of these policies is that they require training ad-hoc
and complex SimulST architectures, which results
in high computational costs.

Computational costs are also inflated by the com-
mon practice of simulating the simultaneous test
conditions by providing partial input during train-
ing to avoid the quality drops caused by the mis-
match between training and test conditions (Ren
et al., 2020; Ma et al., 2020b, 2021; Han et al.,
2020; Zeng et al., 2021; Liu et al., 2021a; Zaidi
et al., 2021, 2022). This practice is independent
of the decision policy adopted, and typically re-
quires dedicated trainings for each latency regime.
To mitigate this issue, offline-trained ST systems
have been employed for simultaneous inference
(Liu et al., 2020; Chen et al., 2021; Nguyen et al.,
2021) and, along this direction, Papi et al. (2022a)
demonstrated that dedicated trainings simulating
the inference conditions are not necessary since
offline-trained systems outperform those specif-
ically trained for SimulST. The effectiveness of
using offline-trained ST models for simultaneous
inference has been also confirmed by the last
IWSLT 2022 evaluation campaign (Anastasopou-
los et al., 2022), where the winning submission to
the SimulST task (Polak et al., 2022) is an offline
model exploiting the Local Agreement policy by
Liu et al. (2020). Howeyver, despite its good results,
this policy relies on a strategy (the generation of
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two consecutive hypotheses prior to starting the
emission) that has a significant impact on latency.
This raises the need for effective policies that i) are
adaptive, ii) are directly applicable to offline ST
models, and iii) achieve low latency at low compu-
tational costs.

Towards these objectives, we propose EDATT
(Encoder-Decoder Attention),” a novel adaptive
policy for SimulST that leverages the encoder-
decoder attention patterns of an offline-trained ST
model to decide when to emit partial translations.
In a nutshell, our idea is that the next word of the
partial hypothesis at a given time step is safely emit-
ted only if the system does not attend to the most
recent audio frames, meaning that the information
received up to that time step is sufficient to generate
that word. Building on this idea, our contributions
are summarized as follows:

* We introduce EDATT, a novel adaptive deci-
sion policy for SimulST, which guides offline-
trained ST models during simultaneous infer-
ence by looking at the attention patterns dy-
namically computed from the audio input over
time;

* We show that EDATT outperforms the Lo-
cal Agreement policy applied to the same of-
fline ST models at almost all latency regimes,
with computational-aware average lagging
(AL_CA) reductions up to 1.4s for German
and 0.7s for Spanish on MuST-C (Cattoni
etal., 2021);

* We show that EDATT also outperforms the
state-of-the-art CAAT architecture (Liu et al.,
2021Db), especially in terms of AL_CA, with
gains of up to 7.0 BLEU for German and 4.0
BLEU for Spanish.

2 Background

In terms of architectural choices, Transformer
(Vaswani et al., 2017) and its derivatives (Gulati
et al., 2020; Chang et al., 2020; Papi et al., 2021;
Burchi and Vielzeuf, 2021; Kim et al., 2022; An-
drusenko et al., 2022) are the de-facto standard
both in offline and simultaneous ST (Ansari et al.,
2020; Anastasopoulos et al., 2021, 2022).

A generic Transformer model is composed of
an encoder, whose role is to map the input speech

2Code, outputs and offline ST models used for our exper-

iments are released under Apache License 2.0 at: https:
//github.com/hlt-mt/fbk-fairseq.

sequence X = [z1, ..., 2] into an internal repre-
sentation, and a decoder, whose role is to generate
the output textual sequence Y = [y1, ..., ym] by
exploiting the internal representation in an auto-
regressive manner (Graves, 2013), that is by con-
suming the previously generated output as addi-
tional input when generating the next one.

The encoder and the decoder are composed of
a stack of identical blocks, whose components
may vary depending on the particular Transformer-
based architecture, although they all share the
same dot-product attention mechanism (Chan et al.,
2016). In general, the attention is a function that
maps a query matrix ) and a pair of key-value
matrices (K, V) to an output matrix (Bahdanau
et al., 2016). The output is obtained as a weighted
sum of V', whose weights are computed through a
compatibility function between () and K that, in
the case of the scaled dot-product attention used in
the original Transformer formulation, is:

QK™

A(Q,K,V) = softmax < A > \%
where dj, is the dimension of K. The attention A
is computed on h heads in parallel, each applying
learned linear projections W<, WX and WV to
the (), K, and V matrices. These representations
are then concatenated and projected using another
learned matrix WO, resulting in the final output:

Multihead(Q, K, V') =
Concat(head;, heads, ..., head,)Wo

where head; = A(QWE, KWX VW),

In the encoder layers, ), K, and V' are com-
puted from the same speech input sequence X,
realizing the so-called self-attention Ager(X). Dif-
ferently, in the decoder layer, two types of at-
tention are computed sequentially: self-attention,
and encoder-decoder (or cross) attention. In the
encoder-decoder attention, () comes from the pre-
vious decoder layer (or directly from the previously
generated output Y, in the case of the first decoder
layer) while K and V' come from the output of
the encoder, hence the matrix can be expressed
as Across(X,Y). In this work, we only exploit
the encoder-decoder attention matrix to guide the
model during simultaneous inference. Therefore,
we use the notation A instead of Agoss for sim-
plicity, and henceforth refer to this matrix as the
encoder-decoder representation of a specific de-
coder layer d considering the attention head h.
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3 EDATT policy

We propose to exploit the information contained in
the encoder-decoder attention matrix of an offline
ST model during inference to determine whether
to wait for additional audio input or emit a partial
translation. The use of attention as the core mech-
anism of our policy is motivated by related works
in machine translation (MT) and language model-
ing, which prove that attention scores can encode
syntactic dependencies (Raganato and Tiedemann,
2018; Htut et al., 2019) and language representa-
tions (Lamarre et al., 2022), as well as align source
and target tokens (Tang et al., 2018; Zenkel et al.,
2019; Garg et al., 2019; Chen et al., 2020). We posit
(and demonstrate in Section 5) that this encoder-
decoder attention relationship between source au-
dio and target tokens also exists in offline ST mod-
els, and can be used to guide them during simulta-
neous inference.

Our approach builds on the following hypothesis
(see Figure 1): at each time step, if the attention
is focused towards the end of the input audio se-
quence (1), the system will probably need more
information to correctly produce the current output
candidate. On the contrary (2), if the attention con-
centrates on early audio frames (far enough from
the last received ones), the current output candidate
can be safely emitted because the early encoded
information is sufficient. Accordingly, the model
will continue to emit the next token of the partial
hypothesis until the above condition is verified, that
is until its encoder-decoder attention scores do not
focus towards the end of the received speech seg-
ment. The rationale is that if the encoder-decoder
attention of the predicted token points to the most
recent speech information — i.e. attention scores
are higher towards the last audio frames received —
this information could be incomplete and therefore
still insufficient to generate that token.

More formally, at each time step ¢, EDATT deter-
mines whether to emit the next token y;, given the
previously generated tokens Y;_1 = [y1, ..., yj—1]
and the partial audio input sequence X, by looking
at the sum of the last \ encoder-decoder attention
weights of the vector A;(X¢, Y,;_1). Specifically,
y; is emitted if:

t

Y A(X Y ) <a, ac(0,1) (D
i=t—\

where o is a hyperparameter that controls the

I'm going to talk about

'

F
(1) When the first speech segment is received, the partial
hypothesis “Ich werde” is emitted since the attention is not
concentrated towards the end of the segment while “reden.”
is not since the attention is all concentrated on the last frames.

climate.

talk about

(2) When the second speech segment is received, the new
partial hypothesis “iiber Klima sprechen.” is emitted since the
attention is not concentrated towards the end of the segment.

I'm going to

Ich werde

Figure 1: Example of the EDATT policy. Links indicate
where the attention weights point to.

quality-latency trade-off: lower values of « in-
crease the latency, as they reduce the possibility
to satisfy Equation 1 (i.e. the sum of the last A
encoder-decoder attention weights will likely ex-
ceed «), and vice versa. When Equation 1 is satis-
fied, y; is emitted and the same process is repeated
for y;41, and so on. The process continues until
we reach the token ¥, for which Equation 1 is
no longer verified. At that point, the emission is
stopped and the total number of tokens emitted at
time step ¢ is w.

4 Experimental Settings

4.1 Data

To be comparable with previous works (Ren et al.,
2020; Ma et al., 2020b; Zeng et al., 2021; Liu
et al., 2021b; Papi et al., 2022a; Zhang and Feng,
2022), we train our models on MuST-C en—{de,
es} (Cattoni et al., 2021). The choice of the two
target languages is also motivated by their differ-
ent word ordering: Subject-Object-Verb (SOV) for
German and Subject-Verb-Object (SVO) for Span-
ish. This opens the possibility of validating our
approach on target-language word orderings that
are respectively different and similar with respect
to the English (i.e. SVO) source audio. We also
perform data augmentation by applying sequence-
level knowledge distillation (Kim and Rush, 2016;
Gaido et al., 2021b, 2022a) as in (Liu et al., 2021b;
Papi et al., 2022a), for which the transcripts of
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MuST-C en—{de, es} are translated with an MT
model (more details can be found in Appendix A)
and used together with the gold reference during
training. Data statistics are given in Appendix B.

4.2 Architecture and Training Setup

For our experiments, we use the bug-free imple-
mentation by Papi et al. (2023) of the Conformer-
based encoder-decoder model for ST (Guo et al.,
2021). The offline model is made of 12 Conformer
encoder layers (Gulati et al., 2020) and 6 Trans-
former decoder layers (d;,q, = 6) with a total of
~115M parameters. Each encoder/decoder layer
has 8 attention heads (h,,., = 8). The input is
represented as 80 audio features extracted every
10ms with sample window of 25 and processed
by two 1D convolutional layers with stride 2 to re-
duce its length by a factor of 4 (Wang et al., 2020).
Utterance-level Cepstral Mean and Variance Nor-
malization (CMVN) and SpecAugment (Park et al.,
2019) are applied during training. Detailed settings
are described in Appendix A.

4.3 Inference and Evaluation

We use the SimulEval tool (Ma et al., 2020a) to
simulate simultaneous conditions and evaluate all
the models. For our policy, we vary a of Equation 1
in the range [0.6,0.4,0.2,0.1,0.05,0.03] and set
the size of the speech segment to 800ms. During
inference, the features are computed on the fly and
CMVN normalization is based on the global mean
and variance estimated on the MuST-C training set.
All inferences are performed on a single NVIDIA
K80 GPU with 12GB memory as in the IWSLT
Simultaneous evaluation campaigns.

We use sacreBLEU (Post, 2018)° to evaluate
translation quality, and Average Lagging (Ma et al.,
2019) — or AL — to evaluate latency, as in the de-
fault SimulEval evaluation setup. As suggested by
Ma et al. (2020b), for our comparisons with other
approaches we also report computational-aware av-
erage lagging (AL_CA), which measures the real
elapsed time instead of the ideal one considered
by AL, thus giving a more realistic latency mea-
sure when the system operates in real time. Its
computation is also provided by SimulEval.

4.4 Terms of Comparison

We conduct experimental comparisons with the
state-of-the-art architecture for SimulST (CAAT)

3BLEU+case.mixed+smooth.exp+tok.13a+version.1.5.1

and, respectively, the current best (Local Agree-
ment) and the most widely used (Wait-k) policies
that can be directly applied to our offline ST sys-
tems for simultaneous inference. In detail:

Cross Attention Augmented Transformer
(CAAT) - the state-of-the-art architecture
for SimulST (Liu et al., 2021b), winner of the
IWSLT 2021 SimulST task (Anastasopoulos et al.,
2021). Inspired by the Recurrent Neural Network
Transducer (Graves, 2012), it is made of three
Transformer stacks: the encoder, the predictor, and
the joiner. These three elements are jointly trained
to optimize translation quality while keeping
latency under control. We train and evaluate the
CAAT model using the code provided by the
authors,* and on the same data used for our offline
ST model.

Local Agreement (LA) — the state-of-the-art de-
cision policy introduced by Liu et al. (2020), and
used by the winning system at IWSLT 2022 (Anas-
tasopoulos et al., 2022). It consists in generating
a partial hypothesis from scratch each time a new
speech segment is added, and emitting it — or part
of it — if it coincides with one of those generated
in the previous [/ time steps, where [ is a hyperpa-
rameter. Since Liu et al. (2020) empirically found
that considering only the most recent previously
generated tokens (I = 1) as memory works better,
we adopt the same strategy to apply this policy.

Wait-k — the simplest and most widely used deci-
sion policy in SimulST (Ren et al., 2020; Ma et al.,
2020b; Zeng et al., 2021). It consists in waiting
for a fixed number of words (k) before starting
to emit the translation, and then proceeding by al-
ternating waiting and writing operations. Since
in SimulST the information about the number of
words is not explicitly contained in the audio in-
put, a word detection strategy is used to determine
this information. Detection strategies can be fixed,
when it is assumed that each word has a pre-defined
fixed duration, or adaptive, when the information
about the number of words is inferred from the
audio content. Following Papi et al. (2022a), we
adopt a CTC-based adaptive word detection strat-
egy to detect the number of words. In addition,
to be comparable with the other approaches, we
employ beam search to generate each token.

*https://github.com/danliu2/caat
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Figure 2: Encoder-decoder attention scores on a random sample of the MuST-C en—de dev set, before (a) and after
(b) the filtering of the last frame from the attention matrix.

5 Attention Analysis

To validate our hypothesis and study the feasibility
of our method, we start by exploring the encoder-
decoder attention matrices of the offline trained
models. We proceed as follows: first, by visual-
izing the attention weights, we check for the ex-
istence of patterns that could be exploited during
simultaneous inference. Then, we analyze the per-
formance of the EDATT policy to discover the best
value of )\, the decoder layer d, and the attention
head h from which to extract the attention scores
that better balance the quality-latency trade-off.

Do attention patterns exist also in ST? To an-
swer this question, we conducted an analysis of
the encoder-decoder matrices obtained from the
MuST-C en-de dev set. Through the visualiza-
tion of attention weights, we observed a consistent
phenomenon across our two language directions
(en—{de, es}): the attention weights concentrate
on the last frame, regardless of the input length, as
shown in Figure 2a. This behaviour has already
been observed in prior works on attention analysis,
showing that attention often concentrates on the
initial or final token (Clark et al., 2019; Kovaleva
et al., 2019; Kobayashi et al., 2020; Ferrando et al.,
2022), with up to 97% of attention weights being
allocated to these positions. As this might hinder
the possibility to effectively visualize attention pat-
terns, similarly to (Vig and Belinkov, 2019), we
filtered out the last frame from the attention matrix
and then re-normalized it. In this way, as shown
in Figure 2b, we obtained a clear pseudo-diagonal
pattern compared to the previous unfiltered repre-
sentation. Such correspondence emerging from the

encoder-decoder attention scores after the removal
of the last frame indicates a relationship between
the source audio frames and target translation texts
that can be exploited by our adaptive attention-
based policy during simultaneous inference.
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Figure 3: Effect of A on MuST-C en— {de, es} dev set.
We visualize the results with AL < 2.5s.

What is the optimal value of \? To find the best
number of frames (\) on which to apply Equation
1, we analyse the behavior of EDATT by varying «
and setting A € [2,4, 6, 8].> For this analysis, we
extract the attention scores from the 5" decoder
layer (d = 5) by averaging across the matrices ob-
tained from each attention head (h = [1, ..., 8]) in
accordance with the findings of (Garg et al., 2019)
about the layer that best represents word alignment.

SWe do not report the experiments with A = 1 since we
found that it consistently degrades translation quality. We
also experimented with different ways to determine A, such

as using a percentage instead of a fixed number, but none of
them yielded significant differences.
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Figure 4: SimulST results on MuST-C dev set en— {de,
es} for each decoder layer d. We visualize the results
with AL < 2.5s.

We perform the analysis on the MuST-C dev set for
both language pairs, and present the results in Fig-
ure 3. As we can see, as the value of )\ increases,
the curves shift towards the right, indicating an
increase in latency. This means that, consistently
across languages, considering too many frames to-
wards the end (A > 6) affects latency with little
effect on quality. Since A = 2 yields the lowest
latency (AL =~ 1.2s) in both languages, and espe-
cially in Spanish, we select this value for the fol-
lowing experiments. This outcome is noteworthy
as it demonstrates that, at least in our settings, the
same optimal value of X\ applies to diverse target
languages with different word ordering. However,
this might not hold for different source and/or tar-
get languages, advocating for future explorations
as discussed in the Limitations section.

What is the best layer? After determining the
optimal value of A\, we proceed to analyze the
EDATT performance by varying the decoder layer
from which the encoder-decoder attention is ex-
tracted. We conduct this study by using A = 2,
as previously determined to be the optimal value
for both languages. In Figure 4, we present the
SimulST results (in terms of AL-BLEU curves)
for each decoder layer d = [1, ..., 6].° As we can
see, on both languages, Layers 1 and 2 consis-
tently perform worse than the other layers. Also,
Layer 3 achieves inferior quality compared to Lay-
ers > 4, especially at medium-high latency (AL >
1.25s) despite performing better than Layers 1 and 2.

We also tried to make the average of the encoder-decoder
attention matrices of each layer but this led to worse results.

Head en—de en—es
1.2s 1.6s 2s 1.2s 1.6s 2s
Head 1 176 192 205 | 27.6 30.8 32.1
Head 2 19.0 219 234 - 319 339
Head 3 - 223 239 | 272 298 311
Head 4 - 21.5 233 - 284  30.7
Head 5 19.2 222 238 - 309 325
Head 6 187 212 227 - 32.0 333
Head 7 - 219 235 - 30.8 32.6
Head 8 19.2 20.7 21.6 - 31.7 339
Average | 20.3 22.8 24.0 | 28.6 324 34.1

Table 1: BLEU scores on MuST-C dev set en—{de, es}
for each attention head h of Layer 4. Latency (AL) is
reported in seconds. “-” means that the BLEU value is
not available or calculable. The last row represents the
numerical values of Layer 4 curves of Figure 4 obtained
by averaging across all 8 heads.

This aligns with the findings of Garg et al. (2019),
which observed inferior performance by the first
three layers in the alignment task for MT mod-
els. Concerning Layer 6, both graphs show that
the curves cannot achieve lower latency, starting at
around 1.5s of AL. This phenomenon is also valid
for Layer 5 compared to Layer 4, although being
much less pronounced. We also observe that Layer
5 achieves the best performance at higher latency
on both languages. However, since Layers 5 and
6 never achieve low latency (AL never approaches
1.2s), we can conclude that the optimal choice for
the simultaneous scenario is Layer 4. This is in
line with Lamarre et al. (2022), which indicates the
middle layers as the best choice to provide accu-
rate predictions for language representations. As a
consequence, we will use d = 4 for the subsequent
experiments with EDATT.

Would a single attention head encode more use-
ful information? According to prior research ex-
amining the usefulness of selecting a single or a set
of attention heads to perform natural language pro-
cessing and translation tasks (Jo and Myaeng, 2020;
Behnke and Heafield, 2020; Gong et al., 2021), we
also investigate the behavior of the EDATT policy
by varying the attention head h from which the
encoder-decoder attention matrix A is extracted. In
Table 1,7 we present the results obtained from each
attention head h = [1, ..., 8.8 Firstly, we observe

"A tabular format is used instead of AL-BLEU curves as
many parts of the curves are indistinguishable from each other.
AL = 1.25s is the first latency measure reported because it is the
minimum value spanned by the head-wise curves, and AL =2s
is the last one since increasing latency above this value does
not significantly improve translation quality (BLEU).

8Since obtaining a specific latency in seconds is not possi-
ble with this method, we interpolate the previous and succes-
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Figure 5: Comparison with the SimulST systems described in Section 4.4 on MuST-C en—{de, es} tst-=COMMON.
Solid curves represent AL, dashed curves represent AL_CA.

that many heads are unable to achieve low latency,
particularly for Spanish. Furthermore, there is no
consensus on the optimal head among languages
or at different latencies (e.g. Head 6 is the best in
Spanish at 1.6s, but it does not achieve lower la-
tency). However, we notice that the average across
all heads (last row) has an overall better perfor-
mance compared to the encoder-decoder matrices
extracted from each individual head, and this holds
true for both languages. Consequently, we choose
to compute the average over the attention heads
to apply our EDATT policy in order to achieve a
better quality-latency trade-off for SimulST.

6 Results

6.1 Comparison with Other Approaches

For the comparison of EDATT with the SimulST
systems described in Section 4.4, we report in Fig-
ure 5 both AL (solid curves) and AL_CA (dashed
curves) as latency measures to give a more realistic
evaluation of the performance of the systems in real
time, as recommended in (Ma et al., 2020b; Papi
et al., 2022a). Results with other metrics, DAL
(Cherry and Foster, 2019) and LAAL (Papi et al.,
2022b), are provided in Appendix C for complete-
ness. Numeric values for all the plots are presented
in Section D. For our policy, we extract the encoder-
decoder attention matrix from Layer 4 (d = 4), av-
erage the weights across heads, and set A = 2 as it
was found to be the optimal setting on the MuST-C
dev set for both languages, as previously discussed
in Section 5.

sive points to estimate the BLEU value, when needed.

Quality-latency curves for en—de and en—es
show similar trends. The EDATT policy achieves
better overall results compared to the LA and wait-
k policies applied to offline ST models. EDATT
consistently outperforms the wait-k policy, with
gains ranging from 1.0 to 2.5 BLEU for German
and 1.0 to 3 for Spanish, when considering both
ideal (AL) and computationally aware (AL_CA)
latency measures. Additionally, it is able to achieve
lower latency, as the starting point of the wait-k pol-
icy is always around 1.5s, while EDATT starts at
1.0s. In comparison to the LA policy, we observe
an AL_CA reduction of up to 1.4s for German
and 0.7s for Spanish. Moreover, the computational
overhead of EDATT is consistently lower, 0.9s on
average between languages, against 1.3s of LA.
Therefore, the computational cost of our policy
is 30% lower compared to the LA policy. Addi-
tionally, EDATT outperforms LA at almost every
latency, with gains up to 2.0 BLEU for German and
3.0 for Spanish.

Compared with CAAT, when ideal latency is
considered (solid curves), we notice that EDATT
achieves higher quality at medium-high latency
(AL > 1.2s), with BLEU gains up to 5.0 points for
German and 2.0 for Spanish. When AL < 1.2s,
instead, there is a decrease in performance with
BLEU drops ranging from 1.5 to 4.0 for German
and 1.0 to 2.5 for Spanish. However, when con-
sidering the realistic computational-aware latency
measure AL_CA (dashed curves), we observe that
the EDATT curves are always to the left of those of
the CAAT system, indicating that our policy always
outperforms it with BLEU gains up to 6.0 points
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for German and 2.0 for Spanish.

In light of this, we can conclude that EDATT
achieves new state-of-the-art results in terms of
computational-aware metrics, while also being su-
perior at medium-high latency when considering
the less realistic computational-unaware measure.

6.2 Effects of Accelerated Hardware

To further investigate the computational efficiency
of EDATT, we conducted experiments on all the
systems described in Section 4.4 using a highly ac-
celerated GPU, an NVIDIA A40 with 48GB mem-
ory, during simultaneous inference.

Figure 6 reports the results in terms of quality-
latency trade-off. When comparing the curves
with the computationally aware ones in Figure 5
(dashed), it can be observed that the LA policy
seems to benefit more from the use of expensive
accelerated hardware, with a latency reduction of
0.5-1s. However, this reduction is not sufficient to
reach a latency lower than 2s with this policy. Con-
sidering the other systems, both wait-k and CAAT
curves show a slight left shift (by less than 0.55s),
similar to EDATT.’

In conclusion, our policy proved to be supe-
rior even when using accelerated and expensive
hardware, further strengthening the previously dis-
cussed findings. Moreover, these results indicate
that there are no significant differences between
the systems when using less or more accelerated
GPU hardware and advocate for the wider use of
computationally aware metrics in future research.

7 Related Works

The first policy for SimulST was proposed by Ren
et al. (2020) and is derived from the wait-k pol-
icy (Ma et al., 2019) developed for simultaneous
text-to-text translation. Most of subsequent stud-
ies have also adopted the wait-k policy (Ma et al.,
2020b; Han et al., 2020; Chen et al., 2021; Zeng
et al., 2021; Karakanta et al., 2021; Nguyen et al.,
2021; Papi et al., 2022a). In parallel, several strate-
gies have been developed to directly learn the best
policy during training by means of ad-hoc architec-
tures (Ma et al., 2021; Liu et al., 2021a,b; Chang
and Lee, 2022) and training procedures aimed at

°Despite the benefits in terms of quality-latency trade-
off, the significantly higher costs of the A40 GPU
over the K80 GPU (4.1 vs 0.9 USD/h in Amazon
Web Services, https://aws.amazon.com/it/ec2/
pricing/on-demand/) makes unlikely that such a GPU
will soon be of widespread use for simultaneous inference.
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Figure 6: Effect of using NVIDIA A40 GPU on MuST-
C en—{de, es} tst-COMMON considering all the sys-
tems of Section 4.4. Results are computationally aware.

reducing latency (Liu et al., 2021a,b; Zaidi et al.,
2021, 2022; Chang and Lee, 2022; Zhang and Feng,
2022; Omachi et al., 2022). The latter adaptive poli-
cies obtained better performance according to the
most recent results observed in (Anastasopoulos
etal., 2021, 2022). We define our policy as adaptive
as well, as it relies on the encoder-decoder attention
mechanism, whose dynamics are influenced by the
audio input that increases incrementally over time.
However, EDATT completely differs from prior
works on adaptive policies that exploit attention
(Zaidi et al., 2021, 2022; Chang and Lee, 2022;
Zhang and Feng, 2022) because is the first policy
that does not require influencing the behaviour of
the attention weights through dedicated training
strategies, therefore being directly applicable to
offline-trained ST models. By doing so, we real-
ize i) an adaptive policy, ii) directly applicable to
offline-trained ST models, iii) which achieves low
latency at low computational costs.

8 Conclusions

After investigating the encoder-decoder attention
behavior of offline ST models, we presented
EDATT, a novel adaptive decision policy for
SimulST that guides an offline ST model to wait
or to emit a partial hypothesis by looking at its
encoder-decoder attention weights. Comparisons
with state-of-the-art SimulST architectures and de-
cision policies reveal that, at lower computational
costs, EDATT outperforms the others at almost
every latency, with translation quality gains of
up to 7.0 BLEU for en—de and 4.0 BLEU for
en—es. Moreover, it is also capable of achieving a
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computational-aware latency of less than 2s with a
reduction of 0.7-1.4s compared to existing decision
policies applied to the same offline ST systems.
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Limitations

Although applicable to any offline ST models, the
EDATT policy and its behavior have been analysed
on models applying CTC compression. Thus, the
audio input undergoes a transformation that does
not only reduce its dimension but also compresses
it into more meaningful units, similar to words or
subwords. As a consequence, the hyper-parameters
regarding the number of frames to which apply the
policy (A) can vary and depend on the specific ST
model. This would require having a validation set
on which to search the best value of X\ before di-
rectly testing. Moreover, the EDATT policy has
been tested on Western European languages and,
even if there is no reason suggesting that this cannot
be applied (after a proper hyper-parameter search)
to other languages, its usage on non-Western Eu-
ropean target languages and on a source language
different from English has not been verified in this
work and is left for future endeavours.
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Figure 7: DAL results for the SimulST systems of Section 4.4. Solid curves represent DAL, dashed curves represent
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Figure 8: LAAL results for the SimulST systems of Section 4.4. Solid curves represent LAAL, dashed curves

represent LAAL_CA.

A Training Settings

We use 512 as embedding size and 2,048 hidden
neurons in the feed-forward layers both in the en-
coder and in the decoder. We set dropout at 0.1
for feed-forward, attention, and convolution lay-
ers. Also, in the convolution layer, we set 31 as
kernel size for the point- and depth-wise convo-
lutions. The vocabularies are based on Sentence-
Piece (Sennrich et al., 2016) with dimension of
8,000 (Di Gangi et al., 2020) for the target side
(de, es) and of 5,000 (Wang et al., 2020) for the
source side (en). We optimize with Adam (Kingma
and Ba, 2015) by using the label-smoothed cross-
entropy loss with 0.1 as smoothing factor (Szegedy
et al., 2016). We employ Connectionist Temporal
Classification — or CTC — (Graves et al., 2006) as

auxiliary loss to avoid pre-training (Gaido et al.,
2022b) and also to compress the input audio, reduc-
ing RAM consumption and speeding up inference
(Gaido et al., 2021a). The learning rate is set to
5-10~3 with Noam scheduler (Vaswani et al., 2017)
and warm-up steps of 25k. We stop the training
after 15 epochs without loss decrease on the dev
set and average 7 checkpoints around the best (best,
three preceding, and three succeeding). Trainings
are performed on 4 NVIDIA A40 GPUs with 40GB
RAM. We set 40k as the maximum number of to-
kens per mini-batch, 2 as update frequency, and
100,000 as maximum updates (~23 hours).

The MT models used for knowledge distillation
are trained on OPUS (Tiedemann, 2016) en— {de,
es} sections and are plain Transformer architec-
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tures with 16 attention heads and 1024 embed-
ding features in the encoder/decoder, resulting in
~212M parameters. We achieve 32.1 and 35.8
BLEU on, respectively, MuST-C tst-COMMON
German and Spanish.

B Data Statistics

MuST-C training data (train set) has been filtered:
samples containing audio longer than 30s are dis-
carded to reduce GPU computational requests. The
total number of samples used during our trainings
is shown in Table 2.

split en—de en—es
train 225.277* | 260,049*
dev 1,423 1,316
tst-COMMON 1,422 1,315

Table 2: Number of samples for each split of MuST-C.
* means this number doubled due to the use of KD.

C Main Results with Different Latency
Metrics

Apart from AL, two metrics can be adopted to
measure latency in simultaneous. The first one
is the Differentiable Average Lagging — or DAL —
(Cherry and Foster, 2019), a differentiable version
of AL, and the Length-Adaptive Average Lagging
—or LAAL — (Papi et al., 2022b), which is a modi-
fied version of AL that accounts also for the case
in which the prediction is longer compared to the
reference. Figure 7 and 8 show the results of the
systems of Figure 5 by using, respectively, DAL
and LAAL considering both computational aware
(CA) and unaware metrics for German and Spanish.
Numeric values are presented in Section D.

As we can see, the results of Figure 7 and 8
confirm the phenomena found in Section 5, indicat-
ing EDATT as the best system among languages
and latency values. We observe also that DAL re-
ports higher latency for all systems (it spans from
3 to 7.5s for German and to 5.5s for Spanish),
with a counter-intuitive curve for the LA method
considering its computational aware version. How-
ever, we acknowledge that DAL is less suited than
AL/LAAL to evaluate current SimulST systems: in
its computation, DAL gives a minimum delay for
each emitted word while all the systems considered
in our analysis can emit more than one word at
once, consequently being improperly penalized in
the evaluation.

D Numeric Values for Main Results

Table 3 on the next page.

13353



en-de

Policy | BLEU AL AL_CA LAAL LAAL_CA DAL DAL_CA
196 143 2.36 1.53 243 1.86 3.14
235 2.00 3.00 2.10 3.05 242 3.89
wait-k 25.1 251 3.53 2.60 3.57 2.89 4.46
25.7 297 4.02 3.04 4.05 3.30 4.95
26.1 3.37 443 3.43 4.45 3.66 5.33
195 1.27 3.25 1.41 3.31 1.98 7.27
23.1 1.69 3.32 1.79 3.37 2.37 5.85
LA 248 2.04 3.49 2.12 3.54 2.73 5.37
259 233 3.73 2.39 3.77 3.01 5.36
264 2.64 3.98 2.70 4.02 3.32 541
203 0.88 1.98 1.02 2.09 1.49 3.28
208 1.32 2.55 1.40 2.61 1.99 3.76
CAAT 205 1.74 3.14 1.78 3.18 2.46 4.29
199 2.14 3.77 2.16 3.78 2.88 4.86
190 254 4.24 2.54 4.25 3.26 5.23
16.8  0.88 1.61 1.08 1.76 1.64 2.83
19.1 1.04 1.75 1.20 1.87 1.73 291
EDATT 216 134 2.09 1.46 2.17 2.01 3.26
240 1.74 2.56 1.83 2.63 243 3.71
256  2.26 3.26 2.33 3.31 2.99 4.40
263 274 3.93 2.80 3.96 3.46 4.97
en-es
Policy | BLEU AL AL_CA LAAL LAAL_CA DAL DAL_CA
249  1.39 241 1.58 2.53 1.96 3.51
284 197 3.07 2.16 3.18 2.52 4.30
wait-k 29.0 250 3.63 2.68 3.72 3.03 491
292 298 4.09 3.14 4.17 3.45 5.30
294 341 4.57 3.55 4.63 3.82 5.73
221 1.12 2.46 1.42 2.65 2.03 4.59
264 1.52 2.56 1.76 272 242 4.01
LA 28.1  1.87 2.81 2.08 2.96 2.75 4.10
289 217 3.03 2.36 3.17 3.05 4.20
295 246 3.28 2.63 3.41 3.33 4.39
251 0.74 2.02 1.02 2.23 1.54 3.57
260 1.15 2.57 1.37 272 2.03 4.03
CAAT 266 1.53 3.14 1.71 3.26 2.51 4.54
26.6 191 3.70 2.05 3.79 292 5.02
267  2.27 4.25 2.38 4.33 3.31 5.51
23.0 095 1.74 1.24 1.97 1.81 3.01
250 1.10 1.90 1.36 2.10 1.92 3.12
EDATT 26.6 1.28 2.09 1.52 227 2.09 3.29
27.8 152 242 1.74 2.59 2.38 3.62
289 1.81 2.87 2.02 3.01 2.74 4.03
292 214 3.37 2.34 3.50 3.12 4.48
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Table 3: Numeric values for the plots presented in Sections 6 and C.
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