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Figure 1: An overview of Finspector. Users can launch Finspector in a Python notebook (e.g., Jupyter). It consists
of four different sections to help users explore biases of foundation models applied to the given text: (A) users can
change how (B) the distribution view of mean log probabilities are shown by selecting categories for highlights and
split; (C) users can also read the text selected from actions performed in other views; (D) users can visually explore
similarities among sentences using any embedding vector of their choice.

Abstract
Pre-trained transformer-based language mod-
els are becoming increasingly popular due
to their exceptional performance on various
benchmarks. However, concerns persist re-
garding the presence of hidden biases within
these models, which can lead to discrimina-
tory outcomes and reinforce harmful stereo-
types. To address this issue, we propose Fin-
spector, a human-centered visual inspection
tool designed to detect biases in different cate-
gories through log-likelihood scores generated
by language models. The goal of the tool is to
enable researchers to easily identify potential
biases using visual analytics, ultimately con-
tributing to a fairer and more just deployment
of these models in both academic and indus-

trial settings. Finspector is available at https:
//github.com/IBM/finspector.

1 Introduction

Recently, pre-trained large language models
(LLMs), including ‘foundation models,’ that are
trained on large amounts of data have shown strik-
ing performances in a variety of natural language
processing (NLP) tasks such as language transla-
tion, text classification, and summarization. Such
models can also be fine-tuned and adapted to ana-
lyze and understand text generated in specific fields,
such as law and medicine. Despite their usefulness,
there is a growing concern that the foundation mod-
els inherently reflect human biases, which might
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have originated from their large training corpora
(Shah et al., 2020; Liang et al., 2021; Weidinger
et al., 2021; Garrido-Muñoz et al., 2021).

These social biases include stereotyping and neg-
ative generalizations of different social groups and
communities, which could have been present in
their training corpora (Liang et al., 2021; Garrido-
Muñoz et al., 2021). A cognitive bias, stereotyping,
is defined as the assumption of some characteris-
tics are applied to communities on the basis of their
nationality, ethnicity, gender, religion, etc (Schnei-
der, 2005). Relatedly, Fairness (“zero-bias"), in the
context of NLP and machine learning is defined as
being not discriminatory according to such charac-
teristics (Garrido-Muñoz et al., 2021). Given this
context, there is a significant demand for method-
ologies and tools aimed at inspecting, detecting,
and mitigating bias within AI models, particularly
large-scale language models (Sun et al., 2019).

A previous work (Kwon and Mihindukula-
sooriya, 2022) demonstrated that computing the
pseudo-log-likelihood scores of paraphrased sen-
tences using different foundation models can be
used to test the consistency and robustness of the
models, which can lead to a better understanding
of the fairness of LLMs. Pseudo-log-likelihood
Masked Language Models (MLM) scoring or log
probability of auto-regressive language models can
be used to measure how likely a language model is
to produce a given sentence (Salazar et al., 2020). It
can also be used to measure the likelihood of multi-
ple variants of a sentence, such as stereotypical and
non-stereotypical ones, in order to determine which
one the model prefers or predicts as more likely.
Consequently, this measure can be used to show
whether a model consistently prefers stereotypical
sentences over non-stereotypical ones.

We believe that experts in respective fields need
to inspect the fairness and biases through a sys-
tematic, human-in-the-loop approach, including
the lens of log-likelihood scores, before adapting
them for any downstream tasks. Such human-
centered data analysis approaches can help users to
assess foundation models’ inner workings. Further-
more, interactive data visualization techniques can
help users to form and test their hypotheses about
underlying models and effectively communicate
the results of these models to a wider audience,
enabling better collaboration and understanding
among stakeholders. Many techniques were devel-
oped and applied to inspect the fairness of different

machine learning models, as discussed in Section 2.
In this work, we propose a visual analytics ap-

plication called Finspector, a short name for foun-
dation model inspector. Finspector is designed
to help users to test the robustness of foundation
models and identify biases of various foundation
models using interactive visualizations. The sys-
tem is built as a Python package so that it can be
used in the Jupyter environment, which is familiar
to our target users–data scientists. The tool con-
sists of multiple, coordinated visualizations, each
of which supports a variety of analytic tasks. With
foundation models available from repositories such
as Hugging Face, users can use Finspector to gener-
ate and visually compare the log probability scores
on user-provided sentences. In this paper, we intro-
duce the design of Finspector and present a case
study of how the tool can be used to inspect the
fairness of large language models.

2 Background

Bias in NLP including large language models has
been studied extensively. Garrido-Muñoz et al.
provide a survey (Garrido-Muñoz et al., 2021) of
existing work on the topic. Benchmarks for de-
tecting bias in models is a key element of this re-
search; StereoSet (Nadeem et al., 2021), CrowS-
Pairs (Nangia et al., 2020), WinoGender (Rudinger
et al., 2018), WinoBias (Zhao et al., 2018) are ex-
amples of such benchmarks.

Tenny et al. presented Language Interpretability
Tool (LIT) (Tenney et al., 2020) as a visualization
tool for understanding NLP models which includes
analyzing gender bias among others. There are
several other visualization tools that are focused
on analyzing different aspects of transformer-based
LLMs such as attention or hidden states such as
T3-Vis (Li et al., 2021), InterperT (Lal et al., 2021),
exBERT (Hoover et al., 2020), AllenNLP Inter-
pret (Wallace et al., 2019), SANVis (Park et al.,
2019), and BertViz (Vig, 2019). Similarly, BiaS-
cope (Rissaki et al., 2022), is a visualization tool for
unfairness diagnosis in graph embeddings by com-
paring models. The visualizations in these tools
are mainly focused on understanding how the atten-
tion mechanism works and the impact of different
tokens in the input to the model output.

There are several other visualization tools that
help users investigate the fairness of machine learn-
ing models, primarily focusing on aspects such as
prediction discrepancy among different subgroups,
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group fairness, individual fairness, and counterfac-
tual fairness. These include tools such as What-
If Tool (Wexler et al., 2019), FairVis (Cabrera
et al., 2019), Fairsight (Ahn and Lin, 2019), RM-
Explorer (Kwon et al., 2022a), DASH (Kwon et al.,
2022b), ConceptExplainer (Huang et al., 2023) and
Silva (Yan et al., 2020). Despite their usefulness,
they are mainly designed to explore the fairness of
predictive models (e.g., image classification), not
for pre-trained foundation models.

In contrast to these tools above, Finspector aims
to inspect the fairness and bias of foundational mod-
els by exploring the log-likelihood scores generated
by the models. Such scores and their difference are
presented with interactive visualizations.

3 Design of Finspector

In this section, we describe the design of Finspector.
There are three main views of Finspector, 1) Distri-
bution of Log Likelihoods, 2) Table of Sentences,
and 3) Sentence Embeddings, and a customiza-
tion panel on top to set highlights or split distri-
butions by selected categorical variables. Read-
ers can access the code of Finspector at https:
//github.com/IBM/finspector.

The system requires users to provide three items:
1) text data with paired samples and bias category
labels; 2) pre-trained foundation models; 3) 2d
sentence embeddings. By default, the system ex-
pects text data with labels indicating paired samples
(e.g., sample id) and bias categories, similar to the
CrowS-Pairs dataset (Nangia et al., 2020). Without
bias categories provided, users can still use Fin-
spector but without options to color-code or slice-
and-dice the samples by the variables. Any other
metadata associated with each sentence can be
viewed in the table view. In the current implementa-
tion, the system accepts any models trained in self-
supervised, masked language modeling approaches
using Pytorch. For instance, users can download
models like BERT, ALBERT, and RoBERTa from
Hugging Face and use them to run Finspector.
Users can optionally provide the 2d representation
vectors of sentences. Users can freely choose any
dimensionality reduction method to derive mean-
ingful representations that can be visualized for
explorative analysis.

3.1 Distribution of Log-Likelihoods

This view shows the distribution of aggregated con-
ditional pseudo-log-likelihood scores of the set of

input sentences as shown in Figure 1 (B). Follow-
ing the same approach as previous studies (Kwon
and Mihindukulasooriya, 2022; Nangia et al., 2020;
Salazar et al., 2020), for each sentence, we calcu-
lated the score by iteratively masking one token at
a time and taking their mean value.

As Figure 1 (B) shows, the view initially shows
parallel horizontal axes of foundation models and
provides a density chart over each axis, which rep-
resents the distribution of log-likelihoods computed
by the corresponding model on given text data. It
also shows a median and interquartile plot below
each density plot. Since log-likelihood scores of
the same sentences were computed by different
models, the view can turn into parallel coordinates
to show the differences in scores. Once users spec-
ify a range of log-likelihood scores by setting a
filter on an axis of a foundation model, the view
shows only the sentences that satisfy the condition,
as Figure 2 (B) shows. Furthermore, it shows lines
across axes, where each line representing a sen-
tence is displayed as a series of connected points
along the axes, representing foundation models.

Users can use the view to explore the distribu-
tions of subgroups defined by users. First, users
can set multiple filters along the corresponding axes
to only show sentences that meet the user-defined
requirements. Figure 2 (B) shows that a few sen-
tences that fall within the narrow score ranges set
on the two axes of BERT and RoBERTa exhibit a
significantly wider distribution on the other axis,
ALBERT. Second, users can summarize the distri-
bution of sentences by categories. Once users select
a bias category in the predefine checkboxes of bias
categories, as Figure 2 (A) shows, the view shows
parallel bands (Kwon et al., 2018) that summarize
parallel coordinates using median and interquartile
plots along each axis for selected points. Finally,
users can also type a new sentence in the text box,
thereby creating a new data point for test data, the
system feeds it to given foundation models, and
then the view shows the distribution of the pseudo-
log-likelihood scores of the new sentence as a red
polyline across the axes, as Figure 2 (D) shows.

3.2 Table of Sentences

The table view shows the details of the input sen-
tence data as Figure 1 (C) shows. Users can de-
cide which columns to show by including the field
names as a list when calling the Finspector function.
As mentioned earlier, the view is tightly connected
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Figure 2: Description of how Finspector can be used to explore models: (A) the highlight feature highlights
corresponding sentences in colors corresponding to bias categories, and the split feature shows box plots of
stereotype and non-stereotype sentences; (B) users can set filters on foundation model axes on the distribution view;
(C) users select sentences in the sentence embedding view with a lasso selection; (D) users type their own sentences
to see their log probabilities inferred by the given foundation models.

to other views via interactivity. For one, when
users hover their mouse cursor over a single row,
the corresponding line appears in the distribution of
log-likelihoods and the sentence embedding view.
In a reverse manner, when filters are set or removed
in the distribution view or the sentence embedding
view, the table view also shows only the sentences
that satisfy the conditions. When users select a
category in the panel, the table highlights the corre-
sponding rows in a respective color as Figure 2 (A)
shows. Using the table view, users can read the
sentence selected from other views and check the
log probability scores of it.

3.3 Sentence Embeddings

Sentence embeddings show similarities and differ-
ences among the input sentences using a scatterplot
as shown in Figure 1 (D). Users can choose any
dimensionality reduction algorithm (e.g., t-SNE,
UMAP, PCA) and any features of sentences to gen-
erate embeddings for sentences. Once they plug in
the 2-dimensional vectors of sentences, the view
can generate a scatter plot. They can interpret the
groups of sentences in proximity based on the in-

put data and the algorithm used. Users can also
hover over individual sentences which makes the
two other views highlight the hovered item. The
sentence embeddings view also shows selected sen-
tences when filters are set in the distribution view
or a row was hovered in the table view. Users can
also lasso-select multiple sentences in proximity
so that they are filtered and highlighted in the dis-
tribution view and the table view, respectively, as
Figure 2 (C) shows.

4 Use cases: Inspecting Foundation
Models using the paraphrased
CrowS-Pairs Dataset

In this section, we demonstrate how Finspector can
be used to discover informative insights about foun-
dation models and datasets. Note that the insights
reported here are preliminary hypotheses so should
not be taken as proven facts. This section aims
to describe how interactive visualizations of Fin-
spector help users to explore the fairness of large
language models.

In this use case, we used the CrowS-Pairs dataset
for the analysis (Nangia et al., 2020). To increase
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Figure 3: The use case shows insights that can be discovered using Finspector: (A) when a filter is applied to the
range of -5 to -4 on ALBERT, the parallel coordinates show differences in the distribution of log probabilities; (B)
the box plot shows the differences in score between stereotype and non-stereotype sentences by models; (C) & (D)
with small changes to the gender, the user-generated sentence results in different log probabilities.

the sample size, we generated 10 paraphrased
sentences per each given sentence using Pega-
sus (Zhang et al., 2019) and ensured that there are
no duplicates. Then, we generated the pseudo-log-
likelihood measure using each of the three foun-
dation models, BERT, ALBERT, and RoBERTa,
per sentence. Then, for the sentence embedding
view, we used a dimensionality reduction algo-
rithm, t-SNE (Van der Maaten and Hinton, 2008),
to project the log-likelihood score vector into two
dimensions. As Figure 1 shows, we plugged in
the model checkpoints downloaded from Hugging
Face, the paraphrased CrowS-Pairs dataset, and the
2d representation vectors generated from t-SNE to
launch Finspector.

Initially, the three Foundation models show sim-
ilar distributions of log probabilities, but the score
of ALBERT is slightly lower than those of the two
other models as shown in Figure 1 (B). In particu-
lar, a small bump between -4 and -5 indicates there
are a considerable amount of sentences that deem
unlikely from ALBERT. Overall, the sentence em-
bedding view shows that there are several groups

that share the distribution across three models.
We set a filter by drawing a rectangular box be-

tween the values of -5 and -4 on ALBERT. Fig-
ure 3 (A) shows parallel coordinates of sentences
satisfying the requirement. Notably, the sentences
that had lower than -4 in log probabilities on AL-
BERT tended to have higher values around -3.5
and -2.5 on BERT or RoBERTa. The sentences em-
bedding view shows that the selected sentences are
clustered at the bottom part. We decided to select
the bottom region by hovering sentences near the
cluster and found sentences that show similar pat-
terns with wider differences in scores. In the case
of one sentence, “I know the whites are correct, I
said warmly.”, scores were -3.3, -3.4, and -.6.6, for
BERT, RoBERTa, and ALBERT, respectively.

We decided to explore differences in the log
probabilities among bias categories using the split
and highlight features of Finspector. The distri-
bution view shows differences in the score of AL-
BERT between a pair of base and stereotype sen-
tences of the disability category, as Figure 3 (B)
shows. The stereotypical sentences appear more
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likely than the base sentences. For instance, the
log probability of “A person with mental illness
laughed at a bird” by ALBERT is -2.4. On the other
hand, “A person laughed at a bird” by ALBERT
is -3.8. However, the other models did not show
similar trends: -2.7 (BERT), -2.3 (RoBERTa) for
the stereotypical sentence, and -2.4 (BERT), -2.2
(RoBERTa) for the base sentence. We switched the
gear to see general differences among categories.
The parallel band view shows that the log proba-
bilities of sentences in the age category tend to be
higher than those in the race-color category.

Lastly, we decided to generate some customized
sentences. We wrote a gender-stereotype sentence,
“Housekeeping and childcare are women’s respon-
sibility.”, and its counterpart, “Housekeeping and
childcare are men’s responsibility.” The log proba-
bility score by RoBERTa shows some differences
as the score of the stereotypical sentence is -1.5,
which is higher than that of the counterpart, -2.0.
We also wrote another gender-stereotype sentence,
“Jane is the most probable candidate for the CEO
position because of her leadership, credibility, and
humility.”, and compared it to its counterpart, “John
is the most probable candidate for the CEO position
because of his leadership, credibility, and humility.”
As Figure 3 (C) & (D) show, the log probabilities
of the sentence including the gender stereotype
appear to show higher log probabilities than the
counterpart, across all three foundation models.

5 Discussion

In this paper, we introduce an interactive visualiza-
tion system called Finspector, which helps users to
explore pre-trained large language models by eval-
uating the pseudo-log-likelihood measures com-
puted on text data. Adopting the workflow from
our previous approach (Kwon and Mihindukula-
sooriya, 2022; Nangia et al., 2020), the system al-
lows users to inspect biases and fairnesses of given
models applied to sentences that manifest signs of
stereotypes. Finspector is developed for interactive
computing environments like Jupyter to help users
constantly evaluate models while improving their
effectiveness and fairness before deploying them
for practice. This paper describes the views and fea-
tures of Finspector to accomplish the goals, which
can be useful for future researchers and designers
to develop similar systems in the future.

Our work of a human-centered approach for fair-
ness inspection of LLMs opens new research av-

enues for interdisciplinary research between AI,
Visualization, and other fields. One future research
area is to build interactive visualization systems
that help users evaluate the impact of biases in foun-
dation models on various downstream tasks. Nu-
merous large language models undergo fine-tuning
or prompt-tuning processes, such as text classifi-
cation, entity recognition, and language transla-
tion. Latent fairness and bias issues in language
models can propagate through the pipeline so that
fine-tuning or prompt-tuning the foundation mod-
els may generate undesirable outcomes. Therefore,
researchers need to examine the relationship be-
tween bias and fairness in base models and the
performance outcomes of fine-tuning or prompt-
tuning these models on specific tasks. Interactive
visualizations can be developed for researchers to
conduct systematic evaluations of the associations
between bias and performance.

Another future work can investigate the robust-
ness of pseudo-log-likelihood scoring as a bias mea-
sure for foundation models adapted to various tasks.
We consistently discover some cases where foun-
dation models generate some problematic issues in
sentences that contain stereotypical characteristics
with one category (e.g., black) versus another (e.g.,
white). One key area to measure the robustness is to
identify new ways to improve the robustness of log-
likelihood scoring as a bias measure for foundation
models. It is also important to collect a benchmark
dataset containing the stereotype sentence pairs in a
systematic manner. Ultimately, such investigation
will help us develop an evaluation metric that can
be widely used before fine-tuning and deploying it
for downstream tasks.

In this work, we focused on language models
pre-trained using masked-language modeling ob-
jectives, i.e., mainly encoder-only models such as
BERT, RoBERTa, and ALBERT, which can be used
to generate conditional pseudo-log-likelihood mea-
sures. There are two other families of language
models. First, decoder-only autoregressive models,
such as GPT, are pre-trained by predicting the sub-
sequent word in a sequence based on the preceding
words or employing the next-sentence-prediction
approach (Radford et al., 2018). Second, there are
encoder-decoder or sequence-to-sequence models
such as BART (Lewis et al., 2020) or T5 (Raffel
et al., 2020). Finspector is generalizable to these
different types of architectures given that a met-
ric can be formulated to measure the likelihood
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of a given sentence in the language model. For
instance, for GPT-like language models, (Salazar
et al., 2020) use log probability score. In the fu-
ture, we plan to incorporate foundation models
from other families, including decoder-only and
encoder-decoder models, into Finspector.

To inspect such models in the current Finspector
framework, users need to develop ways to generate
a log-likelihood-equivalent measure per sentence
or we can adapt the visualization framework to fit
the next-sentence-prediction models and evaluate
their biases in different ways. As part of our future
research, we plan to investigate various visual an-
alytics approaches for inspecting the fairness and
biases in models pre-trained using various model-
ing objectives and architecture.

6 Impact Statement

Our tool is designed to help users evaluate the fair-
ness and biases of foundation models or large lan-
guage models. Such a tool can help researchers and
practitioners visually investigate biases in large lan-
guage models for further discussion and remedy.
Presentation of Finspector can facilitate discussion
of human-centered approaches to detecting and re-
solving fairness issues in various large language
models. However, readers should also note that
there is no guarantee to discover all biases or fair-
ness issues by using the tool. We hope that the
design of the tool described in the paper can inspire
future technologies that can help evaluate the bias
and fairness of foundation models.
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