Visual Grounding of Inter-lingual Word-Embeddings

Wafaa Mohammed Hassan Shahmohammadi Hendrik P. A. Lensch R. Harald Baayen

University of Tiibingen
wmohammed @aimsammi.org,
{hassan.shahmohammadi, hendrik.lensch, harald.baayen} @uni-tuebingen.de

Abstract

Visual grounding of Language aims at enrich-
ing textual representations of language with
multiple sources of visual knowledge such as
images and videos. Although visual ground-
ing is an area of intense research, inter-lingual
aspects of visual grounding have not received
much attention. The present study investigates
the inter-lingual visual grounding of word em-
beddings. We propose an implicit alignment
technique between the two spaces of vision and
language in which inter-lingual textual infor-
mation interact in order to enrich pre-trained
textual word embeddings. We focus on three
languages in our experiments, namely, English,
Arabic, and German. We obtained visually
grounded vector representations for these lan-
guages and studied whether visual grounding
on one or multiple languages improved the per-
formance of embeddings on word similarity
and categorization benchmarks. Our experi-
ments suggest that inter-lingual knowledge im-
proves the performance of grounded embed-
dings in similar languages such as German and
English. However, inter-lingual grounding of
German or English with Arabic led to a slight
degradation in performance on word similarity
benchmarks. On the other hand, we observed
an opposite trend on categorization benchmarks
where Arabic had the most improvement on En-
glish. In the discussion section, several reasons
for those findings are laid out. We hope that
our experiments provide a baseline for further
research on inter-lingual visual grounding.

1 Introduction

Distributional Semantic Models (DSMs) have long
been used to capture words’ meaning. They esti-
mate semantic representations from co-occurrences
of words in text corpora. Even though embeddings
are the dominant method for large scale data, from
a psychological and cognitive point of view, distri-
butional models suffer from the problem referred to
as the Symbol Grounding Problem (Harnad, 1990):

18

the meaning of a symbol (word) is entirely ac-
counted for in terms of other symbols without any
links to the outside world. In the context of natural
language processing (NLP), grounding is defined as
“ the process of linking the symbolic representation
of language (e.g., words) into the rich perceptual
knowledge of the outside world > (Shahmoham-
madi et al., 2021). Moreover, (Huang et al., 2021)
have proved that multi-modal learning outperforms
uni-modal learning as it has access to a better qual-
ity latent space representation.

Many studies have addressed grounding of lan-
guage in vision, typically focusing on grounding
for English (Bruni et al., 2014; Shahmohammadi
et al., 2022). As a consequence, inter-lingual vi-
sual grounding is still poorly understood. This
study investigates whether monolingual textual em-
beddings benefit from the knowledge of other lan-
guages in the process of visual grounding. We
extend a state-of-the-art model for monolingual
visual grounding (Shahmohammadi et al., 2022)
by considering different combinations of three lan-
guages, namely, English, German, and Arabic. Us-
ing various word categorization benchmarks, our
experiments show that the three languages prof-
itably exchange inter-lingual knowledge across a
simple linear vector space. To the best of our knowl-
edge, we are the first to investigate the problem of
visual grounding of inter-lingual word embeddings.
Overall, our contributions are as follows:

a) We propose a simple extension of a state-of-the-
art visual grounding model to integrate three dif-
ferent languages. b) We obtain zero-shot visually
grounded embeddings in three languages. c) Using
various benchmarks, we reveal how visual ground-
ing changes textual vector space across languages
and show that inter-lingual knowledge transfers to
downstream tasks.

Our paper is structured as follows: Section 2
briefly highlights the related works. Section 3 intro-
duces our problem of interest. In Section 4 our pro-
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posed model is elaborated. Implementation details
are covered in Section 5. The results are presented
in Section 6, with further discussion in section 7.
In Section 8, we conclude our research, and finally,
we point out the limitations and future directions
of our work.

2 Related Work

There have been many studies on language ground-
ing in vision most of which focus on monolingual
visual grounding. There have been also other works
on cross-modal and cross-lingual representations
tailored for specific downstream applications.

Monolingual grounding: The study of Bruni
etal. (2014) was one of the first studies to obtain vi-
sually grounded embeddings by simple fusion such
as applying SVD on the concatenation of word
and image vectors. (Kiros et al., 2018) adopted a
similar fusion approach using gating mechanisms.
(Silberer and Lapata, 2014) and (Hasegawa et al.,
2017) encoded the two modalities as vectors of
attributes and combine them using autoencoders.
(Kurach et al., 2017) and (Shahmohammadi et al.,
2022) adopted a simple approach where textual
embeddings are directly optimized to match image
representations. They propose a grounding frame-
work that depends on the alignment of textual and
visual features.

Cross-modal cross-lingual representations: In
the multilingual setting, the focus has largely been
on cross-modal downstream tasks. (Burns et al.,
2020) proposed a scalable multilingual aligned lan-
guage representation using masked cross-language
modelling objective. (Ni et al., 2021) proposed
a multilingual multimodal model that combines
different languages and different modalities into a
shared space via multitask pre-training. Similarly,
(Zhou et al., 2021) introduced a machine translation
augmented model for cross-modal cross-lingual
learning by introducing multi-modal losses. (Mo-
hammadshabhi et al., 2019) trained a multilingual
multimodal model by optimizing the alignment
between languages for image-description retrieval
task.

The present study is inspired by both direc-
tions explored in the literature on visual grounding
and multi-lingual representations. We propose a
straight forward alignment technique informing tex-
tual representations about the visual space while
also making use of inter-lingual features. We gen-
erate visually grounded inter-lingual word embed-
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dings and evaluate their performance on similarity
and categorization benchmarks.

A new direction of research that has been pub-
lished in parallel with this paper is the work of
(Chen et al., 2022). Their model, PaL.I (Pathways
Language and Image model), employs scaling of
joint vision and language pre-training. They make
use of the largest transformers to date to train the
model. They were able to achieve state-of-the-art
in multiple vision and language tasks such as cap-
tioning, visual question answering, and scene-text
understanding.

3 Inter-lingual Visual Grounding

Multilingual-language models hold great promise
for the development of embeddings for under-
resourced languages (Armengol-Estapé et al.,
2021). The central idea in this line of research is
that different languages bring different perspectives
(e.g., cultural information and grammar) which can
inform each other, resulting in a richer model that
has a better understanding of words’ meanings in
any specific language. Moreover, since typical vi-
sual scenes are thought to produce similar infor-
mation across different languages, integrating vi-
sual knowledge (e.g., images) into a multilingual
model can contribute to obtaining a better quality
grounded embedding space.

4 Model Architecture

Our model maps a textual description of an im-
age into its corresponding image representation. It
makes use of a linear alignment to preserve most
of the textual knowledge in the word embeddings,
allowing only subtle modifications by the error re-
ceived from the image. It is trained using multi-
lingual image captioning data. The model is given
the task to match, for a given image, the multi-
lingual captions to that image in such a way that
language-specific features are preserved, and not
overwhelmed by inter-lingual features, and image
features.

Our model maps two (or three) languages to
the grounded space using a shared linear align-
ment. For instance, figure 1 introduces the model
for the combination of English and Arabic lan-
guages. Let D be the dataset consisting of triple
samples of (I, Sen, Sar) € D. Here I refers to an
image, S¢, and S, denote matching captions of
I in English and Arabic respectively. As shown
in Figure 1, the two captions are passed through
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Figure 1: Model Architecture. sentences are first tokenized. Individual tokens are passed, one by one, to a pre-trained
embedding layer, followed by a linear alignment that transfers the embeddings into the grounded space. Grounded
vectors are encoded into a single vector by an LSTM encoder. The output of the LSTM is then optimized against
the image vector generated via a pre-trained CNN model. Layers in blue are frozen during training.

a pre-trained embedding layer (GloVe) (Penning-
ton et al., 2014) to obtain their textual representa-
tions t¢y,, tq which are then mapped to a visually
grounded space through a linear transformation.
We refer to this linear transformation as the align-
ment layer. The alignment layer is used to extract
grounded embeddings after training. During train-
ing, grounded word vectors of each caption are
encoded as a single vector using an LSTM layer as
follows:

Ven = LSTMen(gena €o, h0| 9)7

Var = LSTM(M” (gar7 €0, hO’ 0)
where, gen, gar denote the grounded word vectors
of the English and Arabic captions respectively.
co, ho and 0 represent the initial cell state, initial
hidden state, and the trainable parameters of the
LSTM. The parameters of the linear alignment and
the LSTM layer are optimized to match the sen-
tence representations in both languages to the same
image vector V7 as follows:

Len(ben) = ﬁ Z?:l(vlt )27

Lar(Oar) = ﬁ%\ Z?:l(vjt - chr)2a
where 0., and 6, indicate the learning parame-
ters for each language. The image vector V} is
generated using a pre-trained CNN model. The
overall loss is simply the sum of the two losses:
Eall(@) = Een(een) + Ear(ear)
In this equation, © represents all the network’s
learning parameters. After training, we generate
grounded word embedding using the alignment
layer. A given textual word embedding w; € R% is
passed through the trained alignment, after which
its grounded version is extracted from the align-
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ment layer: g; € R as g¢ wy.M, where M
denotes the trained alignment layer.

S Implementation details

We used the Microsoft COCO 2017 dataset (Lin
et al., 2014) for our experiments. This dataset con-
sists of 123,287 images with 5 captions each. It is
split into 118k training images and 5k validation
images. We experimented with three languages for
the captions: English, Arabic, and German. The
original dataset provided by Microsoft contains the
English captions. We obtained the German cap-
tions from (Biswas et al., 2021), who translated the
English COCO captions using the Fairseq neural
machine translator, and the Arabic captions from
(Hashim, 2020), who generated the captions using
Google’s advanced cloud translation API. For the
Arabic version of COCO, we only had available
to us translations of the captions for 82k samples,
which we split into 77k samples for training and
5k samples for validation, and this is the set of im-
ages that we use for models that included Arabic.
For fair comparisons, we also investigated model
performance for English and German using the
same 82k images. For all the experiments, we used
TensorFlow as a development framework . The
training environment is similar to the one used by
Shahmohammadi et al. (2022). We used a batch
size of 256 image-caption pairs. We trained for 20
epochs with 5 epochs as early stopping tolerance,
using the NAdam optimizer (Dozat, 2016) with a
learning rate of 0.001. The image vectors were ob-
tained using pre-trained vectors from Inception-V3



(Szegedy et al., 2016), which are based on Ima-
geNet (Deng et al., 2009). For pre-trained textual
embeddings we used GloVe embeddings (Penning-
ton et al., 2014). The vocabulary considered for
training English comprised the 10k most frequent
words. For German and Arabic, which have much
richer inflectional systems compared to English,
we took into account the 30k most frequent words.
We set the dimension of grounded word embed-
dings to 1024 (g; € R'92%), and matched the size
of the LSTM’s output to that of the image vectors
(both to 2048). Both the embedding layer and the
pre-trained CNN were frozen during training.

6 Results

In this section, we explain our evaluation criteria
and report the results of our experiments. We use
various word similarity/relatedness and word cate-
gorization benchmarks and provide both quantita-
tive and qualitative results.

6.1 Qualitative Evaluation

Figure 2 shows the difference between the nearest
neighbours of words from the three languages in
the textual and grounded spaces (using the ground-
ing setup with separate grounding of each individ-
ual language). The representations in the grounded
space are semantically much more precise, and
are much less dependent on simple co-occurrence
statistics. Our algorithm for visual grounding thus
contributes to taking a step forward in solving the
symbol grounding problem. For example, the word
car in Arabic has its nearest neighbours as air-
plane and explosion in the textual space, while in
the grounded space, the neighbours are different
declensions of the word car.

6.2 Word Similarity/ Relatedness Evaluation

Following (Bruni et al., 2014; Shahmohammadi
et al., 2022), we evaluated our visually grounded
word embeddings using similarity/relatedness
benchmarks. The task is to estimate the similar-
ity/relatedness score of a pair of words using the
Spearman correlation as evaluation metric. Relat-
edness is a measure of the extent to which two
words are associated with each other, e.g. (pen, pa-
per). Similarity quantifies how alike two concepts
are based on their location within an is-a hierarchy
(e.g., car, automobile). Some benchmarks differen-
tiate between the two while others consider them
similar when scoring pairs of words.
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Tables 1, 2, 3 summarize the results of visually
grounded embeddings on similarity/relatedness
benchmarks for English, German, and Arabic.
For English, we experimented with six similar-
ity/relatedness benchmarks: WordSim353 (Finkel-
stein et al., 2001), MEN (Bruni et al., 2014), RW
(Luong et al., 2013), MTurk (Radinsky et al., 2011),
simVerb (Gerz et al., 2016), and SimLex999 (Hill
et al., 2015). For German, evaluations are based on
the Multilingual versions of WrdSim353 and sim-
Lex999 (Leviant and Reichart, 2015). For Arabic,
similarity was evaluated using four benchmarks:
Almarsoomi (Almarsoomi et al., 2013), MC30
(Hassan and Mihalcea, 2009), Saif40 (Saif et al.,
2014), and WordSim (Hassan and Mihalcea, 2009).

Across the three languages, visual grounding
yields embeddings that perform substantially better
than embeddings that are based on text only. It is
noteworthy that the grounded embeddings achieved
superior results on all the similarity benchmarks,
for all three languages.

For both English and German, adding German
and English respectively as a second language to
the model leads to a further improvement in per-
formance on the benchmark tasks. Adding Ara-
bic as a second language along with English or
German, however, led to a reduction in accuracy.
The experiments evaluating Arabic word embed-
dings revealed that fusing in English or German
did not improve performance on the Arabic bench-
marks. Furthermore, experiments implementing
visual grounding for three languages jointly did not
provide further accuracy.

The same findings can also be observed even
when varying the size of the training and valida-
tion data. For example, for the same set of 82k
images, adding German embeddings to English
embeddings led to an improvement on benchmark
tasks, whereas adding Arabic embeddings did not.
In the discussion section, we provide a detailed dis-
cussion of why Arabic embeddings do not provide
further precision for English or German grounded
embeddings.

6.3 Word Categorization Evaluation

We also evaluated our embeddings on six catego-
rization benchmarks: Battig (Battig and Montague,
1969), AP (Almuhareb and Poesio, 2005), BLESS
(Baroni and Lenci, 2011), and three tasks published
at (ESSLLI, 2009), (ESSLLI-a, 2009), which fo-
cuses on grouping concrete nouns into semantic



WSim MEN RW MTurk SimVerb SimLex Mean

Textual 73.8 80.5 455 715 28.3 40.8 56.7
Grounded EN 71.7 848 519 733 38.02 52.2 62.9
Grounded EN (82k) 76.03 845 503 727 34.9 48.6 61.2
Grounded EN + DE 79.2 848 523 74.1 36.6 51.03 63

Grounded EN + DE (82k) 75.3 84.3 50.8 74.2 34.5 49.1 61.4
Grounded EN + AR 76.9 84.7 503 73.1 343 48.3 61.3
Grounded EN + DE + AR 76.7 8.3 51.1 739 333 48.04 61.2

Table 1: Performance of textual and grounded English embeddings on similarity/relatedness benchmarks. Results
include different combinations of the three languages, English (EN), German (DE), and Arabic (AR). Inter-lingual
grounding in English and German outperforms both the textual and monolingual grounded embeddings.

WSim SimlLex Mean

Textual 46.6 30.9 38.8
Grounded DE 56.2 36.9 46.6
Grounded DE (82k) 56.3 35.8 46.1
Grounded DE + EN 57.02 37.2 47.1
Grounded DE + AR 55.5 33.2 44.3
Grounded DE + EN (82k) 56.6 35.1 45.9

Grounded DE + EN + AR 54.1 33.2 43.7

Table 2: Performance of textual and grounded German embeddings on similarity/relatedness benchmarks. Results
include different combinations of German embeddings with two other languages: English (EN), and Arabic (AR).
Grounding in both German and English outperforms all other monolingual groundings.

WSim Almarsoomi MC30 Saif40 Mean

Textual 30.7 65.9 49.9 71.8 54.6
Grounded AR 41.9 72.8 59.2 80.6 63.6
Grounded AR + EN 39.7 72.8 56.9 83.2 63.2
Grounded AR + DE 36.9 75.2 52.6 77.05 604
Grounded AR + EN + DE  39.6 73.9 56.2 75.5 61.3

Table 3: Performance of textual and grounded Arabic embeddings on similarity/relatedness benchmarks. Results
include different combinations of Arabic embeddings with two other languages: English (EN), and German (DE).

Battig AP BLESS ESSLLI-a ESSLLI-b ESSLLI-c Mean

Textual 45.4 60.4 87.5 75.0 75.0 62.2 67.6
Grounded EN 47.03 60.7 80.5 75.0 75.0 64.4 67.1
Grounded EN + DE 48.6 624 87 84.1 77.5 60.0 69.9
Grounded EN + FA 47.1 64.4 855 81.8 80.0 64.4 70.5
Grounded EN + AR 49.8 64.9 795 84.1 75.0 64.4 69.6
Grounded EN + DE + AR 47.5 64.7 855 75.0 75.0 62.2 68.3
Grounded EN + DE (82k) 47.1 659 81.5 84.1 71.5 55.6 68.6

Table 4: Performance of textual and grounded English embeddings on Categorization benchmarks. Results include
different combinations of the three languages, English (EN), German (DE), Arabic (AR), and Persian (FA).
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Figure 2: Comparisons of the textual and grounded vector spaces for English, German, and Arabic. For each
query word (in black), out of the 10 nearest neighbours, the neighbours unique to each space are displayed. Visual
grounding better captures a word’s meaning and reduces the dependency on just co-occurrence statistics.

categories; (ESSLLI-b, 2009), which tests com-
putational models for their ability to discriminate
between abstract and concrete nouns; and (ESSLLI-
¢, 2009), which groups verbs into semantic cate-
gories.

The concept-categorization task requires cluster-
ing a set of nouns expressing basic-level concepts
into gold standard categories. To evaluate on this
task, clustering is performed using a k-means clus-
tering algorithm (Likas et al., 2003). Performance
is evaluated using a purity score between the truth
and predicted cluster labels. Results are presented
in Table 4. Monolingual grounding did not result
in improvements on this benchmark; grounded En-
glish embeddings revealed worse performance on
BLESS compared to the textual embeddings. How-
ever, adding a second language solved this problem.
Incorporation of both German and Arabic embed-
dings resulted in improved performance of the En-
glish embeddings on all benchmarks. However,
combining the three languages did not give rise to
further improvements. Interestingly, for the smaller
dataset size (82k images), Arabic had a better per-
formance than German, a result that contrasts with
those obtained for the similarity benchmarks.

More Languages: We further extended our ex-
periments by using the Persian language. For this
aim, we translated the COCO captions using google
translate API' and made use of a pre-trained GloVe
word embeddings model? train on OSCAR (Abadji

Uhttps://libraries.io/pypi/googletrans
Zhttps://github.com/taesiri/PersianWord Vectors
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et al., 2022). Similar to other languages grounding
textual Persian embeddings significantly boosted
the result (Spearman’s correlation) by more than
10% (from 36.7 to 47) on the SemEval2017 bench-
mark (Camacho-Collados et al., 2017). Due to time
constraints, we only trained the grounded embed-
dings from English + Persian and evaluated them
on the word categorization benchmarks. As shown
in Table 4, Adding Persian (denoted as FA) results
in the best mean performance.

To further analyze the interaction of visual
grounding with multiple languages, we made use
of the BLESS (Baroni and Lenci, 2011) dataset.
This dataset consists of tuples of the format
(concept-relation-relatum). For example, lizard-
attri-striped: the concept lizard is linked to the
relatum striped via the attribute relation. BLESS
focuses on a set of basic concrete nouns and ex-
plicit semantic relations. Additionally, it contains
a number of random relatum words that are not
semantically related to any of the concepts. The
tasks that come with this dataset it to detect which
words are related to a given concept, as well as de-
termining the type of relation involved. The dataset
comprises 200 concepts grouped into 17 classes.

BLESS includes 5 types of relations, in-addition
to the random relations: COORD: the relatum
is a noun that is a co-hyponym (coordinate)
of the concept: dishwasher-coord-oven. HY-
PER: the relatum is a noun that is a hyper-
nym of the concept: dishwasher-hyper-appliance.
MERQO : the relatum is a noun referring to a
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Figure 3: BLESS (Baroni and Lenci, 2011) Analyses of textual and grounded English embeddings with the
combination of other languages. Visual grounding clearly reduces the variance on attri and coord categories
resulting in more refined clusters and higher word categorization scores.

part/component/organ/member of the concept, or
something that the concept contains or is made of:
dishwasher-mero-button. ATTRI : the relatum is
an adjective expressing an attribute of the concept:
dishwasher-attri-full. EVENT : the relatum is a
verb referring to an action/activity/happening/event
the concept is involved in or is performed by/with
the concept: dishwasher-event-use.

Using our embeddings, we calculated the mean
cosine similarity score of each concept to all its re-
lata across all relations. For each of the 200 BLESS
concepts, we obtain six cosine similarity scores,
one per relation: Cj. = %2?21 cos(Cy, Rel;)
where C;,. denotes the mean cosine score of con-
cept ¢ for relation r and n indicates the number
of words per relation. The scores are then nor-
malized across each concept as: Cj @,
where u; and o; denote the mean and the standard
deviation of the scores of C; across all relations.

24

Figure 3 presents the distribution of scores per re-
lation across the 200 concepts. While the coarse
structures of all the embeddings are relatively sim-
ilar with respect to the scores (cosine similarity)
across relations, the figures reveal interesting prop-
erties. For instance, the distributions in both attri
and coord are more compact when visual ground-
ing is applied. That is, the model is more certain
about the similarity between the words and hence
creates a more refined cluster of words. Another
interesting point is the increased mean in the hy-
per category, especially for Arabic, in line with the
results reported in Table 4.

Moreover, visual grounding lowers the mean
score on coord category across all languages; this
is probably because of the visually different word
pairs in coord category. For example, (turtle, al-
ligator) and (toaster, stove) are not visually sim-
ilar. Therefore, their word vectors diverge as the



result of grounding. These findings are in line with
previous findings that visual grounding prioritizes
similarity over relatedness (Shahmohammadi et al.,
2021). Surprising at first sight is that the mean
score of attri category is lower in all grounding
setups. This, however, may be due to the rather
different sets of attributes in BLESS and in our
image captions. Many of the attributes used in
BLESS rarely occur in image captions, examples
are antarctic, amphibious, aquatic, and noisy.

In order to statistically validate these findings,
we applied a Gaussian Location-Scale Generalized
Additive Mixed Model (GAMM) (Wood, 2017),
with word as random-effect factor, and main effects
for embedding type and relation for both mean and
variance. This analysis revealed that the grounded
English embeddings (monolingual grounding) had
the highest mean score, followed by the grounded
English embeddings generated by integrating En-
glish and German, followed closely by the English
+ Arabic embeddings. Interestingly, compared to
the textual embeddings, the variance for grounded
embeddings is reduced, and even more reduced
for inter-lingual grounded embeddings with Arabic
and German. Thus, there seems to be a trade-off
between mean and variance. While monolingual
grounding had the highest mean score, inter-lingual
grounding helped more in reducing the variance,
resulting in more refined clusters of semantically
related words.

Comparing the mean of scores with respect to
the different relations, with the random relation as
the baseline, we noticed that the mean decreases
for attri, but increases for all other relations, and
noticeably so for the hyper and mero relations. The
variance, on the other hand, increases for all re-
lations and to the greatest extent for artr and co-
ord. These statistical results dovetail well with our
previously mentioned conclusions about visually
different word pairs in coord category and the dif-
ference in attributes between the BLESS data and
our image captions. Overall, the boxplots indicate
that inter-lingual visual grounding creates more re-
fined clusters of word vectors in the vector space
based on visual clues in the training sets.

7 Discussion

We proposed an inter-lingual visual grounding
model on textual word embeddings. Our model
thus far supports the benefit of visual grounding
and inter-lingual visual grounding on various word
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similarity and word categorization benchmarks.
Some of the results in Section 6 however are hard
to interpret. In this section, we will discuss possible
explanations for the model’s behavior on different
tasks across different languages.

On the word similarity benchmarks (Tables 1,
2, and 3) we observe that German and English
seem to interact more efficiently than Arabic with
either. We believe the slight degradation in perfor-
mance when adding Arabic might be due to the fact
that the Arabic language structure is quite different:
much more information is packed into its verbs, and
pronouns are used differently and more sparingly.
Moreover, its orthography leaves out a lot of phono-
logical information (hardly any vowels), so word
embeddings are much more ambiguous relative to
English or German. Therefore, the semantic spaces
that are constructed are much less similar to that
in the two other languages. Apart from the evident
differences between Arabic and the other two lan-
guages, it is worth mentioning that adding Arabic is
far from detrimental. That is, the resulting embed-
dings (Arabic added) still outperform the textual
embeddings significantly. This implies that there
exists a linearly aligned common core between the
three languages (vector spaces) which as observed
in section 6.3, yielded the lowest variance and more
pure vector space. Table 4 further supports these
findings. Interestingly, the monolingual grounding
of English does not seem to improve the categoriza-
tion performance, inter-lingual knowledge, on the
other hand, results in obvious improvements with
respect to the mean score. The opposing impact of
adding Arabic on the similarity/relatedness results
in contrast to the categorization results indicates
the need for further investigation on the evaluation
criteria of inter-lingual embeddings.

Furthermore, it is not clear why monolingual
visual grounding is more beneficial for word simi-
larity compared to word categorization. We think
cultural biases might play a role. For example, our
training set (the COCO image dataset) is likely
culture-specific, with a strong bias toward the US
culture, and our benchmarks are compiled with var-
ious purposes across different languages. We, there-
fore, believe that current evaluation benchmarks
only shine light on some facets of the complex
interplay of different languages in visual ground-
ing, and further investigation is required for more
coherent interpretations.



8 Conclusions

The main purpose of this study is to shed light on
the problem of inter-lingual visual grounding. We
stated the importance of grounding in language un-
derstanding and the cognitive plausibility of text
representations. We also suggested a baseline archi-
tecture for inter-lingual visual grounding and ana-
lyzed the performance of the resulting embeddings
on word similarity and categorization benchmarks.

Our findings indicate that inter-lingual features
lead to improvements on both similarity and cat-
egorization benchmarks with a more significant
effect on categorization. Our results on the sim-
ilarity benchmarks indicate that inter-lingual vi-
sual grounding is more beneficial for related lan-
guages such as English and German, but can lead
to reduced performance when unrelated languages,
such as English and Arabic, or German and Arabic,
are considered jointly. On the other hand, Arabic
provided the most improvement on categorization
benchmarks for grounded English embeddings.

We hope that these initial steps towards inter-
lingual visual grounding inspire further research.
Low-resourced languages might benefit from joint
processing with high-resourced languages in multi-
lingual models but one has to make sure that their
unique characteristics are not overwhelmed and
masked by datasets acquired in different cultural
settings.

Limitations

The architecture that we made use of for exploring
multi-lingual visual grounding has the limitation
that embeddings from different languages, which
define high-dimensional spaces that are in all likeli-
hood not congruent, constitute the input for visual
grounding. One direction for future research is to
first align the embeddings of different languages.
A large multilingual language model such as XLM
(Lample and Conneau, 2019) may help to better
capture shared inter-lingual features, while at the
same time retaining the linear alignment that re-
stricts the extent to which vision can affect text-
based semantics. Another possibility is to use an
unsupervised technique (Conneau et al., 2017) to
generate cross-lingual embeddings, which can then
be used as initializers for our grounding architec-
ture.
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