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Abstract

Many people with severely limited muscle con-
trol can only communicate through augmen-
tative and alternative communication (AAC)
systems with a small number of buttons. In
this paper, we present the design for Color-
Code, which is an AAC system with two but-
tons that uses Bayesian inference to determine
what the user wishes to communicate. Our
information-theoretic analysis of ColorCode
simulations shows that it is efficient in extract-
ing information from the user, even in the pres-
ence of errors, achieving nearly optimal error
correction. ColorCode is provided as open
source software (https://github.com/
mrdaly/ColorCode).
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People with limited muscle control, such as those
affected by amyotrophic lateral sclerosis (ALS),
can have trouble communicating through conven-
tional means. Augmentative and alternative com-
munication (AAC) systems can help these people
communicate effectively (Glennen and DeCoste,
1997). These AAC systems can range from low-
tech solutions, such as pointing to messages on a
piece of paper (Scott, 1998), to high-tech solutions,
such as eye-tracking software that allows someone
to select keys on a keyboard with their gaze (Ball
et al., 2010). The more limited the muscle control,
the less information that can be input into an AAC
system.

In this paper, we refer to any discrete input into
an AAC system as a button, and a signal sent
through a button as a click. Clicking a button (some-
times referred to as a switch in AAC contexts) can
take many forms, such as twitching a particular
muscle or looking to the left or right. People in
the late stages of ALS may only be able to reli-
ably click two different buttons. AAC systems for
people with such limited muscle control must effi-
ciently extract information from a small number of
buttons to allow them to communicate effectively.

Introduction
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An effective AAC system for users with severely
limited muscle control needs to be designed to al-
low the individual to use a small number of buttons
to choose from a large number of options (like
letters on a keyboard). A successful design must
achieve this objective while also being easy to use
and resilient to errors in the user’s input. Designing
a system that satisfies these properties is challeng-
ing.

There are many AAC software systems for a
small number of buttons (e.g. Grid 3! and ACAT?).
Most systems for two buttons involve a scanning
keyboard where one button is used to scan through
keys and the other button is used to select the cho-
sen key (Colven and Judge, 2006). This method
benefits from a simple interface, but it can take
many clicks and therefore a lot of effort to commu-
nicate.

Previous research has used probabilistic reason-
ing and information-theoretic approaches to design
effective AAC systems for few buttons (Ward et al.,
2000; Broderick and MacKay, 2009; Higger et al.,
2017). Common themes in this research include
leveraging statistical language models to improve
text entry and using concepts from information
theory to analyze performance. In this work, we
describe a new system whose design builds upon
these existing ideas.

We present a new AAC system, named Col-
orCode, which allows users to communicate ef-
ficiently with only two buttons. ColorCode’s in-
terface is a virtual keyboard with characters the
user can select to write sentences and communicate
(see Figure 1a). Each key on the keyboard is as-
signed one of two colors, red or blue, and each of
the two buttons is associated with one of the colors.

'Grid 3 is developed by Smartbox Assistive Technol-
ogy Ltd.: https://thinksmartbox.com/product/
grid-3/

2 Assistive Context-Aware Toolkit (ACAT) is provided
by Intel’s Open Source Technology Center: https://01.
org/acat/
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Figure 1: ColorCode system after user has begun typing.

ColorCode repeatedly assigns colors to keys while
observing the colors of the buttons the user clicks.
The system uses Bayesian inference to update its
belief over the user’s chosen key given its observa-
tions of button clicks. An accurate language model
and the intelligent assignment of colors to keys al-
low ColorCode to efficiently infer what the user
wishes to type. Additionally, ColorCode adaptively
corrects for errors in the user’s input.

We simulate ColorCode on AAC-like text and
record the average clicks per character. We analyze
the results from an information-theoretic perspec-
tive to show that ColorCode efficiently extracts
information from the user. We also simulate the
input to ColorCode as a binary symmetric channel
to empirically show that it is close to optimally
resilient to errors in the user’s input.

2 Related Work

This section gives a brief overview of previous
research that used probabilistic reasoning and
information-theoretic approaches to build AAC
software systems for a small number of buttons.

2.1 Dasher

Dasher (Ward et al., 2000) uses the concept of arith-
metic coding to allow users to efficiently type out
messages. Although the original version of Dasher
requires a continuous input method like controlling
a mouse pointer or joystick, other extensions al-
low Dasher to be controlled by a small number of
discrete buttons (MacKay et al., 2004).

2.2 Nomon

AAC systems for individuals who can only click
one button use the timing of the click to convey in-
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formation. Nomon (Broderick and MacKay, 2009)
uses this type of input. For each option in Nomon’s
interface, there is a clock with a rotating hand. To
select the option they want, the user clicks their
button when the hand on the option’s clock passes
its noon marker. Nomon infers the user’s choice
(using Baye’s rule) from the timings of the their
clicks, and it adaptively learns the probability dis-
tribution of the user’s click timings. The innovative
design used by Nomon is very powerful and in-
spired much of the design of ColorCode. However,
even though Nomon is resilient to timing errors in
the user’s clicks, some AAC users are not able to
reliably time their clicks and therefore cannot use
this input method. One of ColorCode’s goals is to
present a system that is as powerful as Nomon, but
does not require the user to time their input.

2.3 Shuffle Speller

ColorCode is similar in several ways to Shuffle
Speller (Higger et al., 2017), which is an AAC sys-
tem designed for a brain-computer interface (BCI).
Shuffle Speller assigns letters to different colors
associated with buttons, and the user clicks but-
tons to choose a color. The users’ brain signals are
interpreted through the BCI as button clicks. Shuf-
fle Speller uses Bayesian inference from the ob-
served colors, and it chooses assignments of letters
to colors to maximize the information it learns from
observing a color. One key difference in Shuffle
Speller’s design is that it accounts for asymmetry in
errors across the user’s inputs. This additional com-
plexity in modeling of input errors has the potential
to improve the system’s error correction.

We believe ColorCode’s design is an improve-
ment over Shuffle Speller in several ways. First,



at each color assignment, Shuffle Speller moves
the letters around the screen to fixed locations in
the interface associated with the colors. In Color-
Code, the letters are kept in static locations in a
virtual keyboard while their colors change. This is
designed to be more user friendly, since previous re-
search suggests dynamic keyboard layouts increase
the user’s cognitive load and lead to slower text en-
try (Lesher et al., 1998; Johansen et al., 2003; Pou-
plin et al., 2014). Second, ColorCode uses adap-
tive “on-the-go” learning of the user’s error rate as
they use the system, but Shuffle Speller requires a
calibration phase for the system to learn the distri-
bution of the user’s errors. Finally, Shuffle Speller
uses a fixed prior probability for a “backspace”,
while ColorCode incorporates evidence from the
user’s previous input to form a more informed prior
for the “undo” key (see Section 3.3), which is equiv-
alent to Shuffle Speller’s backspace.

3 Method

To type a message in ColorCode, the user first iden-
tifies the color of the key they wish to select (e.g.
the letter A) and clicks the button for that color.
After the user clicks a button, the system reassigns
colors to all of the keys on the keyboard. The user
repeats this process until the system selects the key
they wanted and types the corresponding character
in the display (or deletes a character if key was
“undo”). ColorCode also plays an audible “click”
sound to notify the user when a key is selected. See
Figure 2 for a diagram demonstrating this process.

ColorCode maintains a belief over the user’s de-
sired key and uses Baye’s rule to update its belief
after observing the user’s button click. The belief
is a probability distribution over the possible keys
(see Figure 1b). When the probability of a partic-
ular key reaches a certain threshold, the system
selects that key. This probability threshold is set to
0.95 in ColorCode. If P(k) is the probability the
user wishes to select key &, and c is the color of the
button the user clicks, we can compute the belief
update using Baye’s rule with:

_ P(e|K)P(k)
S Ple] F)P(H)

Pk e)

In this update, the two key components are the prob-
ability distributions P(k) and P(c | k), which are
known as the prior and the likelihood, respectively.
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Figure 2: Diagram demonstrating process of selecting
the letter E in ColorCode.




3.1 Prior

The prior is a probability distribution representing
the previous belief over the user’s key selection
before the user clicks a button. When the user has
already started clicking buttons to select a key, the
prior is simply the output of the previous belief
update. However, when beginning a key selection
with no previous button clicks, we can define the
prior based on any knowledge we have about which
key the user will select. If we had no prior knowl-
edge, the prior would be a uniform distribution over
all the possible keys.

ColorCode uses a language model that uses the
context of what the user previously typed to esti-
mate the probability distribution over which char-
acter comes next. The 12-gram character language
model® used by ColorCode was trained on bil-
lions of words of AAC-like text, providing a well-
informed prior that allows ColorCode to infer the
user’s key selection in a few button clicks.

3.2 Likelihood

The likelihood, P(c | k), is the probability that Col-
orCode would observe the color ¢ from the user’s
click, given that they want to select the key k. If
ColorCode always observed the user click the cor-
rect color button for the key they wished to select,
then P(c | k) would be 1 if ¢ was the color of key
k and 0 otherwise. However, it is possible that the
user could make a mistake or the button’s sensor
could be noisy, and the system could observe a click
for the wrong color. To account for these possible
errors, we define the likelihood as the probability
that the system observes the user click the correct
color given their desired key and its color.

The system does not know the probability of
a click error, so it must estimate it in some way.
We assume the distribution of click errors is a sta-
tionary binary distribution with the parameter 6,
which is the probability that the click is correct.
ColorCode uses Bayesian learning to learn 6 from
observing correct and incorrect clicks from the user.
Since the beta distribution is the conjugate prior of
the binary distribution, we have:

P(0) = Beta(d | a, B)

where « and [ are parameters of the beta distri-
bution. Each time the system observes the user
correctly clicking a color button given their key,

‘https://imagineville.org/software/1lm/
decl9_char/
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it increments « by 1, and it increments S when it
observes the user clicking the incorrect button.

The parameters e and 3 can both be initialized
to 1 to represent a uniform distribution over 6, but
ColorCode starts with pseudocounts of o = 9 and
B = 1 to encode the belief that the probability
of click errors is low. When computing the be-
lief update, ColorCode uses the mean of the beta
distribution:

2 if cis the color of k&
P(c| k)= o8
a’%ﬁ if ¢ is not the color of &k

It is not obvious how we can count when a user’s
click is correct or incorrect. ColorCode obtains
these counts by keeping track of the user’s clicks
and the color assignments to keys, and then once a
key is selected, it goes back and updates « and 3
assuming the selected key was the correct one.

When this likelihood is applied to the belief up-
date, it corrects for the probability of error. If click
errors are more likely, then the update increases
(or decreases) the probability of keys by a smaller
factor, therefore requiring more clicks to select a
letter.

3.3 Undo

We include an “undo” key in ColorCode’s interface
to allow the user to indicate that the system incor-
rectly inferred the previous key selection. Many
AAC systems have a similar option, often referred
to as “backspace” or “delete”. Many probabilis-
tic AAC systems incorporate an undo key into the
prior by fixing its probability to a predefined con-
stant, such as 0.05, and then normalizing the rest
of the keys’ probabilities (e.g. Orhan et al., 2012;
Higger et al., 2017). Fowler et al. (2013) introduces
an algorithm that keeps track of probabilities for
alternative inferences the system could have made,
and then uses these probabilities to inform the prior
probability of a backspace key.

In ColorCode, we set the undo probability to
the probability that the previous key selection was
wrong.* We know this probability from the belief
the system had when it selected the previous key.
When starting a new key selection, we have:

P(k; = UNDO) = 1 — P(k;_; = K)

where ¢ is the current time step in terms of belief
updates, and K is the key the system previously
selected.

*During the first key selection, the undo probability is set
to 0, since there are no key selections to undo.
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When the user selects the undo key, the last char-
acter in the output string is removed. ColorCode
then assumes that the selection of the removed char-
acter was incorrect, and the user still wishes to
select the key that they originally intended to se-
lect. With this assumption, the system resets the
prior to the belief it had at the time of the incorrect
selection. However, it changes the probability of
the assumed incorrect character to be the probabil-
ity that the undo selection was wrong. After the
system selected undo at step ¢ — 1, we have:

P(k;

= K)=1- P(k;—1 = UNDO)
where K is the key the system is assumed to have
incorrectly selected before the undo. The probabil-
ities of the rest of the keys are then normalized.

Additionally, when the user selects undo, Color-
Code undoes the error rate learning it did on the
previous key selection, since it can no longer as-
sume that the selection was correct.

3.4 Color Assignment

An important aspect of ColorCode is the assign-
ment of colors to keys at each step. This assignment
determines what information the system learns
when it observes a button click. In the degener-
ate case where all keys are assigned the same color,
no information can be learned from a user’s click.
The goal of choosing a color assignment is to learn
as much information as possible about the user’s
desired key selection.

We can use the entropy of observing a color as
a heuristic to measure the effectiveness of a color
assignment. The entropy, which can be thought of
as the expected information content received from
observing a user’s color click, is defined as:

- Z P(c)log P(c)

where P(c) is the probability of observing a click
of color ¢ based on our current belief.

Computing the entropy for every possible color
assignment and choosing the maximum is in-
tractable, but we can also maximize entropy by
maximizing the uniformity of the probability distri-
bution, P(c) (MacKay, 2002). Choosing a color as-
signment that makes P(c) as close to equiprobable
as possible is equivalent to the partition problem,
which is NP-complete. However, there are approxi-
mate algorithms for the partition problem that run
in polynomial time, and ColorCode uses the simple
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greedy heuristic to approximate a solution (Korf,
1995).

We also tried assigning colors using Huffman
coding, similar to Roark et al. (2013). While
our simulations showed the Huffman coding ap-
proach performed slightly better than the partition
approach with no click error, the partition approach
performed better in the presence of errors. For this
reason, ColorCode uses the partition approach for
color assignments. A possible alternative would be
to use Huffman coding when the system estimates
an error rate below a certain threshold, and then
use the partition approach if the error rate is above
that threshold.

4 Results and Analysis

The effectiveness of ColorCode can be measured
by the average number of clicks it takes the user to
select a character. Low clicks per character (cpc)
indicate that a system is efficient in its ability to
extract information from the user.

Another important metric used to evaluate AAC
systems is the text entry rate (TER). Measuring
the text entry rate of a system requires a user study,
which has not yet been performed using ColorCode
(see Section 6).

We simulated ColorCode on a test set of AAC-
like text, presented in Vertanen and Kristensson
(2011), to calculate the average cpc. The simulator
uses the undo key to correct any incorrect key se-
lections, and these extra clicks are counted toward
the cpc. Through these simulations, ColorCode
achieved an average of 2.07 cpc.

We can analyze this result from an information-
theoretic perspective by considering the theoreti-
cal lower bound on cpc given the language model
ColorCode uses. We can view the color clicks as
binary symbols (bits) in a variable-length encod-
ing of the characters the user wishes to type. The
source coding theorem for symbol codes states that
the entropy of a character distribution is the lower
bound on the expected number of bits required to
encode a character (MacKay, 2002). However, the
system uses a language model for the encoding
because it does not know the true character distri-
bution. So instead, the cross-entropy between the
true distribution and the model distribution can be
used as a lower bound on the expected number of
bits per character in a coding scheme that uses the
model distribution to encode characters that come
from the true distribution (Brown et al., 1992). The



cross-entropy is defined as:

—Eip@llog M (2 | 2-1,2-2,...)]
where P(z) is the true distribution of characters
and M (z | x_1,x_9,...) is the language model’s
probability of a character given its context. To
calculate the cross-entropy empirically, we esti-
mate the expectation over the true distribution by
averaging over the AAC test set used to evaluate
ColorCode. Using this approach with the language
model that ColorCode uses, we calculate the cross-
entropy to be 1.73 bits. This means that ColorCode
achieves 2.07 cpc when the lower bound given its
language model is 1.73 cpc.

4.1 Error Correction

To evaluate ColorCode’s resilience to click errors,
we ran simulations on the test set with a parameter
f, which defined the probability that the simulator
would randomly click the incorrect color for the
desired key.

Let us consider the user’s clicks as bits being
communicated over a noisy channel, specifically
a binary symmetric channel (BSC). The BSC has
a probability f of a bit flip (the color is incorrect)
and a probability of 1 — f of a correct bit transmis-
sion (the color is correct). Error-correcting codes
can be used to communicate over noisy channels
by sending more bits for redundancy. Recall that
ColorCode learns the click error rate and then re-
quires more clicks from the user to compensate
for more errors. Let us think of this mechanism in
ColorCode as an error-correcting code.

We can evaluate an error-correcting code by its
information rate, which is the ratio of information
bits communicated to the total number of bits sent
over the channel. The total number of bits includes
both the information bits and the redundant bits
which are sent to correct any errors. We can mea-
sure the information rate of ColorCode by using
simulations on the test set. We define the number
of information bits as the number of clicks required
during a simulation with no error rate. Then we de-
fine the total number of bits as the total number of
clicks the simulation requires when given an error
rate f. With this, we can calculate the information
rate of ColorCode for a given error rate.

According to the noisy-channel coding theorem,
the error rate of a noisy channel can be corrected to
an arbitrarily small resulting error (MacKay, 2002).
Additionally, any error-correcting code that can
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Figure 3: Plot comparing the information rate of Col-
orCode to the channel capacity of a binary symmetric
channel.

achieve this has a maximum information rate equal
to the channel capacity, C, of the channel. The
channel capacity of a BSC with error rate f is

C=1-haof)

where hg is the binary entropy function.

We plot the information rates from our simula-
tions in Figure 3, along with the optimal informa-
tion rates of a BSC, the channel capacity. These
empirical results show that ColorCode’s error cor-
rection is nearly optimal when we model the errors
with a BSC.

5 Conclusions

This paper presents the design of ColorCode, a
new and powerful AAC system for two buttons.
ColorCode combines a powerful language model,
Bayesian learning of click errors, an informed undo
operation, and intelligent color assignments into a
Bayesian belief framework that uses a simple inter-
face to efficiently extract information from the user.
Our results demonstrate this efficiency by show-
ing ColorCode requires an average of only 2.07
clicks to select a character, which is within one half
of a click of the theoretical lower bound which is
1.73 clicks. ColorCode remains efficient in extract-
ing information when there are errors in the input,
and our results show that ColorCode handles errors
with nearly optimal efficiency. These results show
that ColorCode’s design has the potential to help
people who cannot communicate easily.

6 Future Work

Further development on ColorCode can make it
viable for real-world use as an AAC system. Sev-
eral improvements to the design could increase per-
formance by making it easier for users to convey



information. One improvement would be to extend
ColorCode to optionally use more than two colors,
which would help if the user has more control and
can click more than two buttons. We could also
improve the design with word predictions or other
possible methods that would leverage the power-
ful language model to let the user select multiple
characters with one click.

Additionally, conducting a user study with Color-
Code is a vital next step in its development. Testing
ColorCode with real users and real input devices is
essential to evaluating its text entry rate, interface
usability, and error correction.
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